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A B S T R A C T

High-rate Neutron Depth Profiling (NDP) is a very efficient and precise probe for studying the evolution
of lithium concentration in thin-layer structures, e.g., battery electrodes. NDP is typically limited to a one-
dimensional depth analysis summed over the profile area covered by the neutron beam. We developed a
detector system based on double-sided silicon strip detectors (DSSSD) with extremely thin and homogeneous
entrance windows to provide a new quality of NDP measurements in 3+1 dimensions for the N4DP instrument
at the FRM II in Garching, Germany. Using the 6Li(n, 𝛼)3H reaction in an experiment conducted at the research
reactor in Delft, we achieved a lateral position resolution down to ∼100 μm and an energy resolution with
𝐹𝑊𝐻𝑀 ≈ 10 keV for the triton particles at energies of 2.7 MeV. High-resolution 3D pictures with a contrast
uncertainty < 10% per pixel can be achieved faster than 1 picture per minute. This rate can be adjusted
individually for each experiment by sacrificing granularity in the position measurement.
1. Introduction

The neutron depth profiling (NDP) instrument N4DP [1] is situated
at the Prompt Gamma Activation Analysis (PGAA) facility [2] of the
research reactor FRM II in Garching, Germany. NDP is a sensitive
method to extract density profiles of certain nuclides in different host
materials [3]. Biersack et al. [4] applied it for lateral localization of
neutron-induced reactions. The intercalation of lithium in modern elec-
trode materials and the characterization of thin interphases between
the electrolyte and the electrode, named solid electrolyte interphase
(SEI), have attracted attention but also demand new detection systems
to disentangle the lateral, depth, and temporal variation.

One of the most important NDP application is the investigation of
Li-ion batteries [5–7]. Here, the quantitative analysis of the Li-ion ho-
mogeneity across the depth is evaluated. One can scan the surface using
a narrow, collimated neutron beam to resolve the distribution laterally,
as shown in [8]. However, this requires long measurements to collect
sufficient statistics at each point. A position-sensitive detector allows us
to reduce this to a single measurement, simultaneously collecting data
from the entire sample area in parallel.

High-resolution 2D visualization can be achieved using multipixel
detectors in a close sandwich geometry [9], where the image is recon-
structed from the back-to-back reactions. Due to the compact geometry,

∗ Corresponding author.
E-mail address: robert.neagu@tum.de (R. Neagu).

1 MICRON Semiconductor Ltd, Sussex, UK

the sensors are also irradiated in the neutron beam, getting damaged
over time and inducing a substantial background, especially when
going to higher neutron fluxes.

Lichtinger et al. [10] and others [11,12] showed that position-
sensitive NDP measurements are also possible with commercially avail-
able monolithic position-sensitive diodes [13]. Due to pile-up effects
and slow detector response, these detectors are unsuitable for the high
rates needed for operando measurements [14], where batteries are
charged and discharged during the measurement.

The main criterion for a well-designed neutron depth profiling
detector is a thin and homogeneous dead layer [15], while high de-
tector efficiency, spatial resolution, and high rate capability are also
important. Unsegmented detectors based on Si with thin dead layers
≈100 nm [16] are already established and commercially available,1
as currently used in FRM II. However, highly segmented sensors for
better spatial resolution are still being sought for particle detection
applications.

This paper presents a newly developed double-sided silicon strip
detector (DSSSD) with custom-made low-noise electronics for NDP
applications. Two different methods for position reconstruction and
their limitations are described in Section 2. The main technological
developments of the detector are described in Section 3. A first com-
missioning experiment using thermal neutrons at the research reactor
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Fig. 1. (a) Camera obscura method. A pinhole aperture 𝐴 is used to create an inverse image of the sample 𝑆 on the detector 𝐷. Depending on the setup’s geometry, this image
is also magnified. (b) Coincidence method. The origin of the particle reaction signal can be located by using two detectors 𝐷1 and 𝐷2 on each side of the sample.
in Delft, The Netherlands, is described in Section 4 and its results with
discussion in Section 5.

2. Lateral scanning methods

To probe the lateral distribution on a target plane, two methods are
mainly used: camera obscura and coincidence (Figs. 1a and 1b). The
camera obscura method is a single-detector method that uses a pinhole
to create an inverse magnified picture on the detector. We define the
magnification factor 𝑀 as the ratio between the distances from the
detector to aperture (𝑧AD) and from sample to aperture (𝑧SA): 𝑀 = 𝑧AD

𝑧SA
.

Since the projection of a point through the aperture with the diameter
𝑑 is a convolution, its magnified image with the size 𝑚 = (𝑀 +1) ⋅ 𝑑 on
the detector whose pitch width is 𝑝, the achievable resolution is given
by the standard deviation 𝑠 of the trapezoidal distribution [17]:

𝑠 =

√

2𝑝2 + 2𝑝 ⋅ (𝑚 − 2𝑝) + (𝑚 − 2𝑝)2
12

. (1)

An advantage of this method is the tunability of 𝑠 at the costs of
the field of view. However, a significant disadvantage is the lower
geometrical efficiency since the aperture blocks most particles.

The coincidence method is a dual detector method based on the
emission of two particles in opposite directions. Using two 2D detectors,
we can correlate the two hits and reconstruct the target from the setup.
Eq. (1) gives the standard deviation for this method with the partic-
ular case 𝑝 = 𝑚∕2, describing the standard deviation of a triangular
distribution.

We can choose one method depending on the sample’s thickness,
composition, and density. For thicker samples, the ions might lose all
of the energy in the sample itself, making it impossible to detect both
particles. Therefore, the reconstruction fails in this case. In Table 1,
some critical thicknesses are shown exemplarily. The maximum thick-
nesses allowed for either method are calculated using the WebAtima2

tool and the SRIM-software [18].
For thin (i.e. less than 30 μm) Li-containing samples, this method

works only if the 𝛼-particles can be detected at both sides. For the 10B(𝑛,
𝛼)7Li reaction, the recoil nucleus is heavier, and it thus loses even more
energy. Therefore, samples must be thin (as shown in Table 1).

3. Detector and electronics

In this section, we introduce the detector with the corresponding
electronics developed for 3 spacial + 1 temporal dimensional (4D)
neutron depth profiling.

2 Energy Loss Calculator, developed by the GSI - Available: https://www.
isotopea.com/webatima/#!/ (Visited on June 1, 2024)
2

The 150 μm thick isosceles trapezoid-shaped detector3 is segmented
in 266 horizontal strips on the 𝑝-side (Fig. 2a) and 32 fan-out strips
on the 𝑛-side (Fig. 2b), with lengths ranging from 5.70 cm (major side)
to 0.89 cm (minor side) and pitch width of 260 μm for the 𝑝-side, and
equally sized 𝑛-side strips with an average length of 6.89 cm and pitch
widths ranging from 265 μm (minor side) to 1766 μm (major side). A
pixel on the detector is represented by the overlapped area of one
𝑝 and one 𝑛 strip. The detector’s trapezoidal shape allows different
𝑛 strip widths for an adjustable position resolution (at least in one
dimension). The trapezoidal shape of the detector is also motivated by
the collaborative development of the detector for the HI-TREX upgrade
at CERN/ISOLDE [20], where the detectors are arranged spherically
to achieve a large solid angle coverage. The outer dimensions of the
detector are 60.42mm on the major side, 10.64mm on the minor side
with the length 71.64mm and an active area of 𝐴eff ≈ 22.51 cm2. This
is enveloped by a bias ring connected through poly-silicon resistors
to each strip with sheet resistances of about 5 kΩ. The bias ring is
surrounded by guard rings, which reduce the field strength at the
edges [21]. Finally, on the ohmic side, neighboring 𝑛+-contact strips
are isolated by the 𝑝-stop technique [22], preventing short circuits.

The novelty of this detector is given by an additional oxide layer on
the 𝑝+-side between the strips to compensate for inhomogeneities of
the ultra-thin (≈150 nm) dead layer. The particles must pass through
this passive layer to reach the active volume. In this layer, particles
lose a given energy, which raises the detection threshold [23]. These
effects are even more pronounced in setups with close geometries,
where particles enter the passive layer at skewed angles and travel
longer.

We designed a printed circuit board (PCB) with a cut-out for de-
tector emplacement, input and output channels for biasing and testing,
and other electronic components, such as temperature sensors and AC
coupling. The cut-out is a 1.0mm deep milling on the back side of the
1.6mm thick PCB. The detector is glued on top of a 0.30mm thick silicon
frame to remove stress from any thermal expansion. In addition, we
glued a 0.38 -mm-thick silicon bar on top to provide stability while
bonding the 𝑛 strips to the electronics. We bonded the 266 𝑝-strips in
groups of 2 and with a lower granularity of 3 on the detector border to
achieve the maximum number of 128 channels. The front-end electronic
is based on application-specific integrated circuits (ASIC) technology
using the SKIROC 2A [24] and SKIROC CMS [25] chips. These feature
64 input channels each, a large dynamic charge range from 1∕2MIP
(2 fC or ≈ 12500 e−) up to 2000MIP (8pC or ≈ 50 ⋅ 106 e−), as well as a

3 Made by the sensor supplier CiS Forschungsinstitut für Mikrosensorik
GmbH

https://www.isotopea.com/webatima/#!/
https://www.isotopea.com/webatima/#!/
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Table 1
Maximum depth for camera obscura and maximal thickness for coincidence method for different materials.
The imaging depth gives the theoretical maximum penetration depth, which one can obtain from the lighter
particles of the reaction. In contrast, the reconstruction thickness is the theoretical maximum thickness of
the sample to reconstruct the target from both reaction particles, which is given by two times the maximum
penetration depth of the heavier ion, i.e. the recoiled particle. These values do not take into consideration
the electronic offset (energy cutoff) or further energy losses, such as in a Kapton tape, which acts as a
separation foil (used, i.e., in [5] to block the 𝛼 particles).

Host material Reaction of Max. imaging depth Max. reconstruction
composition interest [μm] thickness [μm]

Mylar-foil with LiF 6Li(𝑛, 𝛼)3H 50.4 16.8
SiG Electrodes (20% Si) [7] 6Li(𝑛, 𝛼)3H 90.5 30.4
CoRe HT Alloy [19] 10B(𝑛, 𝛼)7Lia 4.2 4.8

a There are two possible neutron capture reactions for 10B (see www.neutrondepthprofiling.com/
reactionsofinterest). Here, we refer to the reaction with the higher energy of the decay particles, e.g. the
reaction into the ground state of 7Li.
Fig. 2. (a) Detectors 𝑝 side. Several parts are labeled: 1. a gold pad that connects three 𝑝 strips together; 2. the DC pad of a 𝑝 side strip that is bonded from; 3. the active 𝑝
side area of the detector; 4. a support bar to keep the detector level when bonding from the 𝑛 side. On the upper part of the detector, we have a lower granularity (three strips
together) to match the 266 strips to the 128 channels of the electronics. (b) Detectors 𝑛 side. Several parts are labeled: 1. gold pads for the 𝑛 side signals; 2. the active 𝑛 side
area of the detector; 3. the high voltage area connected to the gold pad by three bonds. The fan-out geometry of the 𝑛 strips is shown.
low equivalent noise charge (ENC< 6 keV for the 2A and < 8 keV for
the CMS), individual threshold control and timing output [26]. Each
channel of an ASIC consists of several (15 for the 2A and 13 for the
CMS) so-called switched-capacitor arrays (SCA) to store the data. After
filling up all the CMS SCAs, the data is bunched, and the ASICs are
read out. For data controlling and transferring in the front- and back-
end electronics, a GEneric Asic Readout (GEAR) board was developed
and integrated into the TRB framework of GSI [20,27].

4. Experimental setup and rate considerations

4.1. Detector configuration

We conducted experiments at the Reactor Institute Delft (RID) of
the University of Technology Delft to test both methods described
in Section 2 with our new detector setup. A vacuum chamber with
dimensions (19 × 19 × 110) cm3 was utilized. To match our techni-
cal requirements, we designed a modified lid with feed-throughs for
the GEAR boards and vacuum-tight LEMO-connectors.4 We included
a 1.0-mm-thin aluminum window in the lid as an exit to minimize
background radiation.

We mounted an aluminum support on the lid, connected by thermal
pads5 to keep our detector setup at a constant temperature, avoiding
any drifts of the leakage current worsening the energy resolution [28].
We fixed the detector-PCBs on this support, with heat-conducting pads
serving as spacers for isolation and thermal conduction. We denoted the
detectors as B and E after the hex code of the distinct GEAR-boards. On
average, the DSSSDs were located 𝑧 ≈ 56.0mm away from the target.

4 LEMO SWH.00.250.NTMV
5 Part number 2617837 from Tru Components
3

Due to spatial limitations, we arranged the detectors mirrored to the
beam axis (as shown in Fig. 3), changing the coordinate system from a
left-handed (detector B) to a right-handed (detector E). Consequently,
the particles emitted back-to-back reach the two detectors at the same
𝑦 coordinates. At the same time, they have opposite 𝑥 coordinates.
The target was positioned at the center, in the setup’s symmetry point.
To ensure uniform neutron illumination, the sample was tilted at an
angle 𝜙 = 45◦ w.r.t. the surface in the horizontal plane, increasing
the effective target thickness by

√

2. Additionally, it was tilted at
an angle 𝜃 = 34◦ w.r.t. the vertical plane. For the camera obscura
measurement, we added a 2.0 -mm-pinhole in front of detector B. We
set the magnification ratio for this method to 2.

4.2. Neutron beam and expected reaction rate

The neutron flux profile was a collimated, rectangular beam with
a cross-section of 20 × 30mm2 with a nominal flux of 𝛷 ≈ 1.0 ×
107 cm−2 s−1, with a wavelength maximum ≈1.8 Å. Therefore, we can
use the thermal cross section of 𝜎th ≈ 940 barn for the 6Li(𝑛, 𝛼)3H
reaction. To test the rate capability of our system, we needed a count
rate ≈500–600 s−1. We achieved this particular rate by modifying the
lithium thickness on the substrate, made of a 5-μm-thick Mylar foil.
The detection rate 𝑅 at the detector is given by

𝑅 = 𝛷 ⋅ 𝜎th ⋅𝑁 ⋅ 𝜖 , (2)

where 𝛷 is the neutron flux, 𝜎th is the thermal cross section for
absorption, 𝑁 is the total number of target particles (in our case, the
6Li atoms), and 𝜖 ≈ 9.23% the average detector acceptance, which is
estimated from Monte Carlo simulations.

http://www.neutrondepthprofiling.com/reactionsofinterest
http://www.neutrondepthprofiling.com/reactionsofinterest
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Fig. 3. CAD (3D-view) of the experimental setup. The main parts are labeled: 1. detector E; 2. sample with a TUM pattern; 3. sample support structure; 4. a pinhole aperture
fixed to the support structure; 5. detector B. Detector B is located in front of the aperture. The two detectors B and E are mirrored around the vertical plane of the neutron beam
axis. The center of the sample is positioned at the symmetry point of the two detectors. The sample is tilted by 𝜙 = 45◦ in the horizontal plane (𝑥𝑧-plane) and by 𝜃 = 34◦ in the
vertical plane (𝑦𝑧-plane). The neutron beam, denoted with 1n, hits the 6Li target, producing the back-to-back decay of the triton and 𝛼 particles.
Fig. 4. 100 μm thick masks with different patterns. The TUM and TUDelft logo masks are used to create patterns on both sides of a Mylar foil sample.
Special masks were manufactured6 (shown in Fig. 4) with individual
patterns (a TUM and a TUDelft logo). Then, we vapor deposited highly

6 Laser cut by Becktronic GmbH
4

enriched (∼99%) 6LiF through these masks on each side of the 5-μm-
thick Mylar film. The vapor deposition was done with an electron beam,
which heated the LiF target, accelerating the ions through the mask.
This mask was placed between the source and substrate foil attached
to an aluminum frame. To achieve the expected rate (we use an average
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Table 2
6Li(𝑛, 3H)4He reaction particles. Rest energies for both particles passing
perpendicularly through 5 μm mylar film are listed for comparison.

3H 𝛼

Initial Energy [MeV] 2.727 2.055
Rest Energy [MeV] 2.547 0.868
d𝐸/d𝑥 [MeV/(mg/cm2)] 0.257 1.456

value of 𝑅 ≈ 550 s−1 for the calculation), we calculate the theoretical
real density of the lithium layer for the TUM logo 𝜌𝐴,TUM,calc = 𝑚

𝐴TUM
=

𝑀 ⋅𝑁
𝐴TUM⋅𝑁𝐴

by substituting 𝑁 from Eq. (2):

𝐴,TUM,calc = 𝑀 ⋅ 𝑅
𝛷 ⋅ 𝜎th ⋅ 𝐴TUM ⋅𝑁A ⋅ 𝜖

≈ 16.15
μg

cm2
, (3)

where 𝑀 = 25.01 g
mol is the molar mass of enriched 6LiF, 𝑁A is the

vogadro constant and 𝐴TUM ≈ 1.63 cm2 is the surface area of the target
TUM logo (covered with 6LiF).

While vapor depositing LiF, for the TUM logo, we measured a
thickness of 𝜌𝐴,TUM,meas ≈ (15.0 ± 1.0) μg∕cm2 and for the Delft logo we
measured 𝜌𝐴,TUDelft,meas ≈ (10.3 ± 1.0) μg∕cm2 (with an area 𝐴TUDelft ≈
0.31 cm2). We observed the rates to be 529 s−1 for the TUM logo and
90 s−1 for the TUDelft logo. This matches our expected rate values,
calculated using the measured areal density and inserted in Eq. (3).

4.3. Synchronization and time drift

Since independent self-triggered electronics operate each detector,
the clocks of the different FPGAs are not synchronized, which means
that we obtain asynchronous timestamps. Therefore, to correlate the
data collected from various sensors, we need to adjust the trigger times
for each entry based on the synchronization time 𝑡sync,𝑖 (with 𝑖 = 𝐵,𝐸
or different detectors) distributed to each GEAR board using a custom
uilt trigger device.

In this time correction process, the readout signal from detector B is
sed as the time updater, i.e., the synchronization time of each FPGA is
pdated whenever a readout signal is received from detector B. Then,
or detector E, the data is corrected by subtracting the synchronization
ime difference 𝛥𝑡sync = 𝑡sync,𝐵 − 𝑡sync,𝐸 between the boards. The trigger
imes of detector B remain uncorrected since it acts as a master board.
he time difference represents the clock drift of the FPGA clocks.
e obtain correlated events by adjusting the trigger times on both

etectors. (If we had a master clock shared by both FPGAs, such a
orrection would be unnecessary.)

As described in Section 3, the SKIROC CMS ASIC collects data for
p to 13 events. After these events, we read out the data, and here, our
ystem stops acquiring for the dead time of 𝑡𝑑 ≈ 7ms. The rates obtained
rom above are the instantaneous rates, determined from such bundled
vents.

. Results

In this section, we describe the results of the two methods (described
n Section 2) used with the experimental setup shown in Fig. 3. We
sed a 5-μm-thick Mylar film with the two patterns (described in
ection 4.2).

We used the coincidence method without an aperture to achieve the
ost precise target reconstruction and a high rate. Since the TUM logo

ide of the target has a larger area and mass thickness, and the substrate
oil blocks the 𝛼 particles from the opposite side, we observed more
vents on detector B facing the TUM logo. We observe ∼3.8⋅106 events
n detector B and ∼2.5⋅106 events in detector E, as expected. The rates
alculated for each detector in Section 4.2 are given by the corrected
ounts in either sensor divided by the measurement time (∼2.5 h).

Fig. 5 shows the energy distribution on the 𝑝 strips after the energy
alibration for detector E in the measurement without the aperture. We
5

Table 3
Calculated positional resolutions for both methods in comparison. For
the pinhole we used 𝑑 = 2mm and a magnification of 𝑀 = 𝑧AD∕𝑧SA = 2.
The uncertainties were calculated using the error propagation of Eq. (1).
The following uncertainties were assumed: 𝛥𝑑 = 0.05mm, 𝛥𝑧𝐴−𝐷 = 1mm,
𝛥𝑧𝑆−𝐴 = 1mm, 𝛥𝑝 = 0.04mm. The 𝛥𝑝 was used for varying 𝑥 and 𝑦
coordinates. To obtain approximately the same resolution for the camera
obscura method as for the coincidence method in the same setup, an
aperture of 𝑑 ≈ 0.25mm had to be used.

Resolution Coincidence Camera Obscura

𝑠𝑥,min [mm] 0.108 ± 0.016 1.657 ± 0.082
𝑠𝑥,max [mm] 0.721 ± 0.016 1.324 ± 0.076
𝑠𝑦,min [mm] 0.212 ± 0.016 1.589 ± 0.082
𝑠𝑦,max [mm] 0.318 ± 0.016 1.524 ± 0.081

calibrated the channels with a linear fit by assuming that the 3H peak
and the 𝛼 peak are situated at 2.727MeV and 2.055MeV, respectively,
and the pedestal (i.e. electronic noise) as the origin. We calculated the
energy of the 3H coming from the other side of the film (in Table 2)
and checked the correct calibration. We observe a broadening of this
3H peak, explained by a larger effective thickness.

We observe a bend for the 𝑝 side on the upper part of the detector.
This effect is due to the tilting of the sample and its height, which
is almost aligned with the detector’s top side. At the very top of the
detector, the smallest value of |𝜃| exceeds 0. Consequently, the peak is
skewed towards lower energies at the top of the detector. We have a
maximum angle of 𝜃 ≈ 48◦, corresponding to an energy loss for the 3H
of about 274 keV.

5.1. Coincidence method

To reconstruct the image, we use the known setup geometry coinci-
dent data of the two detectors. First, we define the coordinate system
in which we calculate the sample plane and trajectories. We define the
origin (0, 0, 0) in the lower right corner of detector B together with
the axes, as shown in Fig. 3. Then, we determine the plane equation
𝐴𝑥+𝐵𝑦+𝐶𝑧+𝐷 = 0 at the sample from the 3D CAD model using three
points. Each coincident event is represented by a trajectory defined by
the centers of the two pixels the ions hit. The intersection point of this
vector with the calculated plane gives the event’s origin. Uncertainties
arise from the pixel size, as shown in Table 3, which also changes over
the trapezoidal detector.

As a result, we could reconstruct both patterns shown in Fig. 6. For
these pictures, we used energy filters for the two detectors and both
particles with 2000 < 𝐸𝛼 < 2100MeV and 2650 < 𝐸t < 2750MeV. Note
hat for the vector reconstruction, we used the angle of 𝜙 = 1.5◦ at
hich the detectors are tilted towards the target as a minor correction.

.2. Camera obscura

To construct a camera obscura-like setup, we used an aperture of
mm between the sample and the detector B at a distance of 𝑧AD =

7.26 mm from the detector. This allows for an inverse projection of
he target onto the detector as explained in Section 2. By correlating
he events obtained from the front and back strips of the DSSSD, we
an reconstruct the pattern, as shown in Figs. 7 and 8. We cut all
he background events for these images with 𝐸 < 2.0 MeV for better
mage clarity. As mentioned above, the TUM logo faced detector B,
hile the TUDelft logo on the other side of the sample faced detector
with no aperture in front of it. Although both sensors ideally detect

articles from both sides, we deliberately set the threshold so that the
background from the aluminum surrounding was minimized and the
particles originating from the other side were not seen. We calculated

he energy loss of each particle through the 5-μm Mylar film, as shown
n Table 2.

The 2D image in Fig. 7 shows all the particles above 2 MeV from
he sample on detector B. By rotating the sample around two different
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Fig. 5. Y position versus the energy distribution for detector E. On this plot, we can identify the reaction particles for the front side of detector E. Triton and 𝛼 particles (T1
and 𝛼1) can be seen at 𝐸T1

≈ 2.727MeV and 𝐸𝛼1 ≈ 2.050MeV, respectively. We also observe the triton peak from the other side (T2). A clear bending and broadening of this signal
is observed at energies ≈ 2500MeV due to the effectively thicker substrate the particles have to penetrate, which scales with 1∕𝜃.
Fig. 6. Reconstructed TUM and TUDelft patterns. Using the coincidence method described in Section 2, both sides of the 5-μm-thick Mylar foil are reconstructed. We applied
energy filters to both particles to obtain clear images and reconstructed the images from the vectors intersecting the sample plane.
axes, the resulting image appears tilted, and the magnification varies
along the logo. In Fig. 8, a 3D plot of the same image is shown, with
different energies for the 𝛼 and triton particles. Furthermore, we see
a ghost image of the 3H particles from the other side of the sample,
which is bent towards lower energies at larger 𝑦 positions, as explained
in Fig. 5. Due to the small aperture, the camera obscura method cannot
resolve the TUDelft pattern.
6

Looking at the coincidence of the events on the two detectors, which
also crossed the pinhole, we observe a ‘‘virtual’’ image on detector E
(Fig. 9). This image has a magnification of 𝑀 ≈ 4, as expected from the
geometry. If we look at the same events on detector B, we still observe a
magnification of 𝑀 ≈ 2 as for the image in Fig. 7. However, only a part
of the image, which fits within the boundaries of detector E, is visible.
Due to the mirrored setup around the center of the target, we observe
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Fig. 7. 2D image using the camera obscura method. Correlated events with energies above 2 MeV detected by the front and back strips of detector B are shown. We used a
pinhole with a diameter of 𝑑 = 2 mm between detector B and the sample. The observed shift of the TUM logo can be attributed to the fact that the sample was off-center in the
experimental setup. Moreover, tilting the image results from tilting the sample in two directions.

Fig. 8. 3D image for detector B. The 𝑥- and 𝑦-axes in the graph represent the strip numbers of the detectors. The vertical axis corresponds to the deposited energy of the
particles. To improve the visibility of the image, we removed events below 2MeV. We observe two patterns for the two particles at 2.7MeV, and 2.0MeV. Additionally, we see a
ghost image at around 2.5MeV from the triton particles originating from the other side of the sample.
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Fig. 9. ‘‘Virtual’’ 2D image of the TUM logo. Only the coincident events are shown. On the left-hand side, the image shows the detector B with a magnification of 2. On the
right-hand side, the ‘‘virtual’’ picture on detector E is magnified by four. Additionally, we see opposite 𝑥 coordinates due to the mirrored setup.
a correlation of the events on the 𝑦-axis between the two detectors but
an anti-correlation on the 𝑥-axis.

5.3. Detector benchmark

To highlight the performance of our system, we have performed a
benchmark analysis of our detector across its position, time, and depth
resolution. This allows us to assess the detector’s performance in a
four-dimensional context.

5.3.1. Position resolution
As explained in Section 2, each sample point appears on the detector

with the magnified size 𝑚 and is uniformly distributed. We define the
resolution as the standard deviation of the convolution of the pinhole
and the pitch size 𝑝. For 𝑚 ≠ 𝑝, the convolution is given by a trapezoidal
distribution. The standard deviation for the trapezoidal distribution is
given in Eq. (1). For the coincidence method, the resolution is also
defined by the convolution of two pitches from both detectors. Since
the pitches now have the same size 𝑝, the convolution is described by
a triangular distribution with the standard deviation of:

𝑠x,y =
𝑝x,y
√

6
. (4)

Applying Eq. (1) for 𝑝 with varying sizes of 𝑥 and 𝑦, we obtain the
standard deviations for both methods, as listed in Table 3. The mini-
mum and maximum values for 𝑦 are given by the different groupings
of 𝑝 strips (2 or 3). For the 𝑥 values, we used the pitch widths at the
bottom and top of the detector.

5.3.2. Depth resolution
For the energy resolution affecting the depth resolution, we use a

single channel projection (shown in Fig. 10) of one SCA of detector E
without an aperture to avoid any calibration issues. The best possible
energy resolution is thus obtained from the 3H peak of the thinner
TUDelft logo. We get the full width half maximum (𝐹𝑊𝐻𝑀) from a
Gaussian fit 𝐹𝑊𝐻𝑀 = 2

√

2 ln 2 ⋅ 𝑠E ≈ 2.3548 ⋅ 𝑠E ≈ 10 keV.

5.3.3. Temporal resolution
For temporal resolution, we define different time regimes for which

we determine their uncertainties: intrinsic, integral, and statistical lim-
its for a 2D image, as discussed below. For a rapidly evolving system,
it is essential to measure it at least once in the time interval without
8

any significant change to avoid the aliasing effect (described by the
Nyquist–Shannon sampling theorem [29,30]).

Intrinsic and Integral Limits
In single-event cases, where only the energy and timings of single

events are essential, we define a temporal resolution constrained by
the 200-MHz trigger clock and the switching time between the SCAs.
Therefore, the time resolution for single events is roughly 70 ns.

Since we estimated the dead time of our system to be 𝑡𝑑 ≈ 7 ms due
to its bunched data stream, this limits the maximum time resolution of
any periodic signal. If an infinitesimally small change occurs faster than
twice the dead time of our system (aliasing), we cannot tell anything
about the evolution. The maximum detection rate that we can achieve
is then given by the number of SCAs (13 for the CMS, after which we
have a readout) divided by the dead time 𝑡𝑑 . Thus, 𝑅max ≈ 2000 s−1.

Statistical Lower Limit
To obtain significant statistics for depth profile histograms (1D),

we calculate a minimum time 𝛥𝑇min,1D that we must measure at the
maximum rate 𝑅max. Here, we define good statistics as the uncertainty
of the channels, being 1∕

√

𝑁 for the number of events 𝑁 , as 10%. So
we need about 𝑁 ≈ 100 counts, so that 𝛥𝑁∕𝑁 ≈

√

𝑁∕𝑁 ≈ 10%. We
must also consider the dead time that occurs every 13 events per pixel,
so the total dead time 𝛥𝑇𝑑 = 𝑡𝑑 ⋅ 𝑛pixel ⋅𝑁∕13, with 𝑛pixel being the total
number of pixels. Since for 1D depth profiling, we assume the whole
detector as one pixel, we estimate a 𝛥𝑇min,1D = 𝑁∕𝑅max ⋅ 𝑛pixel + 𝛥𝑇𝑑 ≈
100ms.

Now, to obtain a meaningful 3D image on the detector, we also need
to consider the area or the number of pixels of the detector hit, which
is 4096 pixels for the entire detector. Dividing this by the effective area
of the detector gives us 4096∕𝐴eff ≈ 1.82 pixel

mm2 . Assuming a typical NDP
sample with a size ≈ 10 × 10mm2 and a magnification of 2, the image
is displayed on the detector over ∼ 364pixels. Now, assuming the same
maximum rate 𝑅max for all pixels, to get the same uncertainty for a
3D histogram, we need 𝛥𝑇min,3D ≈ 37 s, which gives us a lower time
limit for an operando type of measurement at the achievable positional
resolution.

6. Summary and outlook

In summary, we present a DSSSD with a custom-made,
self-triggering, time-stamping readout system that can be used for NDP
experiments, such as operando measurements in 3 + 1D to explore
batteries. The resolution of the 2D detector system was determined.
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Fig. 10. 3H-peak from the TUDelft logo on detector E. We fit the 3H peak with a Gaussian distribution and obtain the standard deviation of the energy 𝑠E ≈ 4 keV corresponding
to the depth of 𝛥𝑥 ≈ 70 nm for 6LiF. The standard deviation of the energy loss in a 10.3 μg/cm2 6LiF layer is of the order of 𝑠E ≈ 1 keV and has been neglected for this calculation.
Only the response at channel #47, SCA #0, was used for this figure.
This versatile setup can be used in different geometries to accom-
modate different samples. Depending on the application, the position
resolution, count rate, and evolution monitoring could be individually
optimized.

Assuming a cold neutron beam with the temperature of 𝑇cold ≈
𝑇th∕10 and flux of 𝛷 = 5×1010 cm−2 s−1, which is expected at the N4DP
instrument at the FRM II, and a cross-section of 𝜎cold ≈ 𝜎th ⋅

√

10, we can
roughly estimate the measurement time for the same 3D depth profiles
we presented in this paper. The geometric efficiency of the N4DP
instrument is estimated to be two times lower than that of the Delft
setup, i.e. 𝜖N4DP ≈ 4.9%. The reconstructed 3D images were obtained in
∼2.5 h. With the neutron beam at the FRM II, we reach the readout rate
limit of the system, and the same images can be obtained in ∼40 min.

To improve the rate for the camera obscura method, one can use a
so-called coded mask with a pattern 𝐴 (which can also be random [31])
instead of a pinhole [32]. This creates a convoluted picture (𝑆 ⊛
𝐴) of multiple pinholes of the mask on the detector. To obtain the
original image 𝑆, a de-convolution algorithm 𝐺, with 𝐴 ⊛ 𝐺 = 𝛿, is
required [33]. A major advantage of this method is the increased size
of the pinholes, resulting in higher rates on the detector. Since the
number of pinholes on the coded mask is optimal for signal-to-noise
ratio (SNR) of about 1∕7 of its area [34] (for 64 pixels with hole sizes
of 2 × 2mm2), we expect an increase of 30 in the count rate compared
to a 2-mm pinhole. We are currently investigating the applicability of
the coded mask technique to a typical NDP geometry.
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