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Preface

As renewable energy technologies become more popular, there is a noticeable shift toward distributed
and environmentally-friendly power systems. One of the main challenges of this change is controlling
the voltage distribution networks. This master thesis explores voltage control in low-voltage distribution
networks using battery energy storage systems. It was written as part of the graduation requirement
at TU Delft and is aimed towards academics as well as practitioners in the domain of power systems,
renewable energy integration, and controls alike.

The chapters in this report can be read in full or as stand-alone, should the reader have prior knowledge
of voltage regulation techniques, especially in low voltage distribution networks. Readers interested
in the current state of voltage control technology can refer to Chapter 2. To understand the method
and model used in this work, readers can consult Chapter 4. The important findings of this work can
be found in Chapter 5. Finally, the conclusion and recommendations for future works can be found in
Chapter 6.

I would like to thank my main thesis supervisor, Dr. ir. Laura Ramirez Elizondo for the opportunity
to work under her guidance. Her feedback is valuable in shaping me as a better researcher. I would
also like to thank Joel Alpizar Castillo for the extraordinary day-to-day advice throughout this whole
master thesis creation. I am really thankful for the kind and timely responses he gave me despite his
busy schedule working towards his PhD. I would also like to thank the committee members, Prof. Dr.
ir. Pavol Bauer and Dr. Mohamad Ghaffarian Niasar, for agreeing to participate, as well as provide
critical feedback to this work. To my family and friends, thank you for standing by my side throughout
this academic journey. Your unwavering belief in me has been a source of motivation and strength.

I hope this thesis inspires further research in voltage control and battery energy storage systems inte-
gration. May its findings contribute to the collective pursuit of a sustainable energy future.

Bagas Ihsan Priambodo
Delft, August 2023
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Abstract

As demand for clean and renewable energy around the world increases, solar photovoltaic (PV) technol-
ogy becomes substantially popular, especially in low-voltage (LV) distribution networks. The integration
of PV in LV distribution networks, however, requires careful planning as it introduces voltage violations.
To maintain network voltage, distributed control of residential-scale battery energy storage systems
(BESS) is a possible option. Previous studies considered only one-day simulations with limited testing
conditions. However, it is important to evaluate voltage control capability over an extended period of
time. Moreover, it is important to estimate battery lifetime for the economic feasibility evaluation of
distributed control.

This work aims to present a distributed control method for BESSs at a residential scale to provide volt-
age support in a highly PV-penetrated LV network while providing insights into their lifetime estimation.
A control method based on a consensus algorithm with the addition of SOC balancing control is pro-
posed and tested on a modified CIGRE LV distribution network using MATLAB/Simulink. Evaluations
on the voltage support capability and control behavior are performed in various testing conditions and
are extended beyond one day of simulation. Moreover, a battery lifetime estimation is performed using
the resulting cycling profile from the proposed control.

The proposed control strategy can provide voltage support in most case variations with the exception
of cold seasons and extreme addition of PV power generation. Concerning battery lifetime, there is
only a small observable capacity fade from the proposed strategy’s cycling profile. It is important to
investigate calendar aging as well because of the small cycling current from the operating conditions
presented in this work.
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1
Introduction

As the demand for clean and renewable energy around the world increases, the use of solar photo-
voltaic (PV) technology becomes substantially popular. In 2022, the global added capacity of PV was
nearly 220 GW; a record-breaking increase of 35% with respect to its previous year [1]. Moreover,
PV dominates the global addition of renewable energy as shown in Figure 1.1, where the combination
of distributed and utility PV takes up the largest portion of the bar graph compared to other technologies.

Global annual growth of the PV market is expected to continue in 2023 and into 2024 [1]. This growth
will be driven by lower module prices, greater distributed PV system uptake (i.e., residential and com-
mercial installations in low-voltage (LV) distribution networks) and a policy push for large-scale deploy-
ment in all major markets including China, the European Union, the United States and India [1]. In
Europe, the policy push was driven by the immediate need for diversification from imported fossil fuel
after Russia’s recent invasion of Ukraine [1]. Following this event, Governments of European countries
sought options to rapidly increase renewables in their energy mix, which can be offered by distributed
PV systems. Additionally, the global increase in wholesale and retail energy prices since the invasion
(Figure 1.2) has made distributed PV systems become economically attractive for customers [1].

The integration of PV in LV distribution networks, however, requires careful planning as their non-
dispatchable nature creates uncertainty [2]. When only one user generates electrical energy from this
source, this uncertainty would be insignificant. But, when the number of users multiplies, the associated
uncertainty is going to add up and impact the grid. Some notable impacts include power fluctuation,
voltage instability, and frequency deviation [3], [4], [5]. Failure to mitigate these impacts may congest

Figure 1.1: Net renewable electricity capacity additions by technology, historical, main and accelerated cases. Source: [1].

1
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Figure 1.2: EU capacity additions in 2023-2024 (left) and average household electricity prices for selected capital cities (right).
Source: [1].

distribution lines and is detrimental to grid users as their grid-connected appliances are operated out-
side of their specifications.

Among various impacts introduced by the integration of PV in LV distribution networks, voltage fluctu-
ation is one of the most common, and therefore many solutions have been sought to mitigate it. The
on-load tap changing (OLTC) transformer, for example, allows a low-voltage distribution network to
regulate its voltage by changing the turn ratio at the transformer. This approach, however, is slow
as changing the turns ratio is done mechanically and ineffective for solving voltage problems at end
nodes due to its limited tap positions [6], [7], [8]. Another alternative is by injecting reactive power
through the PV’s inverter. This solution has a high response characteristic but is not efficient on low
voltage distribution networks as voltage in these networks is less sensitive to reactive power compared
to active power [9]. An option to regulate voltage using active power compensation can be done using
residential-scale battery energy storage systems (BESS), which are typically installed with solar PVs.
This type of solution is characterized by its fast response and high-power operation capability. Further-
more, the use of residential-scale BESSs opens the possibility for customers to participate in services
aside from voltage support such as frequency regulation, peak shaving, and energy arbitrage, to name
a few [10].

One challenge in utilizing residential scale BESSs to achieve network-wide voltage objectives is find-
ing the optimal mechanism to control them. The literature generally mentions three types of control,
namely decentralized, centralized, and distributed control, each with its advantages and drawbacks. In
decentralized control, the monitoring and control of each BESS’ charging and discharging actions are
performed locally [11]. This type of control is simple but may not provide an optimal solution because
batteries spread across the network work independently. In centralized control, BESSs at different
locations of a network cooperate to solve voltage fluctuation under a central management system. It
is generally superior to the decentralized method as the central controller can search for an alternative
unit in case of a BESS being unavailable [11]. However, they require fast and uninterruptible commu-
nication [10], [12]. In distributed control, intelligent electronic devices cooperate to reach a collective
decision according to the goals that have been set (e.g., voltage limits) [13]. This principle is similar to
centralized control where BESSs work together, but they only have to communicate with their nearest
neighbors. This allows the need for fast communication between the central management system and
the BESSs to be eliminated.

Works regarding the formulation of a distributed control for voltage support have been presented in
[12], [14], [15], and [16]. In addition to formulating distributed control strategies, these works evaluated
the capability of the strategies in supporting network voltage by testing them under varying conditions.
However, they do not provide information on the BESS and controller’s performance beyond one day
of simulation. Moreover, battery lifetime from the resulting cycling profile has not been investigated.
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Understanding the lifetime characteristic is important to evaluate the economic feasibility of using dis-
tributed control principle.

This work aims to present a distributed control method for BESSs at a residential scale in a highly PV-
penetrated LV network while providing insights into the lifetime of the batteries when using this type of
control. Based on this objective, a main research question is then formulated as follows:

How can residential-scale BESSs be controlled in a distributed manner to regulate voltage in a
low-voltage distribution network under high PV penetration while evaluating their battery life-
time profile?

The main research questions can be broken down into the following sub-questions:

1. How is the voltage behavior of an LV network under high PV penetration?
2. How does the proposed distributed BESS control strategy affect the voltage performance

of an LV network?
3. How is the control behavior of the proposed strategy when performing voltage support?
4. How does the proposed control strategy affect battery lifetime?

To answer the research questions, a literature review is first performed to understand the voltage be-
havior of LV distribution networks as well as state-of-the-art voltage support techniques. Afterward, an
LV distribution network under high PV penetration is modeled and simulated in MATLAB/Simulink. A
proposed BESS control method is then added to the model to see how it can mitigate voltage violation.
Using the battery SOC profile obtained from the control simulation, a battery lifetime estimation is then
performed.

The distributed control of BESSs for voltage control is not an entirely novel discussion. However, this
work differs from other work through the following contributions:

1. A distributed control strategy aimed at voltage support for an extended period.
2. An insight into the network voltage behavior when using the proposed strategy.
3. An insight into the BESSs’ voltage support capability under variations of PV generation,

initial BESS SOC, and seasons when using the proposed strategy.
4. BESS cycling profile at an extended period and lifetime estimation when using distributed

control strategy.

Following this introduction, this work presents 5 chapters and is structured as follows: Firstly, some
theoretical background on voltage mitigation in low voltage networks and state-of-the-art technologies
are reviewed in Chapter 2. Afterward, Chapter 3 discusses the control strategy proposed along with
detailed formulas used in achieving voltage support. In Chapter 4, the models and simulation method
used to evaluate the proposed strategy in terms of voltage performance and implication on battery
lifetime are discussed. Chapter 4 presents the results and discussions of the simulations described in
the preceding chapter. Finally, Chapter 6 concludes this work by revisiting the research questions and
providing the answers to corresponding questions.



2
Literature Study

This chapter aims to review the current state of technology used in voltage support as well as provide an
introduction to battery degradation. To fully understand how voltage support is performed, a theoretical
background on how the voltage drop and rise in a distribution network is first presented in Section 2.1.
Afterward, the different available techniques for voltage control are explored in Section 2.2 with more
focus on battery energy storage. Lastly, since this work also aims to evaluate battery degradation, the
Chapter closes out with a description of Lithium-Ion degradation mechanisms and modeling techniques.

2.1. Undervoltage and Overvoltage In Distribution Networks
Voltage fluctuation is a common occurrence in distribution networks. This section describes the mech-
anism, governing standards and impacts related to voltage fluctuations in this type of network.

2.1.1. Mechanism
A circuit analysis of a simple distribution feeder can be performed to understand the voltage drop and
rise concept in a radial LV network. Figure 2.1a. shows the single line diagram of a simple distribution
feeder, while the equivalent circuit of the feeder is shown in Figure 2.1b.

The simple distribution feeder comprises a grid and a transformer, a feeder bus, and a line in which
power flows. In the circuit, the grid is represented as a constant voltage source V G, the power line
is represented by impedance Z and the net injected power by the PV and load pair connected to the
Point of Common Coupling (PCC) is considered as a current source In. Lastly, the voltage measured
at the PCC is V n = |Vn|0◦, while the voltage deviation along the feeder is denoted in ∆V .

According to [14] the voltage deviation (∆V ) between the grid and feeder bus due to the current injection
In at bus n can be derived by Equations (2.1) through (2.9).

Figure 2.1: Line diagram and circuit representation of a radial feeder bus. Source: [14].

4
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∆V = Z.In (2.1)

In =

(
Sn

V n

)∗

=

(
Pnet

V n

− j
Qn

V n

)
. (2.2)

Z in (2.1) can be broken down in terms of resistance and reactance. Therefore, by substituting (2.2)
into (2.1), ∆V can be expressed as

∆V =
R.Pnet +X.Qn

|V n|
+ j

X.Pnet −R.Qn

|V n|
, (2.3)

where, ∆V in can be split into Vd and Vq components as

∆Vd ≜ R.Pnet +X.Qn

|V n|
(2.4)

and
∆Vq ≜ X.Pnet −R.Qn

|V n|
. (2.5)

Going back to the circuit shown in Figure 2.1b, the voltage from the source can be formulated as

|V G| =
[(
|V n| −∆Vd

)2
+ (∆Vq)

2
] 1

2 , (2.6)

where, ∆Vq is usually very small compared to V n −∆Vd. As a result, this term is neglected. By using
that assumption V n can then be approximated as

|V n| = |V G|+∆Vd. (2.7)

When a small difference between V n and V G is assumed, they can be taken as similar. Therefore,
Equation (2.4) can also be expressed as

∆Vd ≈ R.Pnet +X.Qn

|V G|
. (2.8)

Finally, (2.8) can be substituted into (2.7) to obtain

|V n| ≃ |V G|+
R.Pnet +X.Qn

|V G|
, (2.9)

where, Pnet is

Pnet = PPV − PLoad. (2.10)

In Equation (2.10), Pnet represents net power, meaning the difference between power injected from PV,
PPV, and the power drawn by the load, PLoad.

Based on Equation (2.9) the voltage behavior in a low-voltage (LV) distribution network due to active
power can be predicted. Clearly, the voltage at PCC is proportional to the net power; hence, when the
net power becomes too high, voltage violation may occur. Moreover, In an LV distribution network, the
short circuit ratio (i.e. X/R) is generally small. Consequently, the term R.Pn in Equation (2.9) becomes
more dominant than X.Qn; thus, the net real power affects the voltage magnitude at PCC more than
reactive power.

Besides the relation between active power and voltage, Equation (2.9) also describes the voltage char-
acteristic along a line in an LV distributed network. If there is no reactive power control by the PV
inverter, and the Qn value related to load is constant, a positive Pnet implies that the voltage increases
along the feeder line due to increasing resistance magnitude. Meanwhile, if Pnet is negative, the voltage
decreases along the feeder.
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2.1.2. Voltage Limitation Standard
To prevent impacts of over/undervoltage, different countries use different standards for steady-state
voltage magnitude variations and unbalanced conditions. In Europe, the EN50160 standard [17] limits
the voltage deviation in LV distribution networks at ±0.1 p.u. (230V ± 10%). Moreover, the standard
also limits voltage unbalance between 2 to 3% for 95% of the week. In the US, the ANSI C84.1 [18]
standard sets a tighter voltage deviation limit at ±0.05 p.u. Meanwhile, according to IEEE 1547, the
maximum and minimum critical voltage are 1.1 and 0.88 p.u., respectively. Although the networks
are allowed to be operated up to the critical voltages, corrective actions need to be taken to improve
the network voltage profile if many points of the system violate the maximum or minimum threshold.
According to [14] starting corrective actions should have limits that are lower than the critical voltage.

2.1.3. Impact of Over/Undervoltage
The voltage limitation standard applied to the distribution network described in the previous subsec-
tion serves to protect the distribution system operators and end customers from unwanted operating
conditions. The impacts of violating those standards are given for each perspective as follows:

Distribution System Operators
1. Equipment damage and maintenance cost: Operating outside of an electrical equipment’s

specified range presents higher stress to the internal components. This repeated stress leads to
shorter age of the equipment, thus requiring the distributed system operators (DSO) to repair or
replace them sooner compared to normal condition

2. System instability and reliability: Severe overvoltage leads to overloading of infrastructures
and consequently, network failures. Meanwhile, undervoltage poses a risk of the system collaps-
ing. These associated risks decrease the overall reliability of the distribution system.

End Customers
1. Shorter life of electrical appliance: Similar to what the DSO experience, end customers may

suffer from equipment damages due to over or undervoltage.
2. Service disruption: As the risk of instability increase, the availability of the distribution system

decrease. This leads to increased downtime and productivity loss, particularly for businesses.
3. Safety risks: Since overvoltage or undervoltage causes damage to equipment, the risk of fire or

electrical hazard may appear.
4. Energy efficiency: Aside from possible damages, operating equipment outside of specified win-

dow presents more losses, leading to increased energy bills

2.2. Techniques for Voltage Support
Voltage violation is undesirable for network users as previously indicated in Section 2.1.3. Thus, this
section presents five commonly known voltage control techniques tomitigate violations in LV distribution
networks.

2.2.1. On-Load Tap-Changing Transformers
On-load tap-changing transformers (OLTC) are transformers that can alter their secondary winding to
increase or decrease output voltage by switching into different tap positions [19]. The tap-changing
mechanism can be both mechanical and electronic [19]. However, their aim is the same, which is to
adjust its tap according to reference voltage [20].

Figure 2.2 illustrates the working principle of OLTCs. Changing the tap position from A8 to B1 increases
the number of turns on the output side of the OLTC; hence, increasing voltage on the secondary wind-
ing side. This mechanism is robust and reliable for most cases. However, it has an inherent delay to
prevent arcing and minimize mechanical stress from the switching. In a network with high PV penetra-
tion, fast voltage fluctuation can happen and OLTCs may not effectively mitigate this [20]. Furthermore,
they are not effective in handling voltage issues in far-end nodes because regulation only happens on
the primary side of the transformer. As the nodes get further away from the transformer, the voltage
difference will become too large while the number of taps in an OLTC is limited [6].
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Figure 2.2: Schematic of an on-load tap-changing transformer. By switching its tap position from A8 to B1, the turn ratio of the
transformer will change. Source: [21].

2.2.2. Smart Transformers
A similar alternative to OLTC is Smart Transformers (ST). ST refers to solid-state transformers (SST);
a type of transformer that uses power electronics to elevate or step down voltage, that can provide
ancillary services to the distribution and transmission grids to optimize their performance [22]. The ad-
vantages of SST alone include its wide range of operating voltage and enhanced efficiency, and they
also allow for better integration of renewable energy as it can facilitate both AC and DC [23]. Moreover,
they offer the same feature as core-type transformers (e.g., galvanic isolation and voltage matching)
but with less weight and volume [24].

When SSTs are combined with information and combination technology, they become smart trans-
formers and offer additional features. In combination with distributed generation, STs can control the
downstream-connected LV grid in islanded mode because it can connect and disconnect from the main
grid [24]. Furthermore, by providing a robust DC bus, any disturbance in the LV network can also be
isolated from the healthy medium voltage (MV) side [25]. Another essential feature of ST is to filter out
harmonics from non-linear loads; thus, relieving some stress from the high voltage to medium voltage
transformer [24].

Despite the advantages, the use of SSTs and ultimately STs have yet to gain general acceptance owing
to several barriers. One barrier is the cost of SSTs, which are much higher than conventional trans-
formers [25]. Another barrier that makes them less appealing compared to conventional transformers
is their robustness [25]. However, with advances in power electronics, the cost SSTs are expected to
decrease while their reliability keeps improving [25].

2.2.3. Reactive Power Control
Adjusting reactive power can be done to control voltage in a network. This method is also known as
volt-var control. To understand this mechanism, we refer to Equation (2.8). This equation implies that
a certain amount of reactive power needs to be present to increase active power flow in a bus while
keeping its voltage at the same level [7].
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Figure 2.3: Effect of PV with curtailment and without curtailment on (a) Feed-in power (b) Voltage. Source: Adapted from [28].

According to [26], several volt-var control methods can be grouped into two categories: network side
management and demand side management. The methods that fall within the former include adding
fixed or switched capacitor banks and flexible AC transmission devices [19], [26]. Meanwhile, reactive
power control using smart PV inverters falls within demand-side management.

In the context of LV networks with high PV penetration, volt-var control using PV inverters proved
advantageous especially compared to capacitor banks. This advantage is mainly due to their flexibility
and adaptability as smart inverters can absorb and inject reactive power while capacitor banks only
absorb the reactive power [26], [27]. Despite this, volt-var control pales compared to active power
control as the R/X ratio in distribution networks is far larger than transmission networks, leading to
voltage amplitudes being more sensitive to active power than reactive power [9].

2.2.4. Distributed Generation Curtailment
One method to control voltage in a distribution network by way of active power is through the output
curtailment of distributed renewable energy systems installed in it. For a solar PV-based generator,
curtailment is achieved by stopping the maximum power point tracking algorithm and then limiting the
active power at the PV inverter to avoid reverse power flow [19]. By injecting less active power into
the grid, any predicted mismatch between generated power and load demand can be reduced or even
eliminated. Consequently, the voltage peak can be reduced as depicted in Figure 2.3.

The main advantage of distributed generation curtailment is similar to reactive power control, in the
sense that it can react fast to voltage changes compared to load tap changers and does not require
any system upgrade [8]. In [8], a method of overvoltage regulation through PV power capping and
curtailment sharing was presented with an aim for equal customer participation. [29] presented a study
case of voltage regulation through solar PV active power curtailment. This study merges a droop-based
inverter reactive power compensation algorithm and active power curtailment method using very short-
term PV power forecasts.

Despite the possibilities presented by active power curtailment, it also presents disadvantages, primarily
to owners of these generators. By curtailing the output of these generators, the revenue that owners
receive is also reduced [7]; hence compromising their investment. Besides that, this method is only
suitable for overvoltage issues and cannot tackle undervoltage problems [19].

2.2.5. Active Power Control: Battery Energy Storage Systems
Active power injection/absorption using battery energy storage systems (BESS) is another attractive
solution for voltage control. By taking in energy when solar power production is at its highest and feed-
ing it into the grid during peak demand, voltage fluctuations can be kept to a desired level. Similar to
volt-var and curtailment-based control, BESSs have a fast response. However, it can keep losses at a
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Figure 2.4: Lithium-ion battery price outlook from 2010 to 2018 with prediction until 2030 in terms of real price with respect to
the year 2018 $/kWh. Battery price is expected to reach $62/kWh in 20230. Source: [31].

minimal [7]. Moreover, voltage control using BESSs is also effective owing to the resistive impedance
(high R/X ratio) of LV feeders. A network with this characteristic has a voltage profile that is highly
affected by real power flow [30]. Besides, the price of batteries is declining as depicted in Figure 2.4.
According to the figure, the price for batteries can reach $62/kWh in 2030 in terms of real price from
2018 (i.e., value adjusted for inflation relative to 2018) [31].

As the price for batteries continues to decline, BESSs become more accessible to customers, and thus
the possibility of utilizing multiple BESSs in a network increase. The use of multiple BESSs in a network
presents several advantages compared to a central BESS.

1. Increased grid reliability: Adding more BESS into a network increases its redundancy. conse-
quently the energy not supplied due to network interruptions can be decreased [32]

2. Grid congestion mitigation and transmission losses reduction: By shaving generation and
load peaks, the overloading of network conductors can be mitigated because less amount of
power flows from or into the larger grid during peak times [33]. Besides freeing up line capacity,
installation of BESS, together with distributed generation in the distribution network, can reduce
line losses through optimal placement [32], [34].

3. Customer participation in energy trade: Customers can participate in energy trade and ancil-
lary service provision by providing power from their battery should the DSO call for them. spread-
ing out the cost for storage with customers.

4. Enhanced performance compared to centralized BESS: Distributed BESS within the power
system can provide an effective solution for restoring out-of-range nodes to compliance. However,
battery technology has technical and financial constraints; hence, the feasibility of this integration
strategy using BESS is currently limited [35].

There are different ways to control multiple BESSs for voltage support. The following subsections
describe three commonly known strategies presented in the literature: decentralized, centralized, and
distributed control.

Decentralized Control
In decentralized control, the monitoring and control of each BESS’ charging and discharging actions
are performed locally [11]. BESSs with local control work independently of other BESSs; hence, elimi-
nating any need for broadband and a complex communication network [14], [10], [36]. A schematic of
decentralized control can be seen in Figure 2.5.
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Figure 2.5: Schematic of decentralized control. The local controller in each BESS works independently from other BESS.

Several decentralized control has been proposed in the literature. [37] presented a simple decentral-
ized control in residential BESS where excess PV power is used to charge the BESS and then utilized
when PV generation is low or zero. An overvoltage mitigation technique based on voltage sensitivity
analysis was proposed by [38]. In that study, the charging of BESS is triggered by a predefined PV
power threshold. A strategy to adapt BESS charging power proportionally to PV generation to directly
tackle PV export was proposed by [39]. Through these studies, the viability of decentralized control is
proven.

While decentralized control is simple and robust, it cannot provide optimal solutions, especially for larger
networks. For example, if a BESS unit is fully charged or can only provide limited power, it cannot com-
municate with other BESS to share its burden [11]. Besides that, it pales in comparison to centralized
control when considering its effectiveness and ability to solve voltage problems comprehensively due to
the lack of broader network information [36]. Moreover, with the emergence of smart grid components,
controlling BESSs in a decentralized manner presents wasted potential and thus leads to a sub-optimal
solution [13].

Centralized Control
The centralized control strategy utilizes a central management system that is in charge of making deci-
sions regarding the contribution of each BESS. In the context of voltage support, decisions are based
on the voltage magnitude fluctuation. Figure 2.5 illustrates the general schematic of a centralized con-
trol strategy.

In principle, a centralized controller works in the following order. First, each storage system sends
local measurements to the central controller and the central controller. Afterward, the central controller

Figure 2.6: Schematic of centralized control. A central management system coordinates BESSs to perform cooperation and
provide network support.
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aggregates measurements from the entire network and calculates the solution to the control problem.
The solution is communicated to the local controller and serves as a set point.

Several works have investigated centralized control for voltage support. A strategy to centrally control
multiple BESSs by determining their dynamic operation points through linear optimization is proposed
in [36]. In that work, the reactive power absorbed by the inverter is considered when determining the
set points. [40] proposed a centralized control strategy that determines BESS participation based on
the voltage sensitivity factor and aging characteristic of the BESSs. Another example is a coordinated
control between BESS and OLTC for voltage regulation [41].

The centralized control strategy is generally superior compared to decentralized control. In the event of
the unavailability of a particular BESS unit, the central controller can search for an alternative unit and
resolve the problem [11]. Besides that, centralized control is more efficient than decentralized control,
as it is based on the current information about the entire network [11]. Aside from controlling BESSs,
the centralized controller can also send commands to PVs, smart loads, and other controllable units
and perform coordination.

One major drawback of centralized controllers, however, is their need for fast and uninterruptible com-
munication between central and BESS controller [10], [12]. Consequently, this will lead to high invest-
ment costs. Aside from that, an error in the central controller may compromise the network. In such a
case, the system may become unstable [11].

Distributed Control
From the previous subsections, it is known that centralized control requires expensive computation and
network infrastructure, while decentralized control cannot provide a globally optimal solution for the net-
work. Distributed control strategy serves as a middle ground between them because BESSs can still
coordinate with each other and share their burdens without the need for a high-speed central controller.

In distributed control, intelligent electronic devices cooperate to reach a collective decision according
to the goals set (e.g., voltage limits) [13]. Each device only has to communicate with nearby devices,
as illustrated in Figure 2.7. In more detail, the communication works by the principle of consensus algo-
rithm where variables of interest are shared among the agents and synchronized to achieve a common
state. In the context of this work, the variable of interest is the ratio between the BESSs’ required power
and their rated power.

By taking a coordinated approach while keeping information sharing only between neighbors BESS,
distributed control avoids the drawbacks of centralized and decentralized control. According to [13],
distributed control can deal with limited communication and low bandwidth, is less affected by faults in
the communication lines, and have plug and play capability.
There are some variations to the distributed control strategy for voltage support in the literature. A
leader-follower consensus algorithm to coordinate distributed BESS for voltage regulation is presented

Figure 2.7: Schematic of distributed control. The BESSs cooperate with each other in the absence of a central management
system. Information is only shared among neighboring BESS.
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Table 2.1: Summary of distributed control for voltage support

No. Ref. Contribution Limitation
1 [12] Distributed control strategy based on

leader-follower consensus combined
with local SOC controller based on a
predefined SOC reference.

Requires determining edge nodes as
virtual leaders. Meanwhile, the exten-
sion of nodes can happen at any mo-
ment; therefore, the need to evaluate
the network from time to time. Addition-
ally, there is no evaluation of the battery
degradation.

2 [14] Distributed control strategy based on
the installed capacity of BESSs and
SOC balancing strategy to equalize
SOC values.

The simulation was limited to 24 hours
and cannot demonstrate voltage sup-
port readiness over an extended period
of time. Moreover, battery degradation
is not investigated.

3 [15], [42] Distributed control strategy consider-
ing time-varying communication net-
work and communication link failures.

Limited simulation time demonstration
and does not include battery degrada-
tion analysis.

4 [43] Distributed control strategy considering
communication delays.

Does not present battery SOC and its
degradation analysis.

in [12]. A combination of two weighted consensus algorithms is presented in [14] with aims to distribute
power burden equalizing SOC of heterogeneous BESS capacity. In [15] and [42], event-triggered dis-
tributed control to further minimize communication burden is proposed. Additionally, distributed control
under communication delay is demonstrated in [43]. Nonetheless, all of the above results do not con-
sider the cycling effects of distributed control on battery degradation. To summarize the recent research
direction in the domain of distributed control, Table 5.2 is presented.

2.3. Lithium-Ion Battery Degradation
Batteries with lithium-ion chemistry are popular for grid applications due to their high power density,
high energy density, and long lifetime [33]. This section presents a short description of the components
in a lithium-ion battery, several degradation mechanisms, as well as degradation modeling techniques.

2.3.1. Components of Lithium-Ion Battery
There are three main components in a Li-ion battery: electrodes (anode and cathode), electrolyte, and
separator (Figure 2.8). The cell performance, power and energy capacity, cycle life, safety behavior,
and operating temperatures are influenced by the interaction of these components. The following text
describes the components according to the definition in [44].

Electrodes
The electrodes are composite structures made of active materials, additives, and binders. The positive
electrodes (cathode) generally havemetal oxides as their activematerials, whereas negative electrodes
(anode) are usually made of carbon. The primary function of the active components is to securely store
Lithium over extended periods of time. Li-ions undergo intercalation and de-intercalation as they move
back and forth between the cathode and anode during battery operation. To improve the electronic
conductivity within the composite electrode, carbon-based additives are usually included. Finally, the
binders act as a ”glue” to keep the current collector and the active ingredients together [44].

Electrolyte
Electrolyte is a medium that facilitates the Li-ion diffusion between the electrodes during charging and
discharging cycles. In Lithium-Ion batteries, the electrolyte is constituted of one or more liquid solvents
along with lithium salts, for example, Lithium- Hexafluoro-phosphate (LiPF6). A good electrolyte should
have the following characteristics [44],[46]:
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Figure 2.8: Schematic of a lithium-ion battery. Source: Adapted from [45].

1. Has a good ionic conductivity.
2. Electrochemically inert with the electrodes’ surfaces in the cell’s operating voltage range.
3. Chemically stable.
4. Does not react with the other components of the battery, for example, the current collector and

separator.
5. Does not harm the environment.

Separator
The separator is a porous membrane placed between the anode and cathode to physically separate
them both. Although a separator prevents the anode and cathode from coming into contact, it should
be porous to allow the diffusion of lithium. According to [47], the ideal characteristic of separators are
as follows:

1. A good electric insulation.
2. Minimal resistance in ion transport.
3. Appropriate dimensional and mechanical stability with adequate physical strength.
4. Uniform thickness.
5. Good chemical and thermal stability.
6. Easily wettable by typical electrolytes.

2.3.2. Battery Degradation Mechanism and Influencing Factors
There are three common degradation mechanisms often mentioned in the literature. Most of which are
influenced by operating temperature, charging/discharging rate, and battery SOC. The following text
discusses these mechanisms and their influencing factors in more detail.

Solid Electrolyte Interphase (SEI) Growth
A solid electrolyte interphase (SEI) is a semi-permeable layer formed at the interphase between the
anode and electrolyte due to their different electrochemical stability window [48]. The process is driven
by operating temperature and also by the battery’s state of charge (SOC) at idle condition [48]. Fur-
thermore, high current also leads to accelerated SEI growth through an electrode particle cracking
mechanism [49]. SEI growth decreases the battery’s state of health by preventing lithium from partici-
pating in charge storage and by increasing internal impedance [50].

Lithium Plating
Besides SEI growth, lithium plating on the graphite surface of the electrode can also occur [50]. Instead
of intercalating into the graphite bulk, Li+ ions from the electrolyte form lithium metal [50]. [51] mentions
three conditions that promote lithium plating, high charging C-rate, high SOC, and low temperature.
Lithium plating leads to capacity loss as it consumes cyclable lithium [52], [53], [54].
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Particle Fracture
Particle fracture refers to the cracking of an electrode due to the volume changes of the electrode during
cycling, (i.e., expansion on lithiation and contraction on delithiation) [50]. It affects degradation in three
ways: revealing additional surface area for SEI growth, detachment of conductive additives from the
electrode particles during delithiation, and complete detachment of particles from the binder, making
them electrically isolated [55], [56], [57], [58]. In terms of influencing factors, cracking becomes more
severe at higher currents and for larger particle sizes of the electrode material [59].

Other Degradation Mechanism
There are several other mechanisms less known than the three common ones described in the previous
subsections. However, this work will not describe these other mechanisms in detail since it focuses on
the implication of a control algorithm toward battery lifetime rather than the study of battery degrada-
tion itself. These mechanisms, to name a few, are salt precipitation, current collector corrosion, binder
decomposition, separator pore blockage, electrode-current collector delamination, and electrolyte evap-
oration [60].

2.3.3. Battery Degradation Model
Battery degradation models can generally be categorized into four: physics-based models, equivalent
circuit models, machine learning models, and empirical and semi-empirical models. Each method is a
compromise of accuracy and computational speed, and their use depends highly on the situation.

Physics-Based Model
In physics-based models, partial differential equations are used to represent the actual physical be-
havior of batteries and their chemical reactions (e.g., SEI growth) [60]. From this type of modeling,
an accurate insight into the degradation mechanism is obtained. Since it requires a series of partial
differential equations, it presents a major drawback in terms of computing efficiency; therefore, making
it unsuitable for real-time predictions [61].

Equivalent Circuit Model
In contrast to the physics-based model, equivalent circuit models use electrical components such as
resistances, capacitances, and inductances to mimic the battery behavior instead of electrochemical re-
actions [48],[62]. The main advantage is their mathematical simplicity compared to physics-based mod-
els, which makes them suitable for real-time applications, such as battery state estimations [48],[63].
However, equivalent circuit models cannot be extrapolated to conditions such as when the battery is
pushed toward its operating limits [64]. Therefore, it is not suitable for applications that demand high
current rates or are run at very low temperatures [64].

Machine Learning Methods
In general, machine learning methods use support vector machines or neural networks to predict the
battery’s state of health. A few examples of this method are to train the machine learning algorithm
to estimate the state of health from the differential voltage curve or incremental capacity curve of the
battery, as shown in [65] and [66]. The advantages of machine learning approaches are that the re-
quired parameters (e.g., voltage, current, and temperature) are easily obtained [48] high accuracy can
be achieved. However, aiming for a high accuracy requires large data sets to train the algorithms [67],
[68].

Empirical and Semi-empirical Model
Empirical modeling involves testing and measurement of batteries under accelerated aging conditions
and fitting the obtained data into a curve [60]. Furthermore, the underlying equations simply try to em-
ulate the behavior of the battery as a black box without providing any physical insight [60]. Given this
characteristic, empirical models can provide fast results; Hence, making them suitable for control de-
signs such as battery management systems, optimization models, and system-level design problems
[48]. However, they may exhibit poor generality because they are limited to the testing data [69].

To work around the drawbacks of empirical models, semi-empirical models were introduced. In semi-
empirical models, physical insights into the model as opposed to only curve fitting are incorporated as
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analytical formulas. The formulas provided in these models give an intuitive feel to the effect of vari-
ous stress factors [48]. For example, four stress factors, namely depth of discharge (DOD), average
charging current, average discharging current, and operating temperature, are presented in [70]. By
incorporating physical insights, the semi-empirical models can make more accurate estimations com-
pared to purely empirical models. However, it is important to note the added complexity of the physical
equations, which may add some time to the development of these types of models. Moreover, large
test matrices are required to accurately decouple the impacts of these stress factors [48].



3
Coordinated Control of Multiple

Distributed BESSs

In this chapter, the distributed control strategy aimed at voltage support is described. Section 3.1 opens
this chapter with a background to multi-agent systems, graph theory, and the consensus algorithm used
as the basis for the control. The chapter then describes how the control is sequenced in Section 3.2.

3.1. Information Consensus
The distributed control presented in this work refers to the coordination of agents among nearby neigh-
bors in the absence of a centralized controller. The basis of distributed control is the information con-
sensus of agents; therefore, some basic principles are presented in the following text.

3.1.1. Multi-Agent System and Graph Theory
In this work, the BESSs coordinating with each other in a distributed manner can be analyzed as a multi-
agent system (MAS). From a MAS perspective, BESSs are agents which can exchange information
with their neighbors. This information exchange can be done either in a unidirectional or bidirectional
way. Furthermore, the links in which the agents communicate can be represented in a graph. A graph
representation of a simple multi-agent system is illustrated in Figure 3.1.

A graph comprises a set of vertices that represent the agents and a set of edges that represent the
communication links in a MAS. A graph can be written in the form of G = (V,E), where V indicates a
set of vertices and E denotes a set of edges [71]. Furthermore, [71] describes that for a Multi-agent

Figure 3.1: Multi-agent system with four agents. The agents are connected to each other forming a complete graph.
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system consisting of n agents, the corresponding graph will be in the form of G = (V,E), where V =
1, 2, 3, ..., n and E ⊆ V × V . An edge represented as (i, j) ∈ E means that agent j has a relationship
with agent i (i.e., both agents have access to each other’s information [71]). Besides, it also means
that agent i is a neighbor of agent j. Looking at Figure 3.1 as an example, the MAS has four agents
with each connected to every other agent. Therefore, this example MAS has 6 edges.

3.1.2. Degree Matrix, Adjacency Matrix, Laplacian Matrix
To describe the number of neighbors that each agent has in a graph, a degree matrix D is used. A
degree matrix is represented as a diagonal matrix with a size of V ×V where V is the number of vertices
in a graph (the agents). The degree matrix of a graph follows a general form below:

D =


d11 0 ... 0
0 d22 0 ...
... 0 ... 0
0 ... 0 dij


The values assigned to elements dij, where j=i, are the number of neighbors that agent i has. For
example, if agent 1 has three neighbors, then d11 = 3. To give a much clearer example, the degree
matrix of the graph illustrated in Figure 3.1 is presented as follows:

D =


3 0 0 0
0 3 0 0
0 0 3 0
0 0 0 3


Besides the degree matrix, another important component in a graph is its adjacency matrix. The ad-
jacency matrix of a graph, denoted in A = [aij] describes which agents are neighbors. Similar to a
degree matrix, an adjacency matrix also has a size of V × V . In general, the following rules apply to
the elements of the adjacency matrix (aij):

aij = aji =

{
1, if agent i and j are connected and i ̸= j
0, Otherwise

(3.1)

The rule means that if agent i and agent j are neighbors, a value of 1 is assigned to element row i,
column j as well as row j, column i in the matrix. The adjacency matrix of Figure 3.1 can be used as
an example. In Figure 3.1, agent 1 and 4 are neighbors; thus, A(1, 4) and A(4, 1) have 1 assigned to
them.

A =


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0


The last important component of a graph is its Laplacian matrix. The Laplacian matrix is vital when
describing a graph’s global dynamics. The general form of a Laplacian matrix is given by L = D − A;
hence, the graph in Figure 3.1 has the following Laplacian matrix.

L =


3 0 0 0
0 3 0 0
0 0 3 0
0 0 0 3

−


0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

 =


3 −1 −1 −1
−1 3 −1 −1
−1 −1 3 −1
−1 −1 −1 3


3.1.3. Consensus Algorithm
A consensus algorithm aims to reach a state consensus among the agents. When consensus is
reached, the state difference between neighboring agents is zero. In the context of power sharing
of multiple BESSs, the consensus is reached when all BESSs have the same utilization factor (i.e., the
ratio between the injected or discharged power to a BESS’ rated power). This means the power burden
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Figure 3.2: five-agent system with a line configuration. Agents 1 and 5 only have one neighbor each while the remaining have
two.

will be shared proportionately among the BESSs according to their rated power. To reach a consensus,
each agent applies Equation (3.2) [72]:

ẋi(t) =
∑
j∈Ni

aij(xj(t)− xi(t)) (3.2)

Equation (3.2) guarantees convergence to a collective decision through the interaction of nearby agents.
The equation implies that at t → ∞, the value of xi(t) = x* = c where x* denotes a final value and c
denotes a constant. Moreover, if the communication network is a balanced graph (the vertices have a
similar number of edges), average consensus will be reached where the final value is the average of
all initial states at time instance t as written in Equation (3.3).

x* =
∑

i xi
n

(3.3)

Since this work focuses on the calculation performed by each agent in every iteration, the discrete form
of Equation (3.2) as written in Equation (3.4) is used.

xi(k + 1) = xi(k) + ϵ
∑
j∈Ni

aij[xj(k)− xi(k)] (3.4)

In (3.4), k indicates the kth iteration, the parameter ∈ indicates the consensus step size, and aij is the
element of the adjacency matrix, which indicates the communication link between agent i and agent j.
If there is a connection between agent i and agent j, then aij = 1. Otherwise, aij is zero.

By applying the consensus algorithm in (3.2) to a graph, a global dynamic as described by (3.5) can
be observed.

ẋ = −Lx (3.5)

Examples of global dynamics when using consensus algorithm explained in the form of Equation (3.5)
have been discussed in prior works such as [14] and [12]; thus, it is omitted here.

To illustrate how the consensus algorithm works, an example graph of a MAS comprising five agents
as illustrated in Figure 3.2 can be observed. The agents in the figure form a line configuration with
agents 1 and 5 on the ends. In that configuration, the agents at the ends are only connected to one
neighbor. Agents 2,3, and 4, however, have each two neighbors connected to them. The configuration
affects how the initial states converge in the sense that the agents follow the path that is the closest to
them. For example, the state of agent 2 is directly affected by agent 3 and agent 1.
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Table 3.1: Initial states of agents

Agents X1 X2 X3 X4 X5

Initial state value (t=0) 4 3 1 3 1
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Figure 3.3: Convergence of a five-agent system: (a) ϵ = 0.125 and (b) ϵ = 0.25. The initial states converged to their average
value with higher ϵ, yielding a faster convergence.

By referring to Equation (3.4), the estimated consensus states for agents 1 through 5 can be calculated.
The first two calculation steps performed to reach a consensus for agents 1 and 2 are presented as
follows:

1st step (t=1)

• Agent 1
x1(1) = x1(0) + ϵ[x2(0)− x1(0)]

• Agent 2
x2(1) = x2(0) + ϵ[(x1(0)− x2(0) + (x3(0)− x2(0))]

2nd step (t=2)

• Agent 1
x1(2) = x1(1) + ϵ[x2(1)− x1(1)]

• Agent 2
x2(2) = x2(1) + ϵ[(x1(1)− x2(1) + (x3(1)− x2(1))]

By assigning initial states xi(0) to the agents as presented in Table 3.1, the steps to consensus can
be seen as illustrated in Figure 3.3. The figure shows the initial values converging to a consensus
state x* = 2.4. This state is also the average of all the initial values. On top of that, the convergence
rate of the initial states under two different ϵ values can be observed. In Figure 3.3b, the initial states
converged after 50 iterations, while in Figure 3.3a, the number of iterations needed is nearly twice.
Hence, it can be implied that higher ϵ leads to faster convergence.

3.2. Control Algorithm for Voltage Support
In this section, a method for charge/discharge coordination of batteries is presented. The coordinated
BESS control proposed in this work comprises a local voltage controller, a distributed consensus con-
troller, and an SOC controller. By combining these three control in sequence, voltage control on the
network can be performed.
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Figure 3.4: Proposed coordinated control strategy for the ith bus. One control cycle starts with measuring voltage, net power,
and battery SOC at the ith bus and ends with feeding reference power value into the BESS.

A voltage control action starts at the local voltage controller and ends at the SOC controller. The local
voltage controller determines the initial utilization factor needed to locally keep the voltage of the dis-
tribution network buses at a specified limit. A positive utilization factor indicates discharging, while a
negative utilization factor indicates charging. After the initial utilization factor calculation, the portion of
each BESS’ participation in voltage control is then determined by the consensus controller. The con-
sensus controller performs under limited communication links between neighboring BESSs and works
based on the consensus algorithm. Lastly, the SOC controller serves to prevent the BESSs from satu-
rating early and to balance out the SOC of all BESSs at the end of the day.

To summarize the sequences, a flow diagram showing the control strategy at the ith bus is presented
in Figure 3.4. There are five steps taken throughout one control cycle:

1. First, voltage regulation starts off with the measurement of voltage, BESS SOC, and net power
of a bus. The measured voltage is used as an input to the local controller, while the net power
and BESS SOC are used later in the SOC controller.

2. In the second step, the input voltage is compared to the predefined voltage limits. If the measured
voltage falls outside the permitted range from Vlower to Vupper, then compensation by the BESS
is required. The utilization factor required to locally tackle voltage violation at bus i is calculated
using Equation (3.6) and (3.7). The calculated local utilization factor serves as an initial value for
the consensus algorithm in the following step.

3. In the third step, the local utilization factor is shared equally among all BESSs by first calculating
the consensus value using Equation (3.8). At consensus, all utilization factors have the same
value, and therefore every BESS contribute proportionately according to their maximum capacity.

4. Following the consensus control, the consensus utilization factor is passed through a local SOC
controller to ensure BESS has the right amount of SOC in the event of voltage violation. If the
conditions described in Subsection 3.2.3 are met, the consensus utilization factor for that BESS is
neglected, and the utilization factor based on the net power between PV and load is used instead.
The output of this controller is the final utilization factor to be fed into the BESS.

5. In the final step, the final utilization factor Ufinal,i is multiplied by the BESS’ rated power to obtain
the reference power for the batteries. In this work, it is assumed that the BESSs always succeed
in following the reference power. For that reason, the detailed control of the battery inverters is
omitted.

3.2.1. Local Voltage Controller
The voltage controller aims to calculate the utilization factor required for each BESS to provide voltage
support. It is triggered when the measured voltage in a bus (Vi) exceeds an upper voltage limit (Vupper)
during overvoltage or falls below a lower voltage limit (Vlower). The general rule is that the difference
between the two dictates how large the utilization factor is going to be.
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Table 3.2: Notation description for Equations (3.6) and (3.7) .

Notation Description
Ui(t) Utilization utilization factor of node i at time instance t
Uadd,i(t) Additional utilization factor
m Controller gain
Vi(t) Measured voltage at node i
Vupper /Vlower Upper voltage limit / Lower voltage limit
Vreset,upper / Vreset,lower Upper reset limit / Lower reset limit

The local controller presented in this work has rules to increase or decrease the utilization factor and
reset the utilization ratio. Suppose the voltage measured at a bus exceeds a predefined upper voltage
limit. In that case, the utilization factor for the BESS in that location is increased from its previous
value according to the difference between the voltage measurement value multiplied by a controller
gain m. On the contrary, the utilization factor is decreased when the measured voltage is below the
lower voltage limit. When the voltage is between the upper and lower voltage limits, the utilization factor
does not change from its previous value; thus, the BESS maintains the amount of injected or absorbed
power. Lastly, if the measured voltage is within a reset limit, the utilization factor is halved at every
iteration to ultimately make its value virtually zero. The calculations based on these different conditions
are formulated in Equation (3.6) and (3.7), while the description for each notation is presented in Table
3.2.

Ui(t) =


0 at initial condition (t = 0)

Ui(t− 1) + Ui,add(t)

Ui(t− 1) ∗ 0.5 if Vreset,low < Vi(t) < Vreset,high

(3.6)

Uadd,i(t) =


m× (Vupper − Vi(t)) if Vi(t) > Vupper

m× (Vlower − Vi(t)) if Vi(t) < Vlower

0 if Vupper < Vi(t) < Vlower

(3.7)

The local controller alone based on Equation (3.6) and (3.7), in principle, can solve voltage violations.
However, it presents a problem in nodes with frequent violations as the BESSs there participate more
in voltage regulation compared to the ones in places with fewer occasions. In most cases, buses at
the end of a feeder network experience more violations, leading to a disproportionate burden among
the BESSs in a network. Consequently, a controller to equally share the utilization factor is needed.

3.2.2. Consensus Controller
A consensus controller which works based on the consensus algorithm presented in Section 3.1 can
drive the utilization factors of BESSs to an average value. By taking the local utilization factors as
inputs, a consensus utilization factor can be obtained to then serve as a reference for the BESSs. The
consensus utilization factor calculation in each bus at every iteration follows Equation (3.8).

Ucons,i(k) = Ui(k) + ϵ
∑
j∈Ni

aij[Uj(k)− Ui(k)] (3.8)

According to Equation (3.8), the estimated consensus utilization factor at bus i is the local utilization
factor added by the sum of the difference in utilization factor between that bus and the neighboring
buses multiplied by a parameter ϵ. The output of this equation becomes the input to the SOC controller
which performs several logical checks.

3.2.3. SOC Controller
Under voltage control mode only, a BESS may not have the right amount of charge to be able to
absorb or release energy. On top of that BESSs in a network may have different initial SOC due to
unpredictable weather and load conditions [14]; thus, creating a variation in terms of voltage support
readiness among them. An SOC controller is therefore implemented to keep the BESSs within a set
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Table 3.3: Notation description for Equation (3.9).

Notation Description
Ufinal,i Final utilization utilization factor of node i
Pnet,i Net power at bus i
Pbat,rated Rated BESS power
SOCESS,i SOC at bus i
SOClim,charge / SOClim,discharge SOC charging limit / SOC discharging limit
Plim,pos / Plim,neg Positive net power limit / Negative net power limit

SOC limit. By doing so, the BESSs will always be ready to support the network and prevent undervolt-
age/overvoltage.

The SOC controller works locally and takes on the SOC of a BESS as well as the net power between
PV and load at bus i (Pn,i) as its input. Conditional checks according to (3.9) are performed on those
inputs with notations as described in Table 3.3.

Ufinal,i =


− Pn,i

Pbat,rated
, if SOCESS,i < SOClim,charge and Pn,i ≤ Plim,pos

− Pn,i
Pbat,rated

, if SOCESS,i > SOClim,discharge and Pn,i ≥ Plim,neg

Ui,cons, otherwise
(3.9)

During positive net power (PPV > PLoad), if a BESS has an SOC that is less than a specified charging
limit SOClim,charge and the net power does not exceed a certain positive limit Plim,pos, the BESS’ utilization
factor is the net power Pn,i divided by the BESS’ rated power Pbat,rated. A similar condition is applied for
a negative net power (PPV < PLoad) not lower than the negative limit. When none of these conditions is
met, the BESS will keep its consensus utilization factor from the consensus controller as its reference.
As hinted previously, the output of the SOC controller will be the final utilization factor before it is
multiplied by the BESS’ rated power to become its reference power.



4
Simulation Setup of Low Voltage

Distribution Network

This chapter describes the general process of evaluating the proposed control algorithm as well as
the simulation setup. Section 4.1 opens the chapter with an overview of the evaluation method and
the test cases simulated. Section 4.2 presents the CIGRE model where the algorithm is evaluated.
Afterward, details of the power profile used in the simulation are laid out in Section 4.3. Furthermore,
the implementation of the CIGRE LV network in MATLAB/Simulink and the communication network of
the proposed algorithm are discussed in Section 4.4 and 4.5, respectively. The chapter closes with a
description of the model used to evaluate battery lifetime when using the proposed control is discussed
in Section 2.3.

4.1. Voltage Control Strategy Evaluation Method
The strategy proposed in Chapter 3 is evaluated regarding voltage behavior, control behavior, and
effects on battery lifetime. To do so, a quasi-static load flow simulation is first performed. Afterward,
the result is used for an offline battery lifetime calculation. Both simulations are performed in MAT-
LAB/Simulink using the Specialized Power System toolbox. A general sequence of the simulations
which shows the input and output data is illustrated in Figure 4.1.

In quasi-static load flow simulation, multiple load flow calculations are carried out with a user-defined
time step to obtain time-dependent aspects of power flow, such as voltage variation within a day. This
simulation is suitable for this work as electromagnetic transients and harmonics do not need to be
considered. Time series voltage profiles and the BESSs’ SOC and current profile based on the input
mismatch are created from the simulation. These profiles are used to create a synthetic current profile
as input to the battery model in which the battery capacity loss is calculated.

There are four case studies presented in this work to evaluate the proposed strategy. The first is a
base case where the proposed strategy is tested in a week of summer. In this case study, the voltage
profile when using the proposed strategy is compared to when no BESS is present in the network. In
the second case study, the initial SOC of the batteries are varied to see the readiness of the control
in an extended simulation period. In the third case study, the proposed strategy is tested against a
week of winter. In the final case study, an additional generation capacity of the PV is added. Table 4.1
summarizes the case studies present in this work.

4.2. CIGRE LV Distribution Test Feeder Specification
The test cases presented in Section 4.1 are simulated on a modified CIGRE LV distribution test feeder
[5]. This test feeder mainly represents an urban radial secondary distribution, which has small distances
between the buses [73]. Modifications are made to the line parameters, as will be explained later in
Subsection 4.2.2.

23
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Figure 4.1: General overview of information flow and simulation sequence.

Table 4.1: Summary of case studies used to evaluate the proposed control strategy.

No. Case Study Variation
1 Base case BESS + Proposed control No BESS
2 Different initial SOC 40%,40%,45%,50%,55% 30%,40%,50%,70%,90%
3 Season change Winter Autumn
4 Addition of PV generation +10% +25%

An overview of the modified CIGRE LV network illustrated as a single-line diagram is displayed in Fig-
ure 4.2. Based on the figure, the network has five loads, each representing a four-household small
apartment building. The number of households mentioned here is related to the demand profile dis-
cussed later in Section 4.3. The loads are variable to represent daily changes. In addition, all units
are assumed to have a unity power factor (PF = 1). Further, the network parameters will be explained
below.

4.2.1. MV Grid and Transformer Specification
On the medium voltage (MV) side, there exists a 20 kV bus that supplies power to the residential feeder.
The bus is modeled as a three-phase voltage source with a short circuit level of 100 MVA at its base
voltage. Additionally, the short circuit ratio (X/R) is set to 1 to represent a weak grid as defined in [16].

The voltage from the MV side is stepped down using a 500 kVA, 20 kV/0.4 kV, ∆-Y distribution trans-
former, which supplies different residential loads. The transformer’s rating is set to 500 kVA to prevent
it from saturating under heavy load. Additionally, the windings have internal resistance and reactance
of 0.01 and 0.04 p.u., respectively for both primary and secondary winding. Table B.1 in the appendix
presents the full MV grid and transformer specifications used in the simulation.

4.2.2. Line Specification
The lines in Figure 4.2 is segmented with equal lengths of 80 m from R1–R18. Two types of lines are
used, Z1 and Z2, each having different per unit km resistance and reactance value. The line distances
and impedance per unit kilometers are modified from the original specifications stated in [5]. These
modifications are made to exaggerate the effects on voltage due to the presence of a power mismatch
between PV generation and load. A full specification of the lines used in this simulation can be seen
under Table B.2.

4.2.3. Battery Energy Storage Units Specification
There are five BESS units integrated into the CIGRE LV network. Similar to the load, the capacity of
each BESS unit represents the typical installed capacity in a four-household small apartment. The
installed BESS capacity typically ranges from 5 to 10 kWh for one household. Thus this work aims at
around 40 kWh. Besides, these units are located at the same AC bus with the load and PV panels.
Each BESS consists of lithium iron phosphate (LiFePO4) cells rated at 3.3 V, 2.3 Ah. This specification
follows the cell specification of the ANR26650M1-B by A123 Systems. Furthermore, the cells have a
122s, 44p configuration, which means there are 122 cells in series forming a string and 44 strings in
parallel. A system-level specification of the BESS is shown in Table 4.2. To see a detailed specification
for each cell, readers can refer to Appendix C.



4.3. Power Profile 25

Figure 4.2: Single line diagram of the modified CIGRE LV distribution network. The Network has five load + PV combinations
and five BESS. Source: adapted from [5].

Table 4.2: BESS specification: system level

Specification Value
System nominal voltage 402.6 V
System nominal capacity 101.2 Ah
Cell configuration 122s, 42p
Total energy 40.6 kWh
BESS power (0.5 C) 20.3 kW

Table 4.3: Voltage controller parameters.

Control Parameter Value
Vupper 1.05 p.u.
Vlower 0.95 p.u.
Vreset,upper 1.003 p.u.
Vreset,lower 0.997 p.u.
m 0.3
SOClim,charge 55%
SOClim,discharge 50%
Plim,pos 2500 W
Plim,neg -2500 W

4.2.4. Controller Parameter
The control algorithm in Section 3.2 mentions several parameters to be set. In this work, the parameter
for the simulated control is set according to the values displayed in Table 4.3. The parameters Vupper and
Vlower in the table follow the voltage deviation limits in ANSI C84.1[18]. Meanwhile, the other parameters
are the results of tuning during the base case simulation.

4.3. Power Profile
This section describes the demand and generation profiles in each of the buses. A synthetic profile
that mimics the typical weekly load of an apartment building is generated for the demand profile while
real irradiation measurement, converted to power, is used to represent power generated from PV.

4.3.1. Synthetic Demand Profile
The demand profile in this work is synthesized using the Probabilistic Load Profile Generator presented
in [74]. How it works is that every appliance in each household of an apartment building has a prede-
termined probability of being turned on at a certain point during the day. For example, a kettle has a
probability of being turned on of 0.5 at 8 A.M. A random number between 0 to 1 is then generated at
every time step and if the generated number is smaller than the probability, then the device is added
to the load profile. An important assumption made in [74] is that the households use gas-based air
conditioning systems; therefore, eliminating electrical demand for space heating. By doing so, it can
also be assumed that the scale of demand will be similar throughout the year as usually the energy
demand difference during various seasons owes to heating.
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Figure 4.3: Demand profile for a small apartment building containing four households: (a) Day profile and (b) Week profile.
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Figure 4.4: Irradiance profile in Delft during mid-July 2005: (a) Day profile and (b) Week profile.

The profile generated from the Probabilistic Load Generator to be used in this work is depicted in
Figure 4.3. It represents the aggregated demand of four households in a small apartment building and
is scaled to correspond to a maximum demand of 10 kW. The curve of the synthetic profile is visually
similar to real measurement profiles in [75] and [76]; thus, it can be considered valid.

4.3.2. PV Power Profile
The PV power profile is estimated based on the irradiation profile at a certain location and time. For this
work, a one-week irradiation profile in Delft from July 2005 obtained from the PV GIS online tool [77]
is used to generate the PV power profile. The original data has a 1-hour measurement interval, while
PV power simulations typically take 15-minute interval data. The Modified Akima Interpolation method
[78] is therefore applied to fill in the missing points of the data and increase its resolution. Additionally,
random numbers with normal distribution are applied to the data points to represent uncertainty. A final
product of the modified irradiance profile is depicted in Figure 4.4.

The normalized irradiance profile presented in Figure 4.4 serves as a basis for scaling PV power. De-
pending on the scenario being tested, the normalized profile can simply be multiplied by a predeter-
mined gain. In this particular work, the power generated from PV is scaled in a way that corresponds
to a positive net power of 9 kW. More details regarding this subject are discussed in Subsection 4.3.3.
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Figure 4.5: One-day mismatch profile taken from the 15th day of July 2005.
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Figure 4.6: One-week mismatch profiles of two different seasons: (a) Summer (mid-July) and (b) Winter (mid-January).

4.3.3. Mismatch Profile
By combining both load and PV profiles, a one-day and seven-day mismatch profile can be obtained,
as shown in Figures 4.5 and 4.6a, respectively. The profile’s largest negative mismatch (PV shortage)
is scaled to -10 kW. Meanwhile, the largest positive mismatch (PV surplus) corresponds to 9 kW. This
value is used as the base profile for testing the proposed control algorithm on the CIGRE LV network. In
addition to the base profile, a seven-day profile during winter is also synthesized to evaluate the effect
of season change on the proposed control algorithm. This profile is based on the irradiance in January
and is depicted in Figure 4.6b. The main difference between the winter and base profile is reflected at
times of positive mismatch. This difference is due to less available sunlight during winter. Meanwhile,
both profiles are similar during times of negative mismatch because it is assumed that increased energy
demand during the winter is mainly due to space heating while no electrical heating equipment is used
in the households.

4.4. LV Network Model MATLAB/Simulink
Using the network information provided in the 4.2, a simulation model is built on MATLAB/Simulink as
shown in Figure 4.7. The PVs, loads, and BESSs are represented by phasor models from the example
library of microgrid systems in [79]. Additionally, the lines are represented as R-L impedances while the
line capacitances are omitted due to relatively short cable lengths compared to transmission lines [73].
The phasor-discrete mode is used for the simulation since it could capture low-frequency, time-varying
voltage dynamics. In more detail, a sample time of 1 second is chosen to save simulation time while
keeping a good controller performance.
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Figure 4.7: Simulink model segment of the modified CIGRE LV network. Grid component models are taken from [79] and the
lines are represented as RL impedances.

4.5. Communication Network
As indicated in Chapter 3, information sharing through a consensus algorithm requires details on the
MAS’ communication network. In this work, the agents (i.e., BESSs) form a line-shaped communication
network starting with BESS15 and ending with BESS18, as illustrated in Figure 4.8. The order of agents
in the line is based on the assumption that communication is performed better by agents that are closer
to each other. By that logic, the cable distance determines which agents are linked to each other. In
reality, the absolute distance should be considered, but it requires knowledge of the agents’ topological
orientation.

4.6. Battery Lifetime Evaluation Model
To evaluate the battery lifetime under the proposed control strategy, a model based on simple physical
equations from fatigue theory and equivalent cycle counting for Lithium iron phosphate-based batteries
presented in [70] is adopted. The model determines the remaining capacity of a battery, Q(n), in Ah,
according to Equation (4.1) through (4.4), with a summary of the notations available in Table 4.4.

Q(n) = QBoL − ε(n)α · (QBoL −QEoL) (4.1)

ε(n) = ε(n− 1) +
Neq(n)

Nc(n− 1)
(4.2)

Neq(n) = 0.5

(
2− DOD(n− 2) +DOD(n)

DOD(n− 1)

)
(4.3)

Nc(n) = Nc_ref

(
DOD(n)

DODref

)−1
ξ

·
(
Idis_ave(n)

Idis_ref

)−1
γ1

·
(
Ich_ave(n)

Ich_ref

)−1
γ2

· exp
[
−ψ

(
1

Tref
− 1

Ta(n))

)]
(4.4)

In general, the model presented in [70] relates the remaining battery capacity to stress factors, namely,
the depth of discharge, DOD, average discharge current, Idis_ave, average charging current, Ich_ave,
and ambient temperature, Ta. Additionally, the equation uses the concept of equivalent cycles, which
for a given depth of discharge, is defined as the number of cycles equivalent to the scenario where the
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Table 4.4: Notation summary of Equation (4.1) through (4.4). To understand the details and derivation of each variable, the
reader can refer to [70].

Notation Description
Q Remaining battery capacity
ε Battery aging factor
α Aging exponent
QBoL, QEoL Battery capacity at beginning of life (BoL) and end of life (EoL). EoL typically set at 80% BoL
Neq Equivalent number of cycles
Nc Maximum number of cycle to EoL
Nc_ref Maximum number of cycles at DOD = DODref, C-rates = (Idis_ref, Ich_ref), and T = Tref
DOD,DODref Depth of discharge and reference depth of discharge
Idis_ave, Ich_ave Average discharge and charge current
Idis_ref, Ich_ref Reference discharge and charge current
Tref, Ta Reference temperature and ambient temperature

Figure 4.8: Communication network of the modified CIGRE LV distribution network. The agents form a line-shaped network. N
indicates the number of neighbors each agent has.

SoC at the beginning and end of the cycle is 100% [70]. Furthermore, the model implies that the aging
rate of batteries increases along with the increase in the magnitude of the stress factors, with an ex-
ception for ambient temperature. The aging effect becomes more apparent for ambient temperatures
under very low and high magnitudes. Additionally, there are five parameters on top of the mentioned
variables that need to be identified (Nc_ref, ξ, γ1,γ2,ψ). These parameters are determined using life
cycle curves at different cycling conditions, usually given in battery datasheets [70]. To understand the
derivation of these parameters, readers can refer to [70].

The aging model used in this work is embedded in the generic battery model block in Simulink, and it
takes in current and ambient temperature as inputs. However, it cannot simply take the irregular cy-
cling profile provided by the quasi-static load flow simulation due to the way how a cycle is calculated in
the existing model. Considering this limitation, a synthetic cycling profile based on the worst operating
condition of the battery when using the proposed control is made. Four parameters are considered
for this cycling profile, namely maximum charging/discharging current, maximum SOC, and minimum
SOC. The synthetic profile used for this work is shown in Figure 4.9, while a summary of the parameters
of the synthetic cycling profile is presented in Table 4.5.

The synthetic cycling profile is a series of charging and discharging at a predefined SOC range and
maximum charging/discharging current. It starts with a discharging process from a specified maximum
SOC under a maximum discharging current. Once the minimum SOC limit is reached, the battery is
charged under the maximum charging current until its maximum SOC is reached again.
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Figure 4.9: Synthetic regular cycling profile based on worst operating conditions of BESSs

Table 4.5: Synthetic cycling profile parameters for battery lifetime estimation

No. Parameter Value
1 Max. discharge current 0.1 C
2 Max. charge current 0.06 C
3 Max. SOC 77%
4 Min SOC 43%

There are several limitations and assumptions considered when evaluating battery lifetime for the pro-
posed control. First, only the SOC profile from the BESS experiencing the worst voltage violation (i.e.,
BESS18) is taken because the BESS is predicted to contribute the hardest. Second, by taking the
synthetic cycling profile, the result may not accurately depict the aging characteristic from using the
proposed control. However, using maximum values as the cycling variables can give a safe estimation
of the battery’s lifetime. Third, the overall estimation model is decoupled from the quasi-static load
flow simulation of the CIGRE LV network model to allow faster simulation time. Fourth, the tempera-
ture effect in Equation 4.4 is ignored due to the very low operating current later explained in Chapter
5. Lastly, It is assumed that the cells within the battery pack are perfectly balanced and have uniform
characteristics. In practice, some cell-to-cell variation is common.



5
Simulation results and discussion

This chapter presents the simulation results of the proposed control strategy in a CIGRE LV network
and its implication on battery lifetime. Section 5.1 discusses the voltage profiles and BESS participation
behavior during voltage support under different test cases. In Section 5.2 the estimated lifetime of the
BESS when using the proposed strategy is discussed.

5.1. Voltage behavior and BESS participation
This section aims to evaluate the proposed control’s behavior with a focus on the voltage profiles of
the buses of the CIGRE LV network and BESS participation. Four case studies presented in Chapter
4, with each having two variations, are tested against the proposed control.

5.1.1. Base Case
The base case includes a variation where no BESS is present and another variation that includes the
proposed control. The no-BESS variation serves as a comparison basis for the proposed control strat-
egy. The other variation demonstrates the voltage support action when using the proposed strategy.

CIGRE LV Network With No BESS
Voltage limits are violated when there is no voltage control implemented in the modified CIGRE LV
Network. As depicted in Figure 5.1a, voltage limits of 1.05 p.u. and 0.95 p.u are being broken. In
more detail, overvoltage is observed in buses R16 to R18 during the peak generation period (between
Time = 11 hours and 15 hours), while undervoltage is observed in every bus except for R11 during
peak demand (Time = 19 hours). The maximum voltage that corresponds to this violation is 1.068 p.u.,
whereas the minimum is 0.913 p.u.

Through observation of the resulting voltage profile, the similarity between the voltage and the mis-
match profile previously shown in Figure 4.5 can be highlighted. The voltage rises in proportion to the
increase in the positive mismatch. Conversely, voltage drops in the presence of a negative mismatch.
This similarity reflects the relationship between bus voltage and net power depicted in Equation 2.9.

Another interesting point which is also a reflection of Equation 2.9 is the relation between violation
severity and bus distance from the MV/LV transformer. Voltage violations are more severe in buses
that are further away from the grid (i.e., bus R18 compared to R11). This owes to the higher grid-to-bus
line impedance for those far buses.

CIGRE LV Network With BESS and Distributed Control
Using the distributed control strategy, the BESSs participate evenly while tackling voltage violations.
Overvoltage and undervoltage are eliminated as depicted in Figure 5.1b. On top of that, the BESSs
demonstrate even participation as represented by their uniform utilization factor in Figure 5.2.

31
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Figure 5.1: One-day voltage profiles of the buses in the modified CIGRE LV network: (a) Without BESS and (b) With BESS
and proposed control. Voltage violation occurs in the absence of BESS.
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Figure 5.2: Utilization factor of the BESSs in the modified CIGRE LV network. The BESS under the worst voltage violation
leads the change in the utilization factors.

Further observation from the BESSs’ utilization factors shows the information-sharing behavior of the
BESSs when using the consensus algorithm. Generally, the BESS under worst voltage violation leads
the change of other BESSs’ utilization factor followed by the BESSs closest to the information provider
for a given communication graph. This premise is explained by the order of change in the utilization
factors when voltage violation occurs, shown in Figure 5.2. In the detailed view of the figure, the uti-
lization factor for BESS18 drops first, and subsequently for BESS17, 16, 11, and 15. Moreover, the
change follows the order of the agents in the communication network according to Figure 4.5.

In addition to the voltage control feature, the proposed distributed control allows the BESS to charge
and discharge when voltage support is not needed (during SOC control mode). The behavior of the
SOC control mode is reflected in Figure 5.3a by instances when the voltage profile lays flat at 1 p.u. The
net power in the buses during that time is fully compensated by the BESS and therefore the measured
voltage does not deviate from its normalized value.

With regard to SOC, charging and discharging of the BESSs while not used for voltage support allows
them to keep their SOCwithin a predefined limit. As shown in Figure 5.4a, the BESSs’ SOC are brought
back to between 50 and 55 % at the end of the day. By keeping this limit the BESSs are ensured to be
ready to support network voltage on any occasion.
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Figure 5.3: Seven-day bus voltage profiles in the modified CIGRE LV network: (a) Using proposed control and (b) Using
decentralized control only.

To further highlight the advantage of the distributed control, the voltage behavior in the modified LV
network is also compared to when only using a decentralized control strategy. As previously indicated
decentralized control strategy is the simplest form of voltage control when using BESSs. Similar to
the proposed control, this strategy aims to keep the bus voltages within a predefined range between
0.95 and 1.05 p.u. The main difference is the absence of a consensus algorithm in the decentralized
strategy.

By using decentralized control, the voltage violations in buses R15 to R18 that are present in Figure
5.1a are eliminated, but not fully as shown in Figure 5.3b. However, voltage support is only performed
by BESSs in locations with voltage violations but not where the voltages are normal. This means there
is a disproportionate level of participation from the BESSs as some of the buses do not experience any
violation at all. Consequently, some of the BESSs become saturated early as depicted by the SOC of
BESS18 in Figure 5.4b. With such SOC behavior, the BESS experiencing the worst voltage violation
may not be ready to absorb or inject power because they have been charged or discharged to their
SOC limit. This may lead to the compromise of the voltage support capability.
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Figure 5.4: Seven-day SOC profiles in the modified CIGRE LV network: (a) Using proposed control and (b) Using
decentralized control only.

Table 5.1: Initial SOC of the BESSs

BESS11 BESS15 BESS16 BESS17 BESS18

SOC Variation A 40% 40% 45% 50% 55%
B 30% 40% 50% 70% 90%

Aside from compromise in voltage support capability, disproportionate participation from decentralized
control leads to different aging characteristics between the BESSs. For example, the maximum charg-
ing capacity of BESS18 is shown to be repeatedly reached during seven days of simulation in Figure
5.4b, while BESS11 and BESS15 have zero participation. Following this SOC behavior, BESS18 will
age faster compared to the other BESSs due to being cycled more. Details on the impacts of a battery’s
number of cycles toward its aging characteristic will be described in Section 5.2.

5.1.2. BESS Under Varying initial SOC
This subsection demonstrates the BESS operation under two variations of different initial SOC. The first
tries to demonstrate the convergence behavior of the SOC to uniformize voltage support readiness by
the end of each day (Figure 5.5). The second presents a situation where one of the BESSs has reached
its maximum capacity (Figure 5.6). The initial SOC values assigned to each BESS for both variations
are presented in Table 5.1.

Small SOC Difference
Under a small SOC difference, voltage regulation is achieved with the BESSs’ SOC converging by
the end of the first simulation day. This convergence is mainly due to the SOC controller defined in
Subsection 3.2.3 where the battery is charged under positive mismatch or discharged under negative
mismatch up to a specified SOC limit. The way how the SOC controller works can be explained by
thoroughly following the SOC and power profile of BESS18.

Figure 5.5b shows the SOC profile of BESS18. In the figure, BESS18 is discharged from a 55% charge
to a limit of 50% due to a negative mismatch at the start of the day. The mismatch in this period is small,
and thus will not cause any voltage violation. After the discharged limit is reached, BESS18 stays idle
as indicated by Box 1 in Figure 5.5b, where there is zero power because there is no voltage violation.
The other BESSs also stay idle because they are either at 50% SOC or below. In Box 2, a positive
mismatch is present; therefore all the BESSs are charged to reach 55%. In this regime, the 55% SOC
limit is reached the fastest by BESS18 and so it goes to idle mode before the other BESSs. Box 3
shows the BESSs being discharged at negative mismatch and finally converging at 50% SOC. From
that point onwards, the BESSs work normally, similar to when they have the same initial SOC.



5.1. Voltage behavior and BESS participation 35

0 1 2

Time (Days)

0.9

0.95

1

1.05

1.1
V

o
lt

a
g

e
 (

p
.u

.)
Upper limit

Lower limit

V.R18 V.R17 V.R16 V.R15 V.R11

(a)

0 1 2

Time (Days)

-10

-5

0

5

10

P
o

w
e
r 

(K
W

)

Mismatch P.BESS11 P.BESS15 P.BESS16 P.BESS17 P.BESS18

1

2 3

(b)

0 1 2

Time (Days)

30

40

50

60

70

80

S
O

C
 (

%
)

SOC.11 SOC.15 SOC.16 SOC.17 SOC.18

1 2 3

(c)

Figure 5.5: Proposed control under slight initial SOC difference - Variation A: (a) Voltage, (b) Power, and (c) SOC profiles.
Positive power values indicate charging.

Extreme SOC Difference
BESSs with the proposed control strategy are also able to provide voltage support under extreme initial
SOC differences. Throughout the three-day simulation, only a small overvoltage is present during the
first day as shown by a detailed view in Figure 5.6a when BESS18 is charged to its maximum limit
and cannot provide further voltage support. The overvoltage, however, happens for a very short period
when BESS18 transitions to stop charging.

As a result of one BESS being unavailable, other BESSs that have the capacity will work harder to
compensate for any missing contribution. A detailed view in Figure 5.6b shows the charging power of
BESS11 through 17 increase to a little under 5 kW When the power of BESS18 transitions from 2.5
kW to zero. Furthermore, BESS11 through 17 maintain their power for as long as the peak generation
period and then stand by for the next voltage support.

With regard to SOC convergence, the SOC controller under extreme SOC difference works similarly to
the previous case and convergence can also be reached. As seen in Figure 5.6c, the SOC of all BESSs
aim toward a uniform value in the range of 50 to 55% according to the controller parameters. Compared
to the case where the SOC difference is small, the BESSs’ SOC takes longer to converge. Despite
the lengthier convergence, the voltage support capability of the proposed strategy is not hampered.
To achieve faster convergence, the charging/discharging power limit can be set to a larger magnitude;
hence, allowing the BESSs to reach the 50 to 55% range quicker. However, a careful tuning process
must be performed to prevent control failure due to a very fast transition from SOC control to voltage
control.
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Figure 5.6: Proposed control under extreme initial SOC difference (variation B): (a) Voltage, (b) Power, and (c) SOC profiles.
Positive power values indicate charging.

5.1.3. BESS Under Seasonal Change
The proposed control and BESSs and are also tested against a week of winter and a week of autumn.
The specific days of winter week correspond to 15 to 21 January, which represents days where there
is little to no sunlight available during the day. Meanwhile, 15 to 22 October is taken for the autumn
week to represent a transitory period between summer and winter. It is assumed that a week in spring
is similar to a week in autumn in terms of sun hours; therefore, only the latter is taken for the simulation
of the transitory period.

Winter
During winter months, the proposed control and BESSs are not able to continuously prevent undervolt-
age but can normally mitigate overvoltage. This is displayed in Figure 5.7a, where the bus voltages fall
below the predefined limit of 0.95 p.u. toward the end of the fourth day of the simulation. The inability
of the BESSs in preventing undervoltage is a consequence of the few to no positive mismatch occur-
rence as illustrated in Figure 5.7b. As a result, the BESSs SOC is declining when compared to each
simulation day, and finally, the BESSs’ minimum SOC limit of 10% are reached (Figure5.7c). When
this limit is reached, the BESSs cannot provide any more power.

To overcome the lack of energy when supporting network voltage in the winter period, the BESSs need
to be charged more before peak demand hours. One way to achieve this is by scheduling the BESS
charging outside of the peak demand period on top of the defined charging rules. For example, an
intuitive approach is to set charging outside of voltage support during the day at around 11:00 to 17:00,
when there is low demand according to the demand profile in Figure 4.3b. Alternatively, the optimal
time of charge can be determined by first predicting the time of low demand using a data-driven ap-
proach. A combination of historical data and a machine learning algorithm can be used to map out the
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Figure 5.7: Proposed control in winter period: (a) Voltage, (b) Power, and (c) SOC profiles. The SOC of each BESS is
generally declining from the first to the last day of simulation.

typical consumer load profile during winter. However, since this charging strategy involves machine
learning, the challenge would be finding a good data set.

Besides scheduled charging, a straightforward but less effective approach is to add PV generation.
Adding more PV will boost positive net power generation during the day and therefore allow the BESSs
to store energy to be used during peak demand periods. This approach, however, has limitations
especially when considering the summer case. Due to more PV being introduced, there will be a rise in
the positive mismatch peaks and therefore leading to overvoltage in the network. The effect of added
PV generation on the voltage support capability is discussed in detail in Subsection 5.1.4.

Autumn
During the autumn period, the proposed control strategy can provide voltage support in a similar fashion
to the base case. Bus voltages are kept between 0.95 and 1.05 p.u. while SOC profiles are maintained
between their maximum and minimum limits as shown in Figure 5.8a and 5.8c, respectively. This sim-
ilar performance between the two cases is because of their comparable mismatch profile. Their only
difference is that in the week taken for autumn, there are days where the positive mismatch is close to
zero. Nonetheless, their magnitude of peak generation in the rest of the week is similar at around 9 kW.

One important note from the simulation provided in this work is that the mismatch profile of the autumn
period is taken while assuming the middle of autumn as an average representative. In reality, the
mismatch profile will vary depending on the day and month of the season as well as the data source.
For example, If the mismatch profile is taken from the early period of autumn such as September, the
results will resemble the base case more. Conversely, if the later month of autumn is used, the results
will be closer to that of the winter period.
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Figure 5.8: Proposed control in autumn period: (a) Voltage, (b) Power, and (c) SOC profiles. The general behavior of the
BESSs is similar to the base case.

5.1.4. BESS Under Varying PV Penetration
The last test for the proposed control involves two variations of PV generation in the network. The first
variation involves adding 10% more PV to the base case, while the second adds 25% more. Figure 5.9
depicts the voltage, power, and utilization factor profiles from a one-week simulation when 10% PV is
added, while Figure 5.10 shows the profiles under 25% addition with respect to the base case.

Generally, adding more PV generation speeds up the charging of BESSs due to higher generation
peak values and longer periods of positive mismatch. Higher peaks lead to more power required to be
absorbed by the BESSs, which consequently increases the possibility of overvoltage. Meanwhile, the
likeliness of undervoltage decrease due to the large reserve of energy that the BESSs store during the
day. Details of this behavior can be observed from the following case-by-case description.

+10% Addition
Although small changes can be observed compared to the base case, adding 10% PV generation with
respect to the base case poses a small risk of compromising the proposed control and BESSs voltage
support capability during peak generation periods. This risk owes to the limited capacity of the BESS
to absorb power if overvoltage were to happen. As seen in Figure 5.9c the BESSs are charged to their
maximum SOC limit of 90% on the third day of simulation. Supposedly, any higher positive mismatch
would cause voltage violation. However, the maximum SOC limit is only reached after the peaks that
would otherwise cause an overvoltage have settled down.

Contrary to operation during peak generation periods, operation of BESSs in supporting voltage during
peak demand presents no problem. For example, as seen inside the detailed view in Figure 5.9c the
BESSs are only depleted by a little more than 10% to provide voltage support during the peak demand
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Figure 5.9: Proposed control with +10% PV w.r.t base case: (a) Voltage, (b) Power, and (c) SOC profiles. The BESSs hit their
charging limit at the end of the second day. Moreover, The SOC controller works to maintain the BESSs’ charge as

period. Moreover, the remaining SOCs after providing voltage support are far from their minimum limit
of 10%. Consequently, the BESSs have large reserves of energy to prevent undervoltage. Following
voltage support, SOC control takes place to maintain the BESSs’ charge at 50 to 55% by discharging
the abundant stored energy as shown by the voltage control slope.

+25% Addition
When power generated from PV is further added to +25% with respect to the base case, BESSs are
only able to provide partial voltage support during peak generation periods. In more detail, voltage
jumps can be observed in the first three days of the simulation as depicted in Figure 5.10a. During the
peak period of the first day, the voltage in bus 18 is measured at a little over 1.08 p.u. Meanwhile, the
measurement on the second and third day has similar values to the first day.

The jump is mainly caused by the inability of BESSs to absorb excess generation. Figure 5.10c shows
this inability as the BESSs reach their maximum capacity of 90% SOC around the same time as the
peak generation. Due to the inherent characteristic of the BESSs, the charging power is immediately
cut off resulting in the jumps.

Despite experiencing voltage jumps during the peak generation period, the voltage support capability
of the BESSs during peak demand periods remains unchanged compared to the base case. Moreover,
the capability matches that of the +10% PV case because both cases have excess PV. Besides, the
BESSs’ charges are far from its minimum SOC limit of 10% throughout the simulation.

From these two cases, it can be implied that the inability of BESSs to support voltage at a high PV
penetration boils down to its lack of capacity. A simple solution to prevent it is for the BESSs to be
sized larger; thus, allowing more energy to be absorbed in peak generation periods. Alternatively,
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Figure 5.10: Proposed control with +25% PV w.r.t base case: (a) Voltage, (b) Power, and (c) SOC profiles. The BESSs hit their
charging limit at the end of the second day.

reactive power control and PV curtailment can be used in combination with the BESSs to cater to large
peaks. The idea of curtailment is that the power production is cut down from the PV; therefore, less
power is being injected into the grid. Lastly, although not considered in this work, a combination of the
proposed voltage control method with EV smart charging can be implemented. EVs are essentially
distributed batteries with similar capacity range to residential-scale BESSs, but with the possibility to
be moved around. Coordinating the charging time and power of these EVs can also help alleviate
overvoltage in LV distribution network.

5.2. Battery Lifetime Estimation
Besides behavior evaluations of the proposed control strategy, its effect on battery lifetime is also in-
vestigated. BESS18, being the battery located in the bus under the most severe voltage violation, is
used as a representative for the worst-case scenario. Using the methods presented in Chapter 4 the
battery lifetime of BESS18 based on four stress factors is estimated.

Generally, there is no significant effect on the battery’s maximum capacity when using the proposed
control strategy. This can be observed in Figure 5.11 where only a small and linear decline is present
in the battery’s maximum capacity over one simulation year from 104.23 Ah to 103.23 Ah. In percent-
age terms, this corresponds to a 0.95% loss with respect to its initial maximum capacity. To illustrate
the significance of the capacity loss, end of life capacity for a battery is usually defined as 80% of its
beginning-of-life capacity. If the capacity calculation were to be extrapolated, the battery would still
be available for approximately 20 years. On a side note, there is a small difference in the battery’s
maximum capacity presented here and in Chapter 4 due to the parametrization process before the
simulation.
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Figure 5.11: Maximum battery capacity in Ah (one-year simulation).
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Figure 5.12: Battery current in C-rate (one-week simulation). A positive value indicates discharging while a negative value
indicates charging.

Is important to note that the lifetime estimation is a result of a synthetic cycling profile. That cycling
profile takes the worst operating condition of a real profile as its parameters. Moreover, there are more
cycles in a day when using the synthetic profile. With that in mind, the real cycling profile would theo-
retically result in longer life because it imposes less stress on the battery.

One main factor that causes the maximum capacity loss to be small is the small current drawn or in-
jected into the battery. This is depicted in Figure 5.12, where the maximum discharging current and
maximum charging current is approximately 0.1 C and 0.06 C (corresponding to a maximum capacity
of 100.8 Ah). As already explained in Section 4.6, a large current magnitude results in a great capacity
fade, and conversely, small current yields a small capacity fade [70]. Compared to the battery manu-
facturer’s testing current of 3 A (1.25 C) in charge mode and 20 A (8.3 C) in discharge mode at a cell
level, the simulated charge and discharge current is only a fraction.

Besides small current magnitude, small capacity fade is also a result of a small depth of discharge.
Looking back at the weekly SOC profile in Figure 5.4a, the battery is only operated on a narrow SOC
range of 43 to 77%; thus corresponding to a depth of discharge of 34%. To complement the DOD
observation, the number of equivalent cycles should also be into account, which in the simulation is
shown to be 111 after one year as seen in Figure 5.13. For comparison, the ANR26650M1-B cell used
in this work is expected to be able to carry out more than 1400 cycles before its end-of-life capacity
when operated under 100% depth of discharge. The depth of discharge and the number of equivalent
cycles from the simulation are only a fraction compared to the manufacturer’s specification and hence
the small capacity fade result.
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Figure 5.13: Number of equivalent cycles (one-year simulation).

Despite the cycling effects from the proposed control strategy being known to be small, the effect of
calendar aging is not investigated in this work. As indicated in Chapter 1 this work focuses on the effect
of cycling on battery lifetime; thus, calendar aging is omitted. However, the battery’s operating current
is found to be low, so it is important to consider the aging of batteries when in idle condition. For context,
LFP-type batteries generally exhibit 3-5% fade relative to their initial maximum capacity after a year of
idleness at 25◦C [80], [81], [82]. This implies the calendar effect might be more substantial than the
cycling effect in the types of operations presented in this work.

5.3. Results Summary
To close this chapter, the important takeaways from simulating the proposed control strategy and its
effect on battery lifetime are presented in Table 5.2.

Table 5.2: Key points of simulation results.

Voltage support behavior
Case study Battery SOC (%) Voltage support
Base Uniform SOC throughout simulation 0.95 - 1.05 p.u. limits obeyed
SOC variation Battery SOC converge to a uniform value -
Season variation Generally declining in winter Limited support in winter
PV variation Maximum SOC limit reached on +25% PV Overvoltage on +25% PV

Lifetime estimation
Maximum capacity Small decline (0.95%/year)
Battery current Small with respect to manufacturer specification (0.15 C and -0.06 C)
Depth of discharge 34% compared to manufacturer testing at 100%
Equivalent cycle A fraction compared to manufacturer specification (110 cycles/year)



6
Conclusion

In this work, a distributed control strategy for residential BESS which aims to provide voltage support
has been formulated. The proposed strategy has been tested in a MATLAB/Simulink simulation of an
LV distribution network under variations of case studies. Furthermore, insights into the battery lifetime
when using the proposed strategy have been made.

Conclusive remarks of this work answer four research sub-questions presented in the introduction:

1. How is the voltage behavior of an LV network under high PV penetration?
2. How does the proposed distributed BESS control strategy affect the voltage performance

of an LV network?
3. How is the control behavior of the proposed strategy when performing voltage support?
4. How does the proposed control strategy affect battery lifetime?

In an LV network with high PV penetration, the voltage rises or drops proportionally to the power mis-
match and can violate limits during peak periods. Overvoltage can occur during peak generation peri-
ods and conversely, undervoltage occurs in peak demand periods. Moreover, voltage violation is more
severe in buses that are further from the MV/LV transformer. This is a result of the impedance of a line
leading to a bus becoming larger as they span further away from the transformer. As the impedance
becomes larger, so does the voltage difference measured between the transformer and the bus ac-
cording to Equation 2.9.

The proposed control strategy can provide voltage support in an LV network. In more detail, the con-
trol strategy commands the BESSs in the LV network to absorb or inject power in the case of a large
mismatch. Furthermore, the voltage support burden is shared among the BESSs to prevent dispropor-
tionate contributions using the consensus controller. Additionally, the proposed control strategy works
over an extended period of time owing to the help of an SOC controller to maintain the BESSs at a
certain SOC level.

The proposed strategy has also been tested against various operating conditions. Under extreme initial
SOC variation, the proposed strategy allows the BESSs to share their voltage support burden in the
case of one BESS being unavailable. Additionally, it also allows the different BESS SOCs to converge
with the help of an SOC controller. Regarding PV variations, the addition of PV generation speeds up
the charging of BESS due to more power, and thus larger battery capacity might be required to prevent
early saturation. As for season change, the proposed strategy can work during the transitory season
but can only partially support voltage in winter as very few charging windows from positive mismatch are
present. A scheduled charging might be added to the proposed strategy to overcome this shortcoming.

Concerning battery lifetime, there is a small effect from the proposed strategy’s cycling profile. Only a
slight capacity fade of 0.95% over one year is observed when using the proposed strategy under the
base case. This stems from the small operating current of the BESS when performing voltage support

43
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under the proposed strategy. In addition to the small operating current, the small DOD from using the
strategy also plays a role. Besides, calendar aging must also be taken into account due to the small
operating current.

Answers to the research sub-questions help answer the main research question:

How can residential-scale BESSs be controlled in a distributed manner to regulate voltage in a
low-voltage distribution network under high PV penetration while evaluating their battery life-
time characteristic?

All in all, a distributed control strategy that can regulate voltage in an LV network with high PV pene-
tration has been made and tested. The strategy works in most of the test cases of varying initial SOC,
PV penetration, and season change and is able to support voltage under an extended period of time.
The resulting battery degradation from the proposed strategy is small as the BESSs are only exposed
to small currents and small DOD.

6.1. Future Works
There are research gaps in the area of distributed control of BESSs, which have not been investigated
due to the scope or time constraints of this work. To make further improvements from this work, several
areas can be explored as follows:

1. Method to optimize communication network topology considering line losses:
In the presented study, a communication network with a line topology connects all the BESSs to
allow burden sharing. The contribution of each BESS is equally shared without considering the
line loadings and losses. A method can be formulated to optimize the communication network
topology and grouping of BESSs to minimize losses and congestion.

2. Combination of distributed control with a scheduled charging/discharging strategy:
During the winter period, the proposed control was shown to be less effective due to less avail-
able sunlight. To combat this shortcoming, a scheduled charging/discharging strategy based on
predictive methods on top of the proposed strategy is worth exploring.

3. Effect of calendar aging on BESSs:
The lifetime evaluation in this work focuses on cyclic aging. However, the resulting cycling profiles
from using the proposed strategy were found to be small, even with a synthetic, regular cycling
profile due to its low operating current and narrow depth of discharge. To gain more insight into
the degradation of batteries used in voltage support, an investigation into the calendar aging ef-
fects of the batteries is a possible direction.

4. Techno-economic analysis with respect to the estimated lifetime of the batteries and in-
centive mechanism:
With insights into battery lifetime, a techno-economic analysis can be performed to investigate the
feasibility of using BESSs in the presented manner and compare it to other use cases. Further-
more, the optimization of line losses mentioned in the first recommendation can also be translated
into monetary terms.

5. Applications on electric vehicles and battery swapping stations:
In some ways, electric vehicles and battery swapping stations are similar to residential BESSs
as they are generally connected to LV networks and have the same range of capacity and power.
The difference is that there are uncertainties associated with their available capacities as they are
moved around and the charging behavior of consumers is challenging to predict. The technical
feasibility of coordinating these storage assets for voltage support is worth investigating as their
numbers are expected to increase in the future.
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A
Utilization Factor Calculation

In this appendix, the Simulink representations of the proposed control strategy are illustrated. As indi-
cated in Chapter 3, the control is divided into local control, consensus control, and SOC control. An
overview of the proposed control is depicted in Figure A.1 while detailed views of each control part are
presented in Figure A.2 and A.3. In addition to the block diagrams, the source code to represent the
consensus algorithm is listed in Listing A.1

Listing A.1: Consensus Algorithm Source code
1 % Consensus Algorithm
2 % This code takes in the local utilization factors u15,u11,u16,u17,u18
3 % and calculates the average of the factors.
4 % The parameter maxiter indicates the number of iterations allowed before proceeding into the

next simulation step in the quasi-static load flow simulation.
5 % Epsilon indicates the step size when calculating the consensus value
6

7 function [ucon15, ucon11, ucon16, ucon17, ucon18] = fcn(u15,u11,u16,u17,u18,maxiter,epsilon)
8

9 for iter = 1:maxiter %maxiter indicates the number of iterations allowed in a sample
10

11 temp15 = u15 + epsilon*((u11-u15)); %u15 is neighbor u11
12 temp11 = u11 + epsilon*((u15-u11)+(u16-u11)); %u11 is neighbor to u15 and u16
13 temp16 = u16 + epsilon*((u11-u16)+(u17-u16)); %u16 is neighbor to u11 and u17
14 temp17 = u17 + epsilon*((u16-u17)+(u18-u17)); %u17 is neighbor to u16 and u18
15 temp18 = u18 + epsilon*((u17-u18)); %u18 is only neighbor to u17
16

17

18 u15 = temp15;
19 u11 = temp11;
20 u16 = temp16;
21 u17 = temp17;
22 u18 = temp18;
23

24 end
25 ucon15 = u15;
26 ucon11 = u11;
27 ucon16 = u16;
28 ucon17 = u17;
29 ucon18 = u18;
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B
Simulation Parameters

This appendix presents the parameters used when setting up the simulation presented in 4. Parameters
for the MV/LV transformer and the network lines are presented in Table B.1, and B.2, respectively.

Table B.1: Transformer specification of the modified CIGRE LV test feeder.

Specification Value
MV Voltage 20 kV
Short-Circuit Level 100 MVA
X/R 1
MV/LV Transformer rating 500 kVA
Primary Voltage 20 kV
Secondary Voltage 0.4 kV
Rr 0.01 p.u.
Xr 0.04 p.u.

Table B.2: Line parameter of the modified CIGRE LV Network.

Line Name From Bus To Bus Length (km) R(Ω/km) X(Ω/km)
Line R1-R2 1 2

0.08

0.549 0.0832

Line R2-R3 2 3
Line R3-R4 3 4
Line R4-R5 4 5
Line R5-R6 5 6
Line R6-R7 6 7
Line R7-R8 7 8
Line R8-R9 8 9
Line R9-R10 9 10
Line R3-R11 3 11

0.822 0.0847

Line R4-R12 4 12
Line R12-R13 12 13
Line R13-R14 13 14
Line R14-R15 14 15
Line R6-R16 6 16
Line R9-R17 9 17
Line R10-R18 10 18
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C
Cell Specification

The battery cell used in this work is presented in detail in this appendix. The cell has a wide range
of use from grid applications to transportation solutions. The following datasheet is given by the cell
manufacturer.
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Nanophosphate® High Power Lithium Ion Cell
ANR26650M1-B

©2012 A123 Systems, Inc. All rights reserved.www.a123systems.com
MD100113-02

Applications

COMMERCIAL SOLUTIONS
Advanced lead acid replacement batteries for:
+ Datacenter UPS
+ Telecom backup
+ IT backup
+ Autonomously guided vehicles (AGVs)
+ Industrial robotics and material handling equipment

 
GOVERNMENT SOLUTIONS
+ Military vehicles
+ Military power grids
+ Soldier power
+ Directed energy 

GRID SOLUTIONS

+ Frequency regulation
+ Renewables integration
+ Reserve capacity
+ Transmission and distribution
 
TRANSPORTATION SOLUTIONS
Hybrid, plug-in hybrid and electric vehicle battery systems for:
+ Commercial vehicles
+ Off-highway vehicles
+ Passenger vehicles
 

A123’s high-performance Nanophosphate® 
lithium iron phosphate (LiFePO4) battery 
technology delivers high power and energy 
density combined with excellent safety 
performance and extensive life cycling in a 
lighter weight, more compact package. Our cells 
have low capacity loss and impedance growth
over time as well as high usable energy over a 
wide state of charge (SOC) range, allowing our 
systems to meet end-of-life power and energy 
requirements with minimal pack oversizing.

ANR26650M1-B TECHNICAL DATA APPLICATIONS

*  ~200W as measured by A123 modi�ed HPPC Method @ 23°C, 50% SOC, 10 second discharge

Cell Dimensions 

Cell Weight 

Cell Capacity (nominal/minimum) (0.5C Rate)

Voltage (nominal)

Internal Impedance (1kHz AC typical)

Power*

Recommended Standard Charge Method  

Recommended Fast Charge Method to 80% SOC

Maximum Continuous Discharge 

Maximum Pulse Discharge (10 seconds)

Cycle Life at 20A Discharge, 100% DOD 

Operating Temperature

Storage Temperature

26 x 65 mm

76g 

2.5/2.4 Ah

3.3V

6mΩ

2600 W/kg

2.5A to 3.6V CCCV, 60 min 

10A to 3.6V CC, 12 min 

50A

120A

>1,000 cycles 

-30°C to 55°C

-40°C to 60°C 

+ Medical devices
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