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A B S T R A C T

Growing interest in unconventional aircraft designs coupled with miniaturization of electronics and advance-
ments in manufacturing techniques have revived the interest in the use of Sub-scale Flight Testing (SFT) to
study the flight behaviour of full-scale aircraft in the early stages of design process by means of free-flying
sub-scale models. SFT is particularly useful in the study of unconventional aircraft configurations as their
behaviour cannot be reliably predicted based on legacy aircraft designs. In this paper, we survey the evolution
of various design approaches (from 1848 to 2021) used to ensure similitude between a sub-scale model and
its full-scale counterpart, which is an essential requirement to effectively perform SFT. Next, we present an
exhaustive list of existing sub-scale models used in SFT and analyse the key trends in their design approaches,
test-objectives, and applications. From this review, we conclude that the state-of-the-art sub-scale model design
methods available in literature have not been used extensively in practice. Furthermore, we argue that one
sub-scale model is not sufficient to predict the complete flight behaviour of a full-scale aircraft, but a catalog of
tailored sub-scale models is needed to predict full-scale behaviour. An introduction to the development of such
a catalog is presented in this paper, but the development of a formal methodology remains an open challenge.
Establishing an approach to develop and use a SFT catalog of models to predict full-scale aircraft behaviour
will help engineers enhance confidence on their designs and make SFT a viable and attractive testing method
in the early stages of design.
1. Introduction

The scarcity of fossil fuels and the tremendous growth in air-
traffic is a major cause of concern for the aviation industry [1–4].
These concerns must be addressed swiftly and effectively to ensure
sustainable air-travel. Many studies claim that unconventional aircraft
designs, incorporating novel technologies, can offer a solution towards
sustainable air-traffic growth [5–11]. Most of these claims are based
on ‘‘paper’’ designs. Moreover, past experience shows that many de-
signs, once manufactured at full-scale and flight-tested, demonstrated
deficiencies in their flight behaviour, such as stability and control (S&C)
characteristics and handling qualities, which lead to costly rework and
the eventual deterioration of the overall aircraft performance [12,13].
Worryingly, most of these configurations that needed re-design were
not even unconventional designs but derivatives of existing aircraft.

If the aerospace industry needs to shift towards unconventional
configurations, the ability to accurately evaluate the aircraft flight-
behaviour in the early stages of design cycle is essential not only
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E-mail address: A.Rajukulkarni@tudelft.nl (A. Raju Kulkarni).

1 Researcher.
2 The model has its own power-plant and is not supported by stings, tethers or ground vehicles such as cars and trucks.

to prevent costly last-minute rework but to assess their viability too.
Flight testing of a prototype (the physical device or system for which
the predictions are to be made i.e., a full-scale aircraft in aerospace
applications) is the best way to ascertain the flight behaviour of a
radical aircraft design [14]. However, the cost of manufacturing a
prototype is estimated to be in the order of 300%–800% of the market
price of aircraft currently in operation [15,16], which would make
full-scale flight testing economically unviable.

In the past, as an alternative to unaffordable full-scale aircraft, sub-
scale models have been used for flight testing (refer to Section 3 for
historical review). These ‘‘models’’ are physical devices or systems that
feature similarities to the full-scale prototype such that observations on their
behaviour may be used to predict the performance of (some aspects of) the
prototype [14].

Scaled models are commonly used by companies and research
groups to understand the behaviour of a prototype. In aerospace in-
dustry, scaled models are used in different phases of the aircraft design
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Fig. 1. Growth in the number of SFT models reported in the literature since 1970 and the reduction in the size of the SFT model after 2005.
process, such as wind-tunnel testing, drop-testing and flight testing with
the intent to predict and assess different aspects of the full scale aircraft
behaviour (details in Section 2). In most literature and this paper, flight
testing performed in open atmosphere with powered2 sub-scale aircraft
models is referred to as Sub-scale flight testing (SFT) [17–19]. These
smaller models can be manufactured quickly and at a fraction of the
cost of the prototype. Besides, the risk of performing experiments with
such models is much lower than the full-scale aircraft.

The literature reviewed for this paper indicates that SFT has been
used in a wide-range of flight tests to study dynamic stability, control
characteristics, effect of novel technologies on flight behaviour, effect
of power-plant on landing and take-off distance, systems integration
feasibility and as a proof-of concept for unconventional designs.

The first reported SFT dates back to 1970 but more than 90%
of the reviewed SFTs have been performed after 2005 (Fig. 1). The
tests performed before 2005 involved the construction of large models
whose size ranged between 30% and 50% of the full-scale aircraft.
Such large models (typically span size larger than 4m) were needed
to accommodate the large components and measuring devices nec-
essary for testing. Early tests were expensive and therefore limited
to well funded research organizations and large commercial entities
such as National Aeronautics and Space Administration (NASA), Airbus,
Boeing, Lockheed Martin etc.

The sharp increase in SFT after 2001 can be attributed to four
main factors, namely, (i) miniaturization and improved performance
of electronics, (ii) increased affordability of electronics, (iii) availability
and affordability of Commercial Off The Shelf components (COTS) such
as landing gear, ducted fans, small jet engines, pressure probes, (iv)
surge in Advanced Air Mobility (AAM) and (v) increased use of rapid
prototyping techniques. The impact of these developments on SFT will
be discussed in detail in Section 3.

The miniaturization of electronics and COTS components in the
recent years has opened up avenues for sub-scale model designs whose
size can now vary over a range from 50 cm span (with micro-
measurement devices) to over 4m (with powerful yet small jet or
lectric engines) [20–23]. This opens new regions of sub-scale model
esign space which can be exploited to diversify SFT applications.
oreover, the reduction in the cost of equipment used in SFT has

llowed the larger scientific and engineering community to perform
FT. As a consequence of these developments interest in SFT has grown.

Yet, the role and the actual value of SFT in the overall aircraft
esign process remains unclear. This is primarily due to the limited
vailability of dedicated literature. Chambers [24] provides a broad and
on-technical monograph on tests conducted using sub-scale models at
ASA until 2013. Wolowicz et al. [25] provide a generalized treatment
2

f sub-scale model design methods using governing equations without
addressing the challenges of SFT model design. Bushnell [26] dis-
cusses scaling of wind-tunnel models to primarily support aerodynamic
testing. Several other review papers provide sub-scale model design
approach as a side-note to another primary topic [27,28]. For exam-
ple, Coutinho et al. [27] focused their review on scaling models for
structural testing. Casaburo et al. [28] extend the review of Coutinho
et al. with additional articles on structural sub-scale model testing
in the intervening period (2016–2019). Recently, Sobron et al. [29]
have published a review paper that mainly focuses on the practical
challenges (such as planning and execution of flight test, data analysis,
operational constraints) in performing SFT.

Apart from these publications, a comprehensive review of the role
of SFT in the overall aircraft design cycle, developments and challenges
in SFT model design and a well-formalized methodology to support the
design of future SFT models is missing. The objective of this paper is
to fill this gap by providing an up-to-date review of current trends and
emerging methods in SFT model design and to support aircraft design
teams.

To this purpose, we address five main aspects of SFT and its model
design:

1. The comparison of SFT with other computational and exper-
imental testing methods to identify unique features of SFT,
which can be exploited to improve the aircraft design process
(Section 2)

2. All the sub-scale aircraft models that have been realized till date,
their key design features, and interesting trends (Section 3)

3. The evolution of various aircraft sub-scale model design ap-
proaches and their relative merits and demerits (Section 4)

4. The challenges posed in the integration of sub-scale model de-
sign, manufacturing and flight testing and the potential solutions
based on literature survey (Section 5)

5. The non-technical barriers impeding the widespread use of SFT
(Section 6)

Finally, we summarize our findings and offer concluding remarks on
the review of sub-scale model designs and their design approaches
(Section 7).

2. Positioning SFT in the aircraft design process

In this section, we discuss the capabilities and application of dif-
ferent testing methods employed in the design of an aircraft. Many of
these testing methods (such as wind-tunnel testing, material testing)
have been used for a long time to evaluate the in-flight behaviour and
performance of a design. Discussing the relative merits and limitations
of various testing methods helps in understanding the potential of SFT

and to pin-point the key stages in the aircraft design process where
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Fig. 2. Methodology to estimate flight dynamics behaviour using computational simulation or ground based testing (discussed in Section 2.1.2.1) by studying the aircraft behaviour
per discipline and then combining the disciplinary analysis using a flight-dynamics tool box.
SFT can offer most benefits. In addition, we classify different testing
methods based on the test objective and position them within a typical
design life-cycle of an aircraft.

2.1. Testing techniques in aircraft design process

In most literature, the value and benefits of performing SFT vis-
à-vis other testing methods have not been discussed. Computational
simulation, experimental simulations using sub-scale models (includ-
ing ground-based testing methods such as wind-tunnel testing, impact
testing, etc.) and full-scale flight testing are the three main testing
methods. However, full-scale flight testing is impractical in the concep-
tual and preliminary design stages of an aircraft. Therefore, we limit
the discussion to computational and experimental simulations in this
section.

2.1.1. Computational simulation
Computational simulation uses software to analyse the behaviour

of a prototype. Software such as Computational Fluid Dynamics (CFD),
Finite Element Methods (FEM), Multi-body Dynamics (MBD) etc. help
predict the flight behaviour of an aircraft [30–32]. Such methods
typically discretize a complex geometry into a sub-set of simpler geo-
metrical entities (such as quadrilateral and triangular faces) and apply
governing equations to each discrete entity to predict the aircraft
behaviour. The discrepancies introduced by discretization, the assump-
tions and approximation in the governing equations used in the simula-
tion and the numerical noise, all together, lead to errors in the predicted
results [33,34].

Very fine discretization with higher order governing equations can
alleviate these inaccuracies, but significantly increases the computa-
tional cost, rendering the use of such simulations untenable in the
conceptual and preliminary design stages, when many different aircraft
configurations and variants need to be investigated. For example, in
Direct Numerical Simulation (DNS), one of the most accurate CFD
simulation technique, the computational effort scales with the third
power of Reynolds number, which typically ranges from 5 to 30 million
depending on aircraft size and operating conditions. On the other hand,
most numerical methods based on lower order and semi-empirical
equations are predominantly developed and validated for conventional
designs. Thus, their applicability to unconventional aircraft designs is
unclear.

Aircraft design is a typical multidisciplinary problem. However,
many computational methods are generally used for mono-disciplinary
analysis. For example, CFD is used to study aerodynamics and FEM
is used for structural analysis. Thus, designers are faced with the
task of combining multiple disciplinary results to estimate the design
behaviour such as the study of flight dynamics or aeroelasticity. In the
3

process, the errors, assumptions and uncertainties in each of these disci-
plinary analyses may propagate downstream in design process and lead
to erroneous conclusions about a prototype’s behaviour. For example,
in the estimation of aircraft flight dynamic behaviour, different types
of disciplinary data (aerodynamic, weight and balance, propulsion etc.)
must be provided to a flight-dynamics toolbox (Fig. 2). However, the in-
accuracies in these disciplinary analyses can result in cases where stable
designs are deemed unstable and vice-versa. To prevent this, engineers
need to acquire clear understanding of the capabilities and limitations
of their computational simulations by validating computational results
with experimental simulations.

2.1.2. Experimental simulation
As discussed in Section 1, sub-scale aircraft models can be employed

to study the behaviour of the full-scale aircraft [18,24,25,35,36]. These
smaller models can be manufactured quickly and at a fraction of the
cost of the prototype (typically less than 0.01% of the market price
of an aircraft depending on the test [16,29,37–40]). Moreover, the
risk of performing experiments with such models is much lower than
the full-scale aircraft. Sub-scale models can either be used in ground-
based facilities or for free-flight tests (see Fig. 3). Irrespective of the
type of tests, the results of experimental simulations performed using
sub-scale models must be scaled-up. Scaling-up the model test results
involves correcting all the discrepancies that occur in the simulation of
prototype behaviour due to the differences in the size, shape and mass
of prototype and model. These discrepancies are known as scale-effects.
A detailed treatment of scale effects and different methods to address
them is provided Section 4.

2.1.2.1. Ground based testing. Ground-based tests are performed in
large facilities (such as wind-tunnels, material testing laboratories and
(aero-) engine test rigs [41–44]) that simulate the prototype operating
environment artificially to extract high-quality data to predict proto-
type behaviour at specified flight conditions. These facilities enable
better control on the test conditions than free-flight tests, thereby
reducing the uncertainties in the measurements. These tests are mainly
used to obtain a general understanding of the implications of new-
technologies and innovations in design, where, numerical or analytical
methods are unreliable due to the limited knowledge of the underlying
phenomenon (see examples in Table 1) [45,46]. The models used in
these tests are generally intended as proof of concept and do not mimic
a specific full-scale design or vehicle (neither geometry nor in-flight
behaviour). In certain cases, ground based testing is used to simulate
the behaviour of specific vehicle/design [39,47,48]. However, these
testing methods have limited applicability as explained in the following
sections.
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Fig. 3. Classification of testing methods that are based on sub-scale models and their common applications found in the literature [24,28,29].
2.1.2.2. Fixed-model testing. Ground-based Testing is classified into
two sub-groups, namely, fixed-model testing and flight testing inside
wind-tunnels (Section 2.1.2.3). In fixed-model testing, sub-scale models
are attached to the test equipment with rigid supports that limit the
motion of the model. Typical facilities allow one or two degrees of
freedom but the sophisticated testing facilities such as those operated
by NASA and DNW (German Dutch Wind Tunnels) allow up to six
degrees of freedom. Some applications of fixed-model tests are listed in
Fig. 3. Fixed model tests are used to evaluate both static and dynamic
behaviour of a model. Examples of fixed model static tests used in
aircraft design cycle are tabulated in Table 1.

The fixed model testing methods have evolved so much in the last
century that they are able to generate high-quality data [24,25,39,62]
that can be directly used to evaluate the prototype static behaviour. In
addition to these static tests, fixed model tests are also used to perform
dynamic tests. These tests are known as forced dynamic tests as the
models are forced to perform a dynamic manoeuvre using an actua-
tor [39,48,62]. Typically, all dynamic tests that require aerodynamic
forces are performed in the wind-tunnels. These forced dynamic tests
can be divided into two sub-groups as follows:

1. Flight dynamics : involves the study of combined effect of
aerodynamic forces and inertia forces acting on the model (see
Fig. 4). Forced-dynamic tests are used to estimate aerodynamic
derivatives such as the variation of force and moments due
to pitch, roll and yaw rates of the aircraft. The aerodynamic
derivatives are then used with propulsion and weight & balance
database of the aircraft in a flight dynamics model to determine
prototype flight dynamics behaviour as shown in Fig. 2.
This method would work well if the aerodynamic derivatives
predicted using the wind-tunnel testing could be directly used
4

in flight dynamics toolbox. In practice, this is not possible due
to two reasons. First, the motion of the models is forced (in one
or more degrees of freedom as allowed by the testing facility).
As a result, the natural dynamics response of the model is not
studied (see example in Fig. 5). Second, the models are attached
to the wind-tunnel using stings that affect the flow around
the model and thus the aerodynamic forces and moments (see
Fig. 6) [39,64]. If connected at the centre of gravity (CG) they
affect the aircraft aerodynamics and thus the flight dynamics.
In a study performed by NASA with the X-48B model, Vi-
croy [63] found that the effect of the shape of the attachment
sting on the pitching moment of the aircraft is significant. Three
different types of stings were used in the wind-tunnel to deter-
mine the pitching moment coefficient as shown in Fig. 7 and
compared with the (averaged) data obtained from 50 different
flight tests at similar conditions. The 𝑦-axis of the figure is
redacted for confidentiality reasons. However, the scale of the
graph shows that support stings affect both the magnitude and
the trend of pitching moment.
Therefore, the stings are often connected behind the CG to
ensure that the perturbance of the stings on the flow dynamics
is limited. However, this comes with negative consequences. For
example, when pure pitching moment is desired, connecting the
sting behind the CG will also induce plunging motion as a result,
such tests cannot be directly used to predict full-scale aircraft
behaviour [39].
The effect of attachment location on the aerodynamic derivatives
is best illustrated with an in-house study where a RANS simula-
tion of the pitching moment of a swept wing was performed. The
pitching moment was studied about five different attachment
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Table 1
Overview of static testing methods used in ground-based testing.

Test type Description References

Aerodynamic Typically performed using a wind-tunnel. The goal of such tests is to acquire
high-quality data that provides information on the force and moments acting on the
model in different flight conditions (angles of attack, side-slip angles, flight mach
number, movable deflections). In addition, such tests are also used to study the flow
around the model.

[24,40,47–49]

Structural Provide insights into the structural (bending, torsion, fatigue and buckling) strengths
of different components of a model for the first few modes as the scaled model is
stiffer than the full-scale aircraft. Structural engineers gain insights from these tests
to predict full-scale structural behaviour.

[42,50–52]

Propulsion The propulsion tests are classified into two categories:
∙ Isolated tests: to study the performance of engines at different flight conditions

which is usually performed in specific engine test chambers.
∙ Engine integration tests: inclusion of a propulsion unit often modifies the airflow

around the airframe and therefore the associated forces and moments acting on the
model. This is generally studied in wind-tunnel.

[41,46,53–55]

Aeroelastic Study the coupled effect of aerodynamic forces and elastic forces. These aeroelastic
phenomena are shown using Collar’s triangle of forces in Fig. 4.

[56–58]

Aeroacoustics To identify noise sources in an aircraft and quantify their magnitude. Such tests are
typically performed in wind-tunnels using a microphone array. For nuisance effects,
both in-flow microphones and far-field scans are evaluated.

[59–61]
Fig. 4. Collar’s Triangle of Forces showing aeroelastic and flight dynamics phenomena occurring as a consequence of interaction between aerodynamic, elastic and inertial
forces [57]. Tests are performed to study each of these phenomena to ascertain the in-flight behaviour of a design..
Fig. 5. Example comparing a fixed-model testing (degrees of freedom < 5) and free-flight testing. Here, the balance reaction force counteracts the net lift force of the model which
results in zero vertical acceleration, which is not included in the dynamic response. Whereas, in free-flight testing (discussed in Section 2.1.2.4), the effect of non-zero vertical
acceleration is accounted.
5
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Fig. 6. Different test rigs available at DNW’s state of the art wind-tunnels to perform forced dynamic motions, where, the stings are either far behind the CG (Figure (a) and (c))
or the sting perturbs the flow-field (Figure (b)) affecting the prototype behaviour estimation [39,48].
Fig. 7. The variation of moment coefficient with respect to angle of attack tested at Reynolds number of 6 million when three differently shaped stings are used and compared
with a free-flight test model [63].
points as shown in Fig. 8. The motion of the root section of the
wing at different time instances for these attachment points is
depicted in Fig. 9.
Consequently, the movement of the attachment point changes
the static and dynamic derivatives used in estimating the flight-
dynamics behaviour. The longitudinal derivatives for different
locations of attachment point are as shown in Fig. 10. The graph
shows that the static derivatives 𝐶𝑀𝛼

(moment derivative with
respect to angle of attack) changes by 10% when the attachment
point is moved from leading-edge to the trailing edge of the wing
and 𝐶𝑍𝛼

(z-force derivative with respect to angle of attack) by
0.5%. However, the dynamic derivatives 𝐶 + 𝐶 (moment
6

𝑀𝑞 𝑀�̇�
derivative with respect to rotation rate and rate of change of
angle of attack) change by nearly 35% and 𝐶𝑍𝑞

+ 𝐶𝑍�̇�
(z-force

derivative with respect to rotation rate and rate of change of
angle of attack) change by 110%. Thus, the impact of attach-
ment location on dynamic derivatives is much more significant
than the static derivatives. It is important to note that these
results only depict the situation of a single-wing simulation. The
changes in the moment derivatives due to shift in attachment
point of a full aircraft is expected to be higher due to larger
moment arm.
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Fig. 8. Geometry of the model used in RANS simulation to evaluate the effect of five different attachment location on aerodynamic derivatives.
Fig. 9. Motion of root section of the wing at different time instances where the attachment point is at (a) leading-edge of the section, (b) quarter-chord of the section, (c) half-chord
of the section, (d) three-quarter chord of the root section and (e) trailing-edge of the section.
Although the 6 degrees of freedom wind tunnels [39,48] are
capable of complex simultaneous multi-axes motions and sin-
gle axis constant amplitude and frequency sinusoidal motions,
they can only solve the first challenge of degrees of freedom.
The challenge associated with sting attachment induced effect
persists.

2. Aeroelasticity : involves the study of combined effect of aero-
dynamic, inertial and elastic forces on the model as shown in
Fig. 4 (e.g., buffet, flutter and dynamic response). These critical
aeroelastic conditions can be found by observing either the free
oscillation of the structure following an initial disturbance or by
the response of the structure to an external periodic excitation.
In the former method, the airspeed is increased until a main-
tained oscillation of a specific amplitude occurs. In the latter
method, one or several exciters (eccentric rotating masses, air-
pulse exciter, etc.) are used to excite the oscillation. At each
airspeed, the amplitude response is recorded for varying exciter
frequencies. The critical condition is found when the amplifica-
tion becomes very large [56]. Forced dynamic testing is often
used to determine the optimum location of engines or external
fuel tanks. It has also become clear [56] that rigid body degrees
7

of freedom (i.e., translation and rotation of the aeroplane as a
whole) have an influence on the flutter of swept wings and tails.
However, it is impractical to allow all the degrees of freedom
corresponding to free flight conditions in a wind-tunnel. Thus,
engineers simplify the problem by separating the constituent
motion of the aeroplane in the symmetric and asymmetric types
and examining them separately.

2.1.2.3. Flight testing in wind-tunnels. In order to overcome the chal-
lenges in forced dynamic testing, engineers have moved towards indoor
(wind-tunnel) flying sub-scale models. Tests that allow free-flight of
sub-scale models inside the wind-tunnels are known as indoor-model
flight tests. Here, the models perform free motions in the available
space (i.e., the models have all six degrees of freedom). Spin tests, ver-
tical drop tests, and hover tests performed in wind-tunnel are examples
of indoor-model flight testing [65–67]. Most of these tests are not truly
free-flight tests because they use strings to prevent damage to the model
and the facility. However, it has been found that such string supports
tend to alter the dynamic behaviour of the model too [24,64].

The specifications and the capabilities of the test-facility determine
the size of the model, the test-conditions, and the manoeuvres that
can be performed. As per estimates by Owens et al. [62], for free-
flight tests in wind-tunnel, the largest model dimension should be
1∕5th of the wind-tunnel length to ensure sufficient manoeuvring space.
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Fig. 10. Variation of longitudinal aerodynamic derivatives at different attachment locations shown in Fig. 8.
onsequently, the models end up being so small (typically less than 1m)
that they are prone to significant scale-effects (details in Section 3).

Thus, the constraints imposed by the test-facility either prevent
large models from performing the full-range of motions necessary to
study the prototype behaviour or demand the use of smaller models,
thereby leading to scale effects. Notable exceptions are the very large
wind-tunnels operated by NASA and DNW, which can house sufficiently
large models to prevent scale effects [39,48,62].

These state of the art ground-based testing facilities offer better
control over the test conditions than smaller wind-tunnels and free-
flight testing methods, which reduces uncertainties in the measure-
ments. Additionally, ground-based measurement equipment potentially
have higher sensitivity, which ensures better resolution of model out-
put (i.e., they are more accurate). However, even these state of the
art methods have technical limitations as described in the preceding
paragraphs. Besides, the increased control on the test conditions and
improved accuracy of measurement comes at a cost. In addition to
the cost of the model, per-day cost of these facilities can run into
thousands of euros, where, a test-campaign generally ranges from 2–3
weeks. Moreover, the waiting time to access such scarce test facilities
can stretch to months. To overcome these limitations, free-flight testing
has been used an alternative.

2.1.2.4. Free-flight testing. In free-flight testing, experiments are car-
ried out in open atmosphere with all the measurement apparatus inside
the model. Free flight testing always provides 6 degrees of freedom,
which allows the study of the coupled effect of all forces acting on
the model. This feature is the reason why free-flight testing is es-
pecially used to study the dynamics of aircraft model. Furthermore,
unlike ground based testing or computational simulation, there is no
need to combine the results of individual disciplinary analyses, as the
relationship between the tightly coupled disciplines is directly mani-
fested in its flight behaviour. For example, unlike the process shown
in Fig. 2, the flight dynamics behaviour of the sub-scale model can
8

be directly evaluated during a free-flight test, as shown in Fig. 11.
The flight dynamics response is a coupled reaction to aerodynamic,
inertia and elastic forces acting on the model. In addition, these results
can be further analysed using an appropriate system identification
process to arrive at disciplinary data that can be used to validate other
experimental or computational methods [68,69].

2.1.2.5. Drop-model testing. Free-flight tests are classified into drop-
model tests and powered-model flight tests as shown in Fig. 3. In drop
tests, the model is launched into the atmosphere with external aids such
as launchers (ground-based or rocket) or dropped from another aircraft
or helicopter [70–72].

Until 2000, drop-model testing was the preferred free-flight testing
method because miniature equipment (such as flight control system,
compact propulsion system, radio-controlled actuators, etc. suitable for
sub-scale model) was not available in the market and most well-funded
research organizations like NASA (which were predominantly involved
in past free-flight tests) had easy access to drop/launch vehicle. At
the same time, the need of expensive drop/launch equipment is the
main reason this testing approach is scarcely employed. Moreover, this
testing method ignores the effect of airframe/propulsion integration
which can be a relevant contributor to the model behaviour. To over-
come these challenges, powered models are used, as discussed in the
following section.

2.1.2.6. Sub-scale Flight Testing (SFT). Tests with models that perform
the mission with an on-board power-plant are called SFT [17–19]. Since
SFT does not require a launch equipment, it can be a cost effective
testing approach to study aircraft dynamics. However, fitting all the
measurement equipment, energy source for the power-plant such as
fuel or batteries and the flight control equipment in the limited space
of the model is a challenge in the execution of SFT. As discussed in
Section 1, in the last decade, the improvements and miniaturization
of electronics and COTS components, complemented by advancements
in rapid prototyping techniques, have opened up avenues to exploit
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Fig. 11. Methodology to estimate flight dynamics behaviour using sub-scale flight testing, where, the coupled effects of aerodynamic and inertial forces are directly manifested in
the model flight dynamics behaviour. Further insights on model’s performance per discipline can be obtained by performing system identification studies.
SFT. For example, with the availability of miniature battery powered
engines, it is possible to have model installations with a wide-range of
thrust over weight ratio, as the weight of the scaled model is much
lower than the full-scale aircraft. Thus, these latest developments offer
engineers the flexibility to perform varied SFTs while still maintaining
the necessary similarity requirements (discussed in Section 4).

Nevertheless, SFT is afflicted by the problem of scale effects like all
sub-scale model experimental testing methods. In addition, engineers
wishing to perform SFT must consider three other factors:

1. The model flies in open atmosphere, which introduces uneven
turbulence, gusts, etc. that affects the model behaviour.

2. The model needs to be certified by competent authorities before
it can be flown for testing. Certification of models for SFT has
not reached the universality that has been achieved for full-
scale aircraft. Every country has its own set of rules and local
certification authorities to oversee SFT activities. In general,
these authorities assess the potential damage in case of a crash
and check whether the model can safely complete the required
mission. Thus, based on their risk perception, local authorities
can impose restrictions on the model size and test conditions. For
example, in the Netherlands, where the rules are derived from
European regulations for drones [73], SFTs require a certificate
before flight, which are categorized into open (mass < 25 kg),
specified (mass > 25 kg and span < 3m) or certified category
(25 kg < mass < 150 kg and span > 3m). More details can be
found in the Dutch Government website [74].

3. SFT models are completely unsupported. Therefore they must be
able to take off and land (with appropriate consideration for the
required landing gear) and enable the test pilot to fly the test
mission in an accurate and repeatable manner (by accounting
the required model flying qualities) .

These critical considerations determine the very feasibility of SFT and
eventually the accuracy with which full-scale aircraft behaviour and
performance can be predicted. Thus, these factors must be taken in
careful consideration while designing the sub-scale model to ensure
that the actual value of SFT is harnessed.

These issues combined with the limitations imposed by COTS com-
ponents make SFT challenging. For example, the restrictions imposed
by the authorities, combined with the (limited) range of operations
of radio-controlled devices that are typically used in SFT, make the
simulation of the complete mission including transonic cruise impos-
sible. Nevertheless, SFT can be used to study certain parts of the
mission, where all the disciplines are coupled and the results of multiple
SFTs can be used in conjunction with other testing methods to predict
full-scale flight behaviour (Section 5).
9

2.2. Testing methods and the aircraft design process

In the early stages of aircraft life-cycle, several tests must be per-
formed from the conception till first flight to analyse its performance
and in-flight behaviour. These tests consists of physical experiments
or computer-based simulation, as described in the preceding sections.
Each of these tests can be broadly grouped into one of three categories
based on the test objective [24,75,76], namely:

1. Phenomenological tests: these preliminary tests intended to
improve fundamental understanding of the underlying phenom-
ena or evaluate the impact of new technology and innovations
on the prototype behaviour. Such tests are a part of fundamental
research and generally not intended for the evaluation of a
specific prototype design.

2. Demonstrator tests: to provide a proof-of-concept of new de-
signs and novel technologies and to show that different aspects
of the model can be integrated together in flight. These tests are
intended to enhance the confidence of various stakeholders such
as investors, airlines and the general public.

3. Simulation tests: to simulate the full-scale flight behaviour and
draw relevant correlation to prototype flight behaviour. These
tests are intended to evaluate the performance of specific vehicle
design.

This classification of tests is mapped over the key steps in the
development of an aircraft as shown in Fig. 12. Fundamental research,
innovative ideas and advancements in technologies (both in aerospace
industry and the allied fields) trigger the development of a new aircraft
that incorporate these progresses. Typically, such breakthroughs are an
outcome of phenomenological tests. These tests are performed to get a
preliminary understanding of the physics and to estimate the potential
gains from incorporating such developments.

For example, distributed electric propulsion shows promise in im-
proving aircraft performance [11]. However, the aerodynamic interac-
tion between the wing and the propellers is not well understood [46,54,
55]. To improve their understanding, engineers perform a preliminary
test with a (simple) wing and a propeller. The models used for such tests
are not designed based on a specific vehicle but are minimum viable
products to study a specific behaviour.

Ground-based tests are the most used methods for phenomenologi-
cal tests [46,54–56,58]. Although computational simulation is used for
phenomenological testing, they are generally accompanied by ground-
based validation tests to quantify the impact of the underlying as-
sumptions and approximations in the computational simulation [54,
77]. Until the last decade, free-flight testing was not used for phe-
nomenological tests, as the method was considered too expensive for
preliminary studies and the accuracy of measurements from such tests
was insufficient to make pertinent conclusions [24]. This has changed
in the recent years and engineers are employing this method much
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Fig. 12. An overview of different types of test methods and their role in different phases of development of an aircraft from conception till the first full-scale flight.
Table 2
Comparison of different testing methods described in Section 2.1 based on their applicability to different
test objective.

Test-type Ground-based Testing Computer Simulation Sub-scale Flight testing

Phenomenological Tests ✓ ? ✓
Demonstrator Tests ✗ ✓ ✓
Simulation Tests ✓ ? ✓

✓ is Applicable, ✗ is Not applicable and ? is Applicable after validation with other tests
more frequently in phenomenological tests [17,78–80]. Examples are
shown in Section 3.

Since phenomenological tests are based on mono-disciplinary anal-
ysis and the models used in such tests are minimum viable products,
engineers are confronted with two main questions:

1. Are the results of such tests sufficient to evoke the confidence of
stakeholders such as airlines, investors and the general public?

2. Do these (mono-disciplinary) benefits actually translate into
meaningful gains when all the sub-systems are integrated in an
aircraft where multi-disciplinary effects are in action?

In the design of conventional aircraft, these question can be an-
swered by experienced aircraft manufacturers as they are able to es-
timate the impact of phenomenological benefits (determined using
ground-based testing and computational simulation) on the overall
aircraft performance and behaviour based on legacy information. Fur-
thermore, the stakeholders are not sceptical about such improvements
as the topology of the aircraft does not change significantly.

However, in the case of unconventional designs, where legacy in-
formation is missing, demonstrator tests are used by engineers (see
Fig. 12) to enhance the confidence of the stakeholders by demonstrating
the effect of the proposed improvements on the relevant disciplines.
This type of test can be performed using a sub-scale model in free-
flight as they offer a natural environment to perform multi-disciplinary
analysis as explained in Section 2.1. In the last decade, computational
methods have been used to demonstrate multi-disciplinary aircraft sys-
tem integration and are generally called Digital System Models or Dig-
ital Twins [81]. And, to the best of author’s knowledge, ground-based
testing methods have not been used for demonstrator testing.

Once engineers are satisfied with the results of phenomenological
and demonstrator tests, they formalize the set of requirements based
on which the aircraft is designed. Numerous designs, that incorporate
the design requirements and the novel technology that has been studied
using phenomenological tests (see Fig. 12), are proposed at the start of
the design. However, not all designs can be brought into production.
Thus, multiple rounds of trade-off studies are performed, where, every
round reduces the contending designs until a handful of designs remain,
which are evolved, matured and optimized until one design comes out.
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These trade-off studies are based on simulation tests. In the past,
ground-based tests, computer simulations and sub-scale flight tests
have been used for simulation tests and their specific applications
have been listed in Fig. 3. The initial trade-off rounds are generally
based on lower order computer simulations [82,83]. However, as the
design pool becomes smaller, higher order computational methods,
ground-based tests and SFTs are employed [17,24,39,48,64,79,80,84,
85]. Here, the ground-based tests are generally used to perform mono-
disciplinary analysis and the computer simulations and SFT are used
for multi-disciplinary analysis. These higher order analysis can reveal
shortcomings of designs unseen in the early phases of design and
prevent expensive last-minute rework.

Based on the discussion provided in this section, the applicability of
different testing methods per test objective is summarized in Table 2.
Notably, sub-scale flight testing is the only testing method employed
for all three types of tests. The ground-based tests are not used for
demonstrator tests and the computer simulations are generally not
trusted without a validation using sub-scale model test. The possibility
of using SFT in different phases of aircraft development makes it a
useful tool in the aircraft design process. However, owing to the reasons
described in Section 2.1.2.6, the widespread use of SFT has not been
possible. In the following section we summarize the pros and cons of
SFT, based on which, a detailed review of developments in SFT will be
performed and a proposal for future progress in SFT will be made.

2.3. Summary: SFT in aircraft design process

On the basis of what has been discussed so far, the strong points of
SFT, in contrast to other testing methods can be summarized as follows:

1. SFT enhances the accessibility of dynamic testing environment
(for aeroelasticity and flight dynamics) to the larger engineer-
ing community, as it does not require investment is expensive
infrastructure, such as wind tunnels.

2. SFT demonstrates the potential to improve the quality of dy-
namic testing, as no supporting (and perturbing) devices such as
stings and strings are necessary to constrain the model in SFT.
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3. SFT provides a natural setup for simulating aircraft behaviour
that is influenced by multiple disciplines.

4. SFT is a method that can be used for phenomenological tests,
demonstrator tests and simulation tests. It is useful in all phases
of aircraft development, which is not always possible with other
testing methods.

In order to harness these benefits, challenges posed by SFT must be
overcome. The key challenges of SFT can be summarized as follows:

1. SFT is prone to scale-effects, which must be accounted for in the
design of the sub-scale models.

2. compared to other testing methods, SFT poses additional con-
straints in the design phase as engineers must ensure the model
can safely complete the required mission, as the model remains
unsupported for the entire duration of the test.

3. if local authorities impose any constraints on the size and test
conditions of SFT, they must be accounted in the design phase.

4. despite miniaturization of COTS components and electronics,
fitting them within the limited space of a SFT model while
accounting for mass and inertia (discussed further in Section 4)
is a formidable task for the designers.

5. SFT model’s range of operations is largely limited to sub-sonic
conditions.3

6. SFT is performed in open atmosphere which introduces errors
and uncertainties in measurements due to gusts, uneven turbu-
lence, etc.

These challenges can be broadly classified into three categories,
amely, the challenges that affect the multi-disciplinary design of the
ub-scale model (1–5); the challenges posed by the limitations in the
vailable technologies or equipment(5); and those that are inherent to
he testing method (6).

Whilst the practical challenges in performing SFT and the limita-
ions imposed by the equipment and electronics used in SFT are largely
iscussed in literature, the developments and challenges associated
ith the design of sub-scale model are not [29,37,86]. Thus, for the

emainder of this paper, we mainly discuss the challenges associated
ith the multi-disciplinary design of the sub-scale model with relevant

eferences to other practical challenges where necessary. This original
ontribution is one of the main objectives of this paper. In the following
ections, we discuss the past applications of SFT, the design strategies
sed in those tests, the state of the art design methods that are available
oday and how they can be exploited to improve the applicability and
alue of SFT.

. Historical perspective on sub-scale flight testing

In the preceding sections, an overview of the conceptual design
ycle and the role of SFT was provided. In this section we look at key
ilestones in the field of SFT (see Table 3) and review the existing

iterature (in English Language) on SFT models that were manufactured
nd tested. In the process, we also look at developments in allied fields
hat have helped the growth of SFT.

The key milestones in the history of SFT are shown in Table 3.
lthough numerous models were built and flown by hobbyists, which
dded to the aircraft design knowledge base and furthered the under-
tanding of aircraft behaviour, most of the efforts were not recorded
n the literature. The first reference in the literature of the use of SFT
n aircraft design process to simulate full-scale behaviour was done in
979 as part of the HiMAT (Highly Manoeuvrable Aircraft Technology)
rogram by NASA [87–90].

3 This is based on the current limitations imposed by COTS equipment
nd certification authorities. In the future, with sufficient improvements in
echnology and relaxation in certification requirements, miniature models
ight be able fly long distances at transonic and possibly supersonic speeds.
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d

This aircraft was a departure from small balsa wood models, where
44% scaled composite model of a fighter aircraft weighing 450 kg
was used to test aircraft behaviour. The HiMAT model was designed
to reproduce the manoeuvre and pull-up behaviour at high loading
conditions (12 g at sub-sonic and 10 g at supersonic speeds).

Such (large) SFT models, which were built before 2005, were af-
fected by long manufacturing times and high costs. In 1990s, industrial
techniques known as rapid prototyping were developed to manufacture
models quickly at low cost. The materials used in rapid-prototyping in
the 1990s were typically plastics. As a result, the properties and struc-
tural behaviour of the scaled model were markedly different from that
of the prototype. Cho et al. [91] were among the first to develop simi-
larity rules (discussed in Section 4) in manufacturing. These techniques
were quickly adopted in the construction of wind-tunnel models. Chuk
and Thomson [92] compared different manufacturing techniques used
in wind-tunnel model design. However, the models developed using
these methods were limited to testing under low loads as the materials
used in rapid-prototyping were low strength plastics. Casaburo et al.
provides an insight into rapid prototyping techniques used for construc-
tion of models. In the last decade, composite layup and 3D printing of
metals [94] have become popular in model construction, which allows
high loads on model during tests. In the case of SFT, composite layups
and metal 3D printing have been predominantly used since 2005.

The next breakthrough came in the form of miniature models,
i.e., models less than 30% size of the prototype, that were made pos-
sible by the miniaturization of on-board equipment [19,62,95]. These
include miniature turbo-jet engines, landing gear, inertial measurement
units, pneumatic systems, servomotors, etc. Before 2000, these compo-
nents had to be manufactured specially for SFT, which increased the
cost and waiting times for tests.

Today, a large variety of such equipment is available commercially
off-the-shelf [20–23]. Since these components are manufactured in
bulk, their costs have come down significantly. Furthermore, designers
have a large catalogue at their disposal to choose the right equipment
for the test at hand. Finally, a lot of effort also goes into optimizing
the shape, size and weight of such equipment. This improves the
performance of the equipment and consequently enables tests in wider
range of flight conditions such as speed, altitude, angles of attack etc.

At the core of these components lie a set of integrated circuits (ICs)
that are essential to enable communication between the pilot and the
model in flight, power the sensors needed to measure various flight
parameters and store the measured data for further analysis. The size
of these ICs and their mass greatly affect the design of SFT model.
Broadly, the size of an IC is determined by two factors, namely, the
maximum number of transistors that can be fit inside an IC and the
size of each transistor (known as minimum feature size). The review
by Kurzweil [96] shows that there is an exponential drop in the size and
cost of ICs and the storage capabilities of ICs have grown exponentially
(Figs. 13 and 14).

All these developments translated into improvements in the elec-
tronic products used in SFT. For example, micro Secure Digital memory
cards (SD cards), when introduced in 2005, had memory of up to
125 megabytes(mb) [97,98]. This low storage capacity was one of the
bottlenecks in the use of SFT. For example, a typical SFT of 30 min
measuring at 100Hz with aeroprobe (approximately 20 mb), inertial
measurement unit (IMU) (approximately 30 mb) and 10 unsteady
pressure sensors measuring at 50 kHz (approximately 300-500 mb)
urpasses the capabilities of SD card from 2005. Thus, all the measure-
ents cannot be made simultaneously in one SFT. Today, SD cards have

torage capacity of 1 terabyte, while their size has almost remained the
ame. Thus, many more parameters can be measured and stored in a
ingle flight without storage capacity limitations.

Not only has the miniaturization improved the capabilities of dif-
erent devices but it has also enabled tests which were not possible
sing sub-scale models. For example, Bunge et al. [99] installed 16

ifferential pressure sensors on the wings of 1/4 scale PA-18 Super Cub,
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Table 3
Timeline of key milestones in the realization of SFT based on the information available in the literature.

Milestone Year/Inception Date References

Tests with balsa models that have geometrical shape similar to the
prototype (results not recorded in the literature)

pre-1979 –

First SFT model reported in the literature (model having 10m span
and 450 kg mass)

1979 [87–90]

Introduction of rapid prototyping and composite materials in the
manufacture of sub-scale models

1998 [28,91,92]

First miniature SFT model built and tested (span smaller than 4m) 2006 [62]
First computationally scaled model designed and tested 2010 [93]
Fig. 13. Miniaturization of electronics due to exponential increase of number of transistors per integrated circuit (IC) and the reduction in the size of transistors.
Fig. 14. Improvements in cost-effectiveness of electronics.
which proved to be sufficiently accurate. Such in-flight surface pres-
sure measurement capabilities on SFT models were non-existent before
2005. Furthermore, miniature autopilot systems like Pixhawk, which
have come into existence after 2008, have opened up the possibility of
autonomous flight and on-board computer-vision [100]. Such systems
are enabling widespread use of SFT by reducing the pilot effort and
improving the safety of the SFT models.

Another major reason for the surge in SFT models after 2005 is
the increasing prevalence of Unmanned Aerial Systems (now called
Advanced Air Mobility (AAM)), which are smaller (compared to general
aviation aircraft) and cheaper than conventional aircraft [101,102].
These are intended to improve the urban mobility of the future. The
AAM aircraft design process generally includes the flight test of both
sub-scale models and full-scale aircraft, whose size is often comparable
to SFT models of conventional passenger/military aircraft. Thus, the
growing interest in AAM aircraft has also added to the increase in
number of SFTs and resulted in the improvement of SFT components
and design practices.

In the last decade (2010–2020), utilizing these advancements, many
tests have been conducted using varied design approaches, manufac-
turing methods, and test objectives. Tables 4–6 list different sub-scale
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aircraft models that have been recorded in the literature and specif-
ically used for SFT. While these tables present a brief description
of individual tests, the detailed treatment of manufacturing methods,
control-laws, and specifications of on-board equipment are not in-
cluded. In the remainder of this section, we analyse the overall trends
in SFT concerning the objective of the test and the applications of
SFT. Based on this analysis, we formulate the key tasks that must be
performed to successfully complete SFT.

3.1. Test-objective based classification of SFT

As discussed in Section 2, SFT can be classified into three categories,
namely, demonstrator, phenomenological and simulation tests. Of all
the SFT reviewed in the literature addressed here, 52% of the models
were used for demonstration, 20% to study specific phenomena, and
28% to simulate the full-scale flight behaviour. This is shown in Fig. 15.
In the following paragraphs, we categorize different classes of SFT
applications based on the type of test they require.

3.1.1. Applications requiring demonstration tests
Applications that use demonstration SFT models are categorized

into the following classes:
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Fig. 15. Distribution of SFT based on test objective and classification of applications per test objective.
1. System integration: to study whether different sub-systems
can work together while ensuring a safe and efficient flight
for a given design. Examples of such system integration tests
are the Faser project [62], DUUC project [103,104] and the
Eclipse Project [36,95]. Such tests are also used to improve SFT
techniques by assessing the performance of different COTS com-
ponents in flight. For example, SFT to develop data acquisition,
transmission and storing techniques also belong to this category.

2. Concept feasibility: models that are not designed with any
particular prototype design as a reference. They merely act as
an engineer’s impression of prototype design.

3. Educational SFT: employed to teach students the principles of
flight, aircraft design, and manufacturing techniques.

Examples of SFT intended for demonstration are shown in Table 4.
The design effort in these tests is not as high as the simulation tests
and the phenomenological tests because the model is not required to
behave exactly as the prototype (even if its design exists at the time
of demonstration tests). Accommodating all the on-board equipment
within the model and ensuring that the model can complete the mission
safely are the only requirements. Therefore, in most cases, engineers do
not use a specific design approach when designing demonstrator SFT
model (as shown with NA in Table 4) but only strive to design a model
which can complete the mission safely.

3.1.2. Applications using phenomenological tests
Phenomenological SFT models are employed in two main types of

applications:

1. In-flight evaluation of novel designs and technologies: pre-
liminary test to understand the potential impact of unconven-
tional design, novel control-system or technology on the over-
all flight performance and behaviour. For example, to validate
flight control laws or to study the noise of emission of an
unconventional aircraft during approach.

2. Complementing ground testing: tests that cannot be performed
using ground based tests such as the evaluation of the effect of
a propulsion unit design on take-off length. [18,119]

Here, design is more involved than demonstration tests, as the
specific phenomenon being tested must be replicated in addition to
satisfying the requirements of a demonstrator test. There are a number
of design methods that are typically used to design sub-scale models
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(discussed further in Section 4). For phenomenological tests, engineers
often apply the simplest scaling method, known as geometric scaling.
The results of such tests are only applicable to the prototype if there
are no scale effects, which is difficult to avoid in practice. Nevertheless,
geometrically scaled models are considered to be sufficient to get a pre-
liminary qualitative understanding of the prototype behaviour [24,25].
Table 5 lists examples of SFT used in phenomenological testing.

3.1.3. Applications employing simulation tests
Simulation tests are used to study the performance or in-flight

behaviour of specific full-scale aircraft design after sufficient design
maturity has been attained (Fig. 12). Although the applications of
simulation tests appear similar to that of phenomenological tests, the
difference is that the results of the former are only applicable to a
specific vehicle configuration and the latter is intended for generalized
understanding of the underlying phenomenon. Simulation SFT have
been used in the following applications:

1. Aerodynamic performance evaluation: drag estimation, high
angle of attack behaviour, and high side-slip angle characteris-
tics

2. Flight dynamics evaluation: estimation of stability and control
derivatives, manoeuvre performance, and handling qualities

3. Safety and loss of control situation: simulate extreme flight
envelope scenario to determine the safety of a design

It is interesting that computationally scaled models (discussed fur-
ther in Section 4) have been mainly used in simulation SFT cases,
which makes scaling for simulation very challenging. Despite numer-
ous simulation SFT tests, only a handful of simulation SFT results
have been validated. In some cases such as X-48B, e-Genius Mod and
NEXST [17,80,124], the authors claim similitude between the model
and the prototype but very little quantitative information is provided.
Examples of past simulation SFTs are shown in Table 6.

3.2. Key tasks in SFT

Based on the review of the literature, we have identified and clas-
sified the key tasks that must be performed to accomplish SFT. These
tasks can be grouped into four main sub-categories (Fig. 16), as follows:

1. The design of the SFT model
2. Manufacture of the model and installation of COTS components
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Table 4
Past sub-scale flight tests used for demonstration testing.

Model Image/Drawing Model name and goal Organizations Design approach References

X-36b (1997)
Demonstrate tail-less
stealth design using a
model which was
approximately 565 kg and
a span of 5.3 m

NASA Geometric
Scaling (28%)

[105,106]

FASER (2006)
System integration test to
study flight data
acquisition system and
techniques on a
conventional aircraft

NASA NA [62]

RAVEN (2008)
Teaching aid to educate
students on the principles
of SFT design, manufacture
and testing

Linköping University Geometric
scaling (13.8%)
& Froude
number scaling

[19]

ECLIPSE (2009)
Flying demonstrator for
circulation control devices
and fluidic thrust vectoring
to replace the conventional
ailerons

BAE Systems, Imperial
College London,
Universities of Cranfield,
Leicester, Liverpool,
Manchester, Nottingham,
Southampton, Warwick,
Wales and York

NA [35,36,95,107,
108]

ECO-Sport (2010)
Teaching aid to educate
students on the principles
of SFT design, manufacture
and testing

Linköping University NA [109]

GL-10 (2010)
Demonstrate the transitions
from hover to wing borne
flight and from wing borne
flight back to hover in a
reliable and repeatable
way

NASA NA [110]

(continued on next page)
3. Planning and execution of flight test
4. Interpretation and scale-up of SFT results to predict the proto-

type behaviour.

While many works in the literature deal with one or two of the
these categories, all of them are rarely treated together. Nevertheless,
it is important to note that these tasks are inter-linked. A bad design
makes the model unsuitable for flight or poorly similar to the prototype
whereas bad realization (i.e., manufacturing or flight test) of SFT will
adversely affect the quality of the results, thus, rendering the test
useless. Thus, every SFT design must holistically deal with these aspects
to improve the applicability and use of SFT. This is discussed further
in Section 5. Each sub-category of tasks is briefly described in the
following sections.

3.2.1. SFT model design
Certification Compliance: Unlike other testing methods, no direct

constraints are imposed on the size of the model in SFT as long as the
model can take-off, perform the required mission and land safely. To
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alleviate the risk of damage in the event of crash, most governmental
authorities impose certification requirements, which typically include
the maximum weight of the model and the dimensions of the flight
box of the model (i.e., the farthest distance in the airspace to which
the model can be flown from the point of lift-off). These requirements
must be taken into consideration during the design of the model. For
example, if the flight-box is small, the model needs to make sharp turns,
which can lead to high forces on the model and must be accounted in
the structural design of the model.

Furthermore, the mission profile of SFT (i.e., a detailed description
of an aircraft’s flight path and its in-flight activities) needs to be
such that the model can perform the manoeuvres of interest within
the available airspace. For example, in the study of flight dynamics
behaviour, the SFT model must be able to return back to its equilibrium
after being perturbed from steady level flight within the flight-box to
successfully complete the test. Inability to finish the required motion or
manoeuvre within the flight box, renders the SFT unusable to for that
study.
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Table 4 (continued).
Model Image/Drawing Model name and goal Organizations Design approach References

Flexi-Bird (2010)
Sub-scale model to study
environmental and safety
issues

Warsaw University of
Technology, University of
Stuttgart, ONERA, Airbus,
NLR, FOI Stockholm

NA [111,112]

DUUC (2016)
Concept feasibility study
demonstrating propulsive
empennage

TU Delft Geometric
Scaling (5.5%)

[9,103,104]

Avistar Elite
(2019)
System integration test to
validate flight data
acquisition system in flight

Technical University of
Munich

NA [113]

ALBATROSS
(2019)

Concept feasibility study of
semi aero-elastic wing-tips
for improved efficiency

Airbus NA [114]

MAVERICK
(2020)

Concept feasibility study of
blended wing body that
promises environmental
performance benefits

Airbus NA [115]

DEP STOL (2020)
Concept feasibility study to
explore aero-propulsive
coupling effect in
distributed electric
propulsion aircraft

Northwestern Polytechnical
University

NA [116]

Flying-V (2020)

Concept feasibility study of
a Flying-V aircraft

TU Delft Geometric
Scaling (4.65%)

[117,118]
Fig. 16. Overview of key tasks in SFT.
Similarity to the prototype: The key aim of a sub-scale model
simulation test is to predict prototype behaviour, which is possible
only if the behaviour of the sub-scale model is similar to prototype.
In the context of similarity, numerous questions must be answered.
For example, when is a model said to be similar to a prototype? What
methods can be used to make sure that a model behaviour is similar
15
to the prototype? Furthermore, even in case of similarity between a
model and the prototype, how can the results of SFT be used to predict
full-scale behaviour.

These questions have been asked for over a century in numerous
fields. Section 4 provides a detailed overview of the evolution of
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Table 5
Past sub-scale flight tests for phenomenological testing.

Model Image/Drawing Model name and goal Organizations Design approach References

Super-
Ximango (2008)
Test to characterize the
aerodynamic performance
and stability

University of Arizona,
Advanced Ceramics
Research

Geometric
Scaling (20%)

[120]

DEMON (2009)
Extension of ECLIPSE
model to understand
aerodynamic phenomena

BAE Systems, Imperial
College London,
Universities of Cranfield,
Leicester, Liverpool,
Manchester, Nottingham,
Southampton, Warwick,
Wales and York

Computationally
scaled model of
ECLIPSE model

[35,36,95,107,
108]

PTERA (2014)
Test to characterize
aerodynamic performance
and stability

NASA Geometric
Scaling (11%)

[18]

GA-USTAR
(2017)
Test to understand
stall/upset aerodynamic
behaviour of a Cessna 182
model

University of Illinois at
Urbana–Champaign

Geometric
Scaling (20%)

[121]

Super-STOL
(2019)

Test-bed to determine the
effect of propeller, wing,
and flap design on
maximum achievable lift
coefficient

Massachusetts Institute of
Technology

Geometric
Scaling (30%)

[119]
similitude criteria and how they can be used in the design of sub-
scale model to ensure with the prototype. Despite numerous similitude
criteria, the applicability of the these criteria is often limited owing to
vast differences in the test conditions of the model and the prototype.

3.2.2. Manufacture of airframe and installation of COTS components
Once designed, the SFT must be manufactured, which involves two

main tasks, namely, manufacture of the airframe and installation of
equipment necessary for SFT (Fig. 16). The airframe typically includes
the skins, ribs, spars, frames, bulkhead etc. Often, for sub-scale models
under 0.5m span, the monocoque structure is sufficient (i.e., skins
carry all the structural loads) [128]. However, for larger models, other
structural components might be necessary depending on the mission.
The equipment includes the engines, landing gear, batteries, actuators,
flight controller etc. and the components needed to measure the flight
behaviour such as pitot tubes, inertial measurement units, accelerom-
eters etc. Depending on the requirements and scale of the model,
these components are either purchased commercially off the shelf or
manufactured in-house to meet specific requirements.

3.2.3. Flight test and data acquisition
At the end of manufacturing phase, the SFT must be performed

which includes training the pilot, multiple ground tests and performing
the required mission. Furthermore, appropriate mechanism should be
set in place to capture, store and transmit data collected by vari-
ous equipment in flight. Reader is referred to the work of Sobron
et al. [29], Jordan et al. Jordan et al., Kuehme et al., Kuehme et al.
and Hueschen [129] for more details on the selection and integration
of equipment and its use for testing.
16
3.2.4. Interpretation of the SFT results
After the required measurements are recorded, they must be used to

predict the prototype behaviour (in simulation and phenomenological
tests). This process is known as scale-up of results. As a general rule,
scale-up is only possible if the model experiences streamlines, forces
and moments that are similar to the prototype (i.e., their ratios are
equal) as discussed in Section 4.

Often, complete similarity of streamlines, forces and moments is
not possible due to differences in shape, size and test-conditions of
the model. In such cases, engineers utilize partially similar models
(i.e., only certain forces, moments and streamlines are similar) to
study a specific aspect of full-scale aircraft behaviour. Furthermore, the
methodology of scaling up the SFT results in case of partially similar
models also depends on the design approach. A detailed treatment
of different SFT model design strategies, different types of partial
similarity (also known as scaling laws), the conditions for similarity per
SFT model design approach and the corresponding methodology for the
scale-up of results is discussed in Section 4.

4. Sub-scale model design approaches

A sub-scale model should be designed such that its in-flight be-
haviour is similar to the prototype, at least for those features that
must be studied. In order to determine similarity (or the lack thereof),
numerous theories, also known as similitude theories, are available.
Attempts to develop such theories started well before the inception of
flight, when engineers looked at approaches to avoid "costly mistakes"
in the design of hydraulic structures, channels and harbours, hydraulic



Progress in Aerospace Sciences 130 (2022) 100798A. Raju Kulkarni et al.
Table 6
Past sub-scale flight tests used for simulation testing.

Model Image/Drawing Model name and goal Organizations Design approach References

HiMAT (1979)
Simulate the manoeuvre performance of the
prototype with a model that handles 12 g at
sub-sonic and 10 g at supersonic speed

NASA Computationally
Scaled (44%)

[87–90]

NEXST-1 (2005)
Simulate the supersonic aircraft drag prediction.

Japan Aerospace
Exploration
Agency, Sankoh
Software DEPT.
Co. LTD

Geometric
Scaling

[80]

AirSTAR (2006)
Simulate prototype flight dynamics and loss-of
control situations

NASA Geometric
Scaling(5.5%) &
Froude number
scaling

[79,122]

X-48B (2007)
Simulate flight performance, stability
characteristics, high angle of attack behaviour, and
high side-slip angle behaviour of blended-wing
body

NASA, Boeing Geometric
scaling (8.5%)

[78,123,124]

Generic Future Fighter (2010)
Test to study vortex induced at the canard of a
fighter-aircraft and its effects on the aircraft

Linköping
University

Computationally
Scaled (13%)

[125,126]

Cirrus SR22T (2018)
Test for dynamics model validation by matching
inertia

University of
Illinois at
Urbana-
Champaign

Geometric
Scaling (21%) &
Mass Scaled

[69,127]

e-Genius Mod (2019)
Test with modified airfoils to match full-scale
glider behaviour

University of
Stuttgart

Computationally
Scaled (33.3%)

[17]
machines and ships [76]. The design approaches for similitude are not
limited to SFT. Indeed, most of the concepts discussed in this section
originated from the design of sub-scale models other than SFT, although
they are applicable to SFT too.

Some of the pioneers who developed theories for model testing
were famous scientists such as Froude, Stokes and Reynolds (Sec-
tion 4.1) [130–132]. While their scaling laws are used till date, they
were not an integral part of the model design process until the Buck-
ingham 𝜋-theorem [133] and fractional analysis [134] were conceived
to formalize the idea of similitude (Section 4.2). These two devel-
opments were expanded to formulate the classical similitude theory
(Section 4.4). Kline [135] proposed the use of governing equations and
approximation theory to establish similitude (Section 4.5). However,
17
this similitude theory had its challenges (Section 4.5.3), which were
later overcome by the computational similitude theory developed in the
1990s (Section 4.6). A timeline of evolution of these theories is shown
in Table 7.

4.1. Dimensional analysis

Dimensional Analysis is a general method by which we deduce
information about a phenomenon based on the premise that a phe-
nomenon can be described by a dimensionally correct equation con-
structed using physical parameters that influence the phenomenon [75,
76,135]. This method can be used to simplify the high-dimensional
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Table 7
Evolution of sub-scale model design approaches.

Design approach Year of inceptionReferences

Dimensional Analysis 1761 [130–132,136]
Model Laws 1915a [75,75,76,76,133–135,135,137,137–139]
Scaling Laws 1951b [14,24,25,75,75,76,135,140,141]
Classical Similitude Theory 1950 [14,24,25,75,76,140,142]
Similitude using governing equations and approximation theory1965 [75,135,137]
Computational Similitude Theory 1990 [93,137,143–145]

aNumerous model laws were formulated much before 1915. However, their utility in establishing similitude and generalization
only happened after the introduction of Buckingham’s 𝜋-Theorem.
bThe idea of scaling laws seemed to be present earlier than this. However, the first formal application and articulation of this
idea appears in the work of Langhaar [76].
roblems by reducing the number of system parameters, thereby re-
ucing the number of variables to be considered in a test. In ad-
ition, dimensional analysis is useful in establishing dimensionless
umbers [75,76,135] that are convenient figures of merit used to
ompare the characteristics of a prototype and its model, irrespective
f their size. In aerospace applications, dimensional analysis has been
sed to establish various dimensionless numbers to compare aircraft of
arying sizes. Coefficient of lift (𝐶𝐿), coefficient of drag (𝐶𝐷), moment

coefficient (𝐶𝑀 ), coefficient of pressure (𝐶𝑃 ), coefficient of thrust (𝐶𝑇 ),
Reynolds number (Re), Froude number (Fr), Strouhal number (Str) are
some commonly used dimensionless numbers.

4.2. Model laws

Dimensional homogeneity is a sufficient condition to establish a
dimensionless number. However, not all dimensionless numbers are
meaningful. A dimensionless number can only be used if it influences
the phenomenon being tested. For example, non-dimensional boundary
layer thickness expressed as a ratio of boundary layer thickness to
length of a runway is not useful, as the size of the model has no im-
pact on this dimensionless number. However, when the dimensionless
number is expressed as the ratio of boundary layer thickness to the
mean aerodynamic chord of the model, the dimensionless number can
be effectively used to compare model and prototype behaviour.

Mathematically, model laws can be expressed using the following
relationship:

𝑁𝑚𝑜𝑑𝑒𝑙𝑖 = 𝑁𝑝𝑟𝑜𝑡𝑜𝑡𝑦𝑝𝑒𝑖 (1)

where, 𝑖 = 1,… , 𝑚, 𝑁 is a relevant dimensionless number and 𝑚
is the number of relevant dimensionless terms that are necessary to
evaluate the similarity between the model and the prototype [75,
76,133–135,137]. Examples of dimensionless numbers used in model
laws are Reynolds number, Euler number, Mach number, Froude num-
ber, Strouhal number etc. Model laws have been well documented
for numerous engineering problems. Eventually, these laws can be
easily used without performing laborious dimensional analysis. Some
examples of dimensionless numbers commonly used to establish model
laws are shown in Table 8. There are two methods to determine the
dimensionless numbers that must be used in model laws, namely:

1. Fractional Analysis: Rayleigh [134] proposed that the key forces
(occasionally energy terms) that affect the phenomenon must be
selected by intuitive reasoning. The ratios of these forces are then
used to predict the model laws using dimensional analysis

2. 𝜋-theorem [133,135]: If 𝑚 different parameters affect a phe-
nomenon being studied, where the parameters are defined as
𝑞1, 𝑞2, 𝑞3,… , 𝑞𝑚 and can be represented as follows:

𝑓 (𝑞1, 𝑞2, 𝑞3,… , 𝑞𝑚) = 0 (2)

then, Eq. (2) can be re-written as:

𝐹 (𝜋 , 𝜋 , 𝜋 ,… , 𝜋 ) = 0 (3)
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1 2 3 𝑛
where, 𝑛 = 𝑚 − 𝑘, 𝑘 is equal to the number of parameters
in Eq. (2) that do not combine into non-dimensional form and
𝜋1, 𝜋2, 𝜋3,… , 𝜋𝑛 are non-dimensional parameters. Depending on
the phenomenon being studied, the transformation from Eq. (2)
to Eq. (3) can be mathematically complex. For more details on
this transformation in 𝜋-theorem, the reader is referred to the
work of Kline [135], Langhaar [76], and Buckingham [133].
These 𝜋-terms, when resolved properly, can be used as the
dimensionless numbers in the model laws. Thus, the term 𝑁
in Eq. (1) can be substituted by these 𝜋-terms.

4.2.1. Challenges in establishing model laws
Experimenters need to know ‘‘a priori’’ all the physical variables

(𝑞1,… , 𝑞𝑚) that influence the test in order to establish the model laws
that must be used. In case the model laws are obtained using 𝜋-theorem
one could end up with 𝜋-terms that are completely meaningless if one
or more physical variables are not considered. Often, these 𝜋-terms are
useful when they are defined in hindsight, after understanding the un-
derlying phenomena. For example, if a model is used to predict the drag
of a prototype, it is important to include the boundary layer thickness as
a physical variable in the application of 𝜋-theorem. Without boundary
layer thickness, Reynolds number will not be a 𝜋-term, which results
in a flow dissimilarity between the model and the prototype. In the
case of fractional analysis, model-laws are established purely based on
intuition of experimenters, which could lead to erroneous conclusions
as demonstrated by Kline [135].

Furthermore, once these model laws are defined, engineers aim
to make sure that all the model laws are satisfied [75,76,135,137–
139]. However, matching all model laws may not be possible owing to
differences in the model, shape, size and test conditions. For example,
a football and a section of a wing can have the same Reynolds number.
However, the development of boundary layer is not same for the two
because of the dissimilarity in their geometrical shapes which results in
differences in the airflow around them and the forces acting on them.
Thus, the differences in geometrical shapes and the consequent affect
of the flow around the body and forces must be accounted for, which
is done using scaling laws.

4.3. Scaling laws

Scaling laws are necessary to define the relationship between a
prototype and its model. Such laws are useful in describing their
relative geometrical shapes, the flow around their bodies and ratios
of forces acting on the model and prototype, such that they are not
vastly different in their behaviour as explained in the preceding sec-
tion. Langhaar [76] mathematically described the scaling laws between
a prototype and a model using the following relations:

𝑥′ = 𝐾𝑥𝑥, 𝑦′ = 𝐾𝑦𝑦, 𝑧′ = 𝐾𝑧𝑧, 𝑡′ = 𝐾𝑡𝑡, 𝑚′ = 𝐾𝑚𝑚 (4)

where (𝑥, 𝑦, 𝑧) and (𝑥′, 𝑦′, 𝑧′) are the Cartesian reference frames of the
prototype and the model respectively in which each point on the proto-
type and the model adhere to the relationship in Eq. (4). 𝑡 and 𝑡′ are the



Progress in Aerospace Sciences 130 (2022) 100798A. Raju Kulkarni et al.

a
c

w
t
O
m
f

Table 8
Dimensionless numbers commonly used to establish model laws in different simulation problems.

Problem being studied Dimensionless numbers

Incompressible flow Reynolds number, pressure coefficient, Froude number, Weber number
Compressible flows Reynolds number, Mach number, Prandtl number, specific heat ratio
Flow-excited vibration Strouhal number
Internal compressible flows Reynolds number, Mach number, pressure coefficient
Boundary layer thickness Reynolds number, Womersley number
time-periods of the motion of prototype and the model. 𝑚 and 𝑚′ are
the masses of prototype and model. 𝐾𝑥, 𝐾𝑦, 𝐾𝑧, 𝐾𝑡 and 𝐾𝑚 are constants
nd known as scale factors. The exact value of 𝐾𝑥, 𝐾𝑦, 𝐾𝑧, 𝐾𝑡 and 𝐾𝑚 are
hosen based on the objective of SFT and the test conditions.

These scaling laws are general conditions that must be satisfied
hen the values of model laws of the prototype and the model are

he same. It is not necessary to use all scaling laws simultaneously.
nly those scaling laws pertaining to the phenomenon being studied
ust be used. Six main groups of scaling laws can be identified as

ollows [14,75,76,135,137–140]:

1. Geometric scaling law: If the prototype and the model have
the same shapes, the model is said to be geometrically scaled.
Mathematically, 𝐾𝑥 = 𝐾𝑦 = 𝐾𝑧 condition must be satisfied to
obtain a geometrically scaled model.

2. Mass and Inertia scaling law: When the ratio of masses of all
homologous parts of the prototype and the model are kept equal,
the two systems are mass scaled. Achieving this type of scaling is
challenging due to two reasons. First, mass distribution directly
affects inertia which must be accounted for when rotational mo-
tion is involved. Second, mass is a function of material density
and volume, which in-turn is a function of geometry. Thus, the
masses of prototype and model are directly affected by their
geometry and the choice of material.

3. Time scaling law: For cyclic phenomenon, time scaling is equal
to the ratio of time-period of motion of the model and the
prototype. For non-cyclic processes, the model is time scaled if
both the prototype and the model move such that the ratio of
the time needed to complete any given fraction of the total path
to the total time of the motion are equal for the two systems. In
other words, 𝐾𝑡 is constant throughout the experiment.

4. Kinematic scaling law: If the prototype and the model have
the same shape of streamlines, they are said to be kinematically
similar. Mathematically, kinematic similarity is achieved when
every fluid particle around the prototype and the model satisfies
the following equations:

𝑢′ =
𝐾𝑥
𝐾𝑡

𝑢, 𝑣′ =
𝐾𝑦

𝐾𝑡
𝑣, 𝑤′ =

𝐾𝑧
𝐾𝑡

𝑤 (5)

𝑎′𝑥 =
𝐾𝑥

𝐾2
𝑡
𝑎𝑥, 𝑎′𝑦 =

𝐾𝑦

𝐾2
𝑡
𝑎𝑦, 𝑎′𝑧 =

𝐾𝑧

𝐾2
𝑡
𝑎𝑧 (6)

where, 𝑢′, 𝑣′, 𝑤′ and 𝑢, 𝑣,𝑤 are the velocities and 𝑎′𝑥, 𝑎
′
𝑦, 𝑎

′
𝑧 and

𝑎𝑥, 𝑎𝑦, 𝑎𝑧 are the accelerations of the fluid particles around the
model and the prototype in 𝑥, 𝑦, 𝑧 directions respectively.

5. Dynamic scaling law: If the homologous parts of a prototype
and its model experience forces whose ratio is constant, the
two systems are dynamically scaled. Mathematically, based on
Eq. (4), dynamic similarity can be expressed as follows:

𝐹 ′
𝑥 =

𝐾𝑚𝐾𝑥

𝐾2
𝑡

𝐹𝑥, 𝐹 ′
𝑦 =

𝐾𝑚𝐾𝑦

𝐾2
𝑡

𝐹𝑦, 𝐹 ′
𝑧 =

𝐾𝑚𝐾𝑧

𝐾2
𝑡

𝐹𝑧 (7)

where, 𝐹 ′
𝑥, 𝐹

′
𝑦 , 𝐹

′
𝑧 and 𝐹𝑥, 𝐹𝑦, 𝐹𝑧 are the net forces experienced by

the fluid particles moving around the model and the prototype
in 𝑥, 𝑦, 𝑧 directions respectively. By combining Eqs. (6) and (7),
we can conclude that dynamic similarity exists, if the systems
are kinematically similar and the mass distributions are similar
(i.e., mass scaled).
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6. Structural scaling law: The scaled model closely reproduces
the structural response of the full-scale vehicle [146]. Here,
the structural deformation of the model must be similar to the
prototype, which is only possible if the stiffness of the model
(ratio of the force applied and model deflection) is the same as
the prototype at all locations in the model. [141,143,146–149]
The original structural scaling laws proposed by Goodier and
Thomson [141] did not include aeroelastic effects, which are
critical in aircraft problems. Wissmann [146] proposed scaling
laws for aeroelastic problems in the 1960s. Although structural
scaling has been used in ground testing of aircraft, it has not yet
been used for aeroelastic testing in flight.

4.3.1. Scaling laws implementation challenge
The implementation of different scaling laws is difficult, especially

kinematic and dynamic scaling, owing to challenges in estimating the
parameters in Eqs. (5) - (7) . This has led scientists to excessively
rely on geometric scaling, which allows them to easily fix the scaling
factors before the start of the experiment. Before 1960, most authors
recommended the use of geometric scaling, claiming that similar shapes
implied similar flow properties. In fact, this is not true because the
stream lines around the model do not scale geometrically with the
size of the model. This is because the flow field does not scale as
per euclidean geometry but a type of non-euclidean geometry known
as differential geometry [137]. Consequently, Eqs. (5)–(7) cannot be
satisfied.

For example, for a model with lower Reynolds number (i.e., smaller
model with lower testing velocity) as compared to the prototype, the
boundary layer changes the flow field so much that it is not rep-
resentative of the flow field around the prototype. For models with
lower Reynolds number, the flow has lower momentum and separates
when the flow slows down and pressure increases. This is shown in
Fig. 17, where, two models are scaled geometrically (30% & 60%).
The results of SFT using a 30% scaled model in this case will not be
representative of the prototype behaviour due to separation. The 60%
scaled model has similar shape of streamlines as the prototype but the
transition location is different, which much must be accounted and
corrected using appropriate numerical or analytical methods to predict
prototype behaviour. Thus, (complete) geometric scaling is usually
neither necessary nor sufficient condition to ensure similitude [137].

Furthermore, surface finish (i.e., surface roughness, debris, insect
remains, etc.) also affects the transition location [150–152]. Typically,
the effect of surface roughness, which is an artefact of manufacturing
and maintenance, is not included in geometric scaling. In fact, ensuring
the geometric scaling of the roughness can be challenging and would
significantly escalate the manufacturing cost of the model.

Additionally, the flow fields (artefact of geometrical shape) also
have a significant impact on static and dynamic stability, required con-
trol power, propulsion, etc. These secondary effects must be carefully
assessed during SFT model design. For example, flow separation might
make the control surfaces ineffective leading to the complete loss of
model.

4.4. Classical similitude theory

The classical similitude theory is one of the most widely used
method in sub-scale modelling problems. [14,24,25,75,76,138–140,
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Fig. 17. Geometrically scaled models do not guarantee geometrically scaled shapes of the boundary layer. This is because the model scales as per euclidean geometry whereas
the flow-field does not [137]. Here, the 30% scaled model has completely different flow characteristics as compared to the prototype due to separation. In case of 60% scaled
model, the streamlines have similar shapes but different transition point, which must be corrected to predict prototype behaviour.
142] The concept of classical similitude theory is captured best by
the definition provided by Langhaar [76], which is as follows: A
function 𝑓 ′ is similar to function f, provided the ratio for 𝑓 ′∕𝑓 is a
constant, when the functions are evaluated for homologous points and
homologous times. The constant ratio, 𝑓 ′∕𝑓 = 𝐾𝑓 , is called the scale
factor.

𝑓 and 𝑓 ′ are abstract scalar function defining a state of the proto-
type and the model. In this definition, the homologous point refers to
the same relative position on the reference frames in which the two
systems are described and the homologous time refers to the same
fraction of time period in which the two systems describe the paths
of their trajectories. Notably, homologous times are only used to study
time variable states.

This definition of Langhaar [76], though accurate, is rather abstract.
The challenge of reducing the complex design aspects of models and
prototypes into an ‘‘abstract scalar function’’ makes the use of this defi-
nition difficult. Years of research in the field of sub-scale flight testing
have been invested in finding the right scalar function (i.e., similitude
criteria). [14,75,76,138–140,142]

In essence, classical similitude theory is the process of reducing
complex design parameters associated with prototypes and their models
into tangible scalar functions, such that they can be measured and
effectively used to compare the behaviour of model and prototype. In
this paper, we attempt to summarize and unify the different versions
of classical similitude theory using one set of nomenclature and def-
initions and then maintain it consistently to allow readers to easily
understand the state of the art.

The model laws and scaling laws are primitive attempts at arriving
at the scalar function described by Langhaar [76]. However, indi-
vidually these laws cannot be used effectively to design a sub-scale
model owing to the limitations listed in the preceding sections. Classical
similitude theory combines model laws and scaling laws to establish
similitude. The model laws and scaling laws that must be satisfied for a
phenomenon being studied are determined by studying a large number
of past experiment and are known as similitude criteria. The simil-
itude criteria needed for common applications are well documented
by Wolowicz et al. [25] and forms the basis for a majority of sub-scale
model tests.

Once the similitude criteria that affect the phenomenon being tested
are selected, they lead to a set of equations whose solution determines
the size, shape, mass and inertia of the model and the test conditions.
The general methodology of implementing classical similitude theory
is shown with the Unified Modelling Language (UML) activity diagram
in Fig. 18. The classical similitude theory can be used for a myriad of
problems, one such problem is shown with Example 1 in Appendix A
to help the reader get an understanding of classical similitude theory.
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4.4.1. Limitations of classical similitude theory
While the key benefit of using classical similitude theory is that

the labour involved in determining the similitude criteria is very small
and the associated mathematics required to solve them is not rigor-
ous [135], it has a practical limitation that constantly challenges the
scientists known as the scale effects. All relevant model and scaling laws
(called similitude criteria) must be solved together to arrive at a sub-
scale model whose size, shape, and the test conditions are such that its
behaviour is similar to the prototype. However, solving such similitude
criteria leads to an over constrained problems. In particular, model laws
cannot be satisfied simultaneously due to certification requirements,
limitations of the testing equipment, cost limitation, etc. as shown in
Appendix A.

These over-constrained problems are often solved by selecting some
of the model law(s) based on experience and ignoring others (see
Appendix A). The discrepancy in the results owing to the ignored
model laws are termed as scale effects. These scale effects are corrected
either using legacy information from previous tests (if available) or by
resorting to the experience of the engineer. This might be possible for
conventional designs where flight data of similar full-scale aircraft are
available. Whereas, for unconventional designs, due to lack of data,
results prone to scale effects cannot be scaled up.

4.5. Similitude theory using governing equations and approximation theory

4.5.1. Similitude theory based on governing equations
Kline [135] proposed the use of analytical methods (governing

equations) to overcome the limitations of classical similitude theory. He
argued that a similitude criterion that is applied to every infinitesimal
element of a model will apply to the whole body, as long as both the
model and the prototype belong to the same class of problems. He
defined a class of problems as a group of problems that obey the same
governing equations and boundary conditions. Kline defined similitude
between any two systems as follows [135]:

"If two systems obey same governing equations and boundary conditions
and if values of all coefficients in these equations and boundary conditions
are made the same, then the two systems must exhibit similar behaviour
provided a unique solution to this set of equations and boundary conditions
exist’’.

As a consequence, even without solving the governing equations,
sufficient information to establish a similitude between the model and
the prototype can be obtained by comparing the coefficients of the
normalized governing equations. An obvious problem in comparing the
coefficients in the governing equations is the variation of values due
to the differences in the size of the model and the prototype. Kline
further proposed a two-step approach to normalize governing equations
and the associated boundary conditions to allow the comparison of

coefficients as follows [135]:
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Fig. 18. UML activity diagram capturing the tasks in classical similitude theory.
1. make all the variables in the governing equations dimensionless
2. make all the equations dimensionless

He called this approach normalization of governing equations.
A normalized equation contains two sets of terms. The first set is
composed of dimensionless independent variables that affect the phe-
nomenon under study (i.e., variables in the original dimensional gov-
erning equations). The second set is made up of dimensionless physical
parameters which are system properties or physical constants. For
example, the Navier–Stokes equation, ignoring the time dependent
terms and the z-components terms, is reduced to dimensionless form
as follows: x-momentum equation:

𝑢 𝜕𝑢
𝜕𝑥

+ 𝑣 𝜕𝑢
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= −
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(8)

y-momentum equation:
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𝑈𝐿
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𝜕2𝑣
𝜕𝑥2

+
(𝐿
𝛿

)2 𝜕2𝑣
𝜕𝑦2

)

(9)

here, the dimensionless independent variables are

𝑥 = 𝑥
𝐿
, 𝑦 =

𝑦
𝛿
, 𝑢 = 𝑢

𝑈
, 𝑣 = 𝑣

𝑉
, 𝑝 =

𝑝
𝛥𝑝𝐿

(10)

and the dimensionless physical parameters are

𝜋1 =
𝑈𝐿
𝜈

, 𝜋2 =
(𝐿
𝛿

)2
, 𝜋3 =

𝛥𝑝𝐿
𝜌𝑈2

(11)

where, 𝐿 is the length of the object, 𝛿 is the boundary layer thickness,
𝑈 and 𝑉 are the 𝑥- and 𝑦-component of the velocity far upstream, 𝛥𝑝𝐿 is
the largest pressure difference between two points on the body, 𝑥 is the
𝑥-coordinate, 𝑦 is the 𝑦-coordinate, 𝑢 is the 𝑥-component of the velocity,
𝑣 is the 𝑦-component of the velocity, 𝜈 is the kinematic viscosity, 𝜌 is
the density, and 𝑝 is the pressure. It can be noted that 𝜋1 is the Reynolds
number and 𝜋 is the coefficient of pressure.
21

3

Thus, if the model and the prototype belong to the same class
of problems and have a unique solution in the domain of the tests,
the similitude criteria are the coefficients of the normalized governing
equations and the associated boundary conditions. These similitude cri-
teria must then be satisfied by performing appropriate transformations,
thus altering the shape and size of the model and varying the test
conditions suitably so that model and prototype have the same coeffi-
cients. This is shown using the activity diagram in Fig. 19. In addition,
the application of this iterative process is shown using Example 2 in
Appendix B.

A key consequence of the application of this theory is that the model
and prototype, in general, do not retain the same shape i.e., the model
is not geometrically scaled. Consequently, these changes may result
in model designs that do not belong to the same class of problems
as the prototype. In other words, the model and the prototype may
not follow the same governing equations. For example, if inviscid
theory governing equations are used to model the flow properties, it
might be applicable to the full-scale aircraft which has a thin boundary
layer. However, for a distorted sub-scale model, the same governing
equations might not be applicable anymore. Thus, similitude cannot
always be established. In some cases, the reverse is also true, i.e., the
model and the prototype belong to the same class of problems only
after transformation. Kline [135] demonstrated specific cases where the
model and the prototype belong to the same class of problems after
the transformation. For example, he showed how distorting the models
helps in capturing compressibility effects (see Appendix B) [135].

However, despite the best efforts in transforming the model, simil-
itude criteria cannot be satisfied in many cases [153]. Consequently,
like the classical similitude theory, the issue of scale effects persists
as all coefficients cannot be matched simultaneously. Nevertheless,
when sub-scale models are designed using similitude criteria based on
governing equations, better results than classical similitude theory can
be obtained, as the former takes the entire flow field into account in the
design, unlike the latter, which uses generalized laws. Furthermore, the
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Fig. 19. UML activity diagram of similitude theory using governing equations and approximation theory.
method employing governing equations provides insights into which
similitude criterion might be ignored as explained in the following
section.

4.5.2. Governing equations and approximation theory to establish similitude
The coefficients of governing equations in Kline’s [135] method

are analogous to model laws and scaling laws in classical similitude
theory [75]. Just as all model laws and scaling laws cannot be matched,
all the coefficients in the governing equations cannot be matched. To
overcome this problem, Kline introduced approximation theory [135]
that allows the experimenters to ignore those model laws that are
not completely necessary for the simulation of the phenomenon. Ap-
plication of approximation theory is shown as part of Example 2 in
Appendix B.

Kline [135] proposed a careful consideration of the normalized
governing equations. If any coefficient in the normalized governing
equation is insignificant as compared to the scale of the equations
(i.e., ≪ 1), the coefficient is ignored as it has little or no effect on
22
the similitude. This method of simplifying the similitude criteria is
known as approximation theory [135]. Thus, after setting appropriate
test conditions and selecting the model shape and size, if all the
coefficients cannot be matched, certain terms that do not contribute to
the phenomenon being tested are neglected after careful mathematical
analysis. If no coefficient can be eliminated by applying the approxi-
mation theory, test conditions and/or model shape and size must be
altered (i.e., transformed, see activity diagram in Fig. 19).

One could argue that neglecting terms in governing equations is
comparable to ignoring model laws in classical similitude theory.
Nonetheless, there is a significant difference. In classical similitude
theory, we ignore model laws by intuitive feeling. However, Kline’s
approximation theory neglects coefficients only after analysing its
significance in the governing equations. For example, in the normalized
Navier–Stokes equation (see Eq. (8) and (9)), for very high Reynolds
number problem, one might be tempted to ignore the terms multiplied
by the inverse of Reynolds number in the absence of governing equa-
tions. This approximation is not correct because 𝐿∕𝛿 term may have
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a high numerical value. Consequently, the product of 𝐿∕𝛿 and 1∕𝑅𝑒
shown in Eq. (8) and (9) may not be insignificant. Since insights about
the combined influence of various 𝜋 terms derived using the 𝜋-theorem
is not available in classical similitude theory, ignoring 𝜋 terms becomes
challenging.

4.5.3. Limitations of similitude theory with governing equations and ap-
proximation theory

Including governing equations and approximation theory in estab-
lishing similitude criteria offers several improvements over classical
similitude theory such as improving the rationale in selecting dimen-
sionless numbers, reducing dependence on legacy information and
experience of the experimenters, and developing appropriate justifi-
cation for discarding dimensionless numbers from similitude criteria.
Nevertheless, establishing similitude criteria using governing equations
and approximation theory poses other challenges, namely:

1. The governing equations are not always available. Even if the
governing equations are obtained, ensuring that model and pro-
totype belong to the same class of problems is difficult.

2. The governing equations combined with boundary conditions
often do not have a unique solution (indicated using red arrows
in Fig. 19). Thus, similarity criteria cannot be established with
the selected governing equations and a different set of governing
equations must be selected or developed.

3. It is often impossible to match all similitude criteria by trans-
forming the coefficients of governing equations (by altering the
model geometry and test conditions). Even in cases where it is
possible, it is a laborious and time-consuming task.

4. Normalizing governing equations is a rigorous mathematical ef-
fort. Furthermore, establishing normalized governing equations
and the associated approximation theory for multiple disciplines
is often impossible.

5. Combined use of governing equations and approximation theory
cannot guarantee similitude as all the coefficients for both model
and prototype must be equal. Only in some specific cases, simil-
itude is possible. In other words, following all the steps shown
in Fig. 19 does not guarantee a similar sub-scale model.

6. This method provides a Boolean output, i.e., whether similitude
is achieved or not. It does not express the extent of similitude
when all the similitude criteria are not satisfied. For example,
it would be useful for experimenters to know that their model
has attained 80% of similarity for the phenomenon being tested,
which can be used in the scale-up process by assigning uncer-
tainty values to scaled-up values of performance parameters.
Unfortunately, this figure of merit cannot be extracted from any
of the methods describe thus far.

4.6. Computational similitude theory

The method proposed by Kline [135] focused on establishing nor-
malized governing equations and then utilizing them without actually
solving these equations. An alternative approach is to solve these gov-
erning equations to determine the similitude criteria. Baker et al. [75]
were the first to demonstrate the use of the solution of governing
equations to establish a similitude relationship. While the examples
shown by Baker et al. [75] could be solved analytically, unfortunately,
most similitude problems are complicated and not easily solvable.

With improvements in computing power and the development of
powerful solvers, many governing equations have become numerically
solvable, albeit approximately through discretization such as Com-
putational Fluid Dynamics (CFD) and Finite Element Methods. This
opens up the possibility of comparing the behaviour of the model
and the prototype to ensure they match before starting with complex
and expensive manufacturing and testing activities. Although these
computational methods have their limitations as detailed in Section 2.1,
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they can be used for preliminary design of sub-scale models. After
execution of SFT, the results can be used to study the uncertainty of the
methods and validity of underlying assumptions in the computational
simulations. Bushnell [26], in his review, opines that "numerical
simulations can increasingly include the influences of the various scaling is-
sues. Computational methodologies are becoming the approach of choice for
(flight behaviour) prediction, with the wind tunnel increasingly relegated to a
supporting computational tool validation role". Thus, these computational
methods can be used as a bridge to link the in-flight behaviour of the
sub-scale model and the full-scale aircraft as explained in the following
paragraphs.

The approach of solving governing equations to arrive at an approx-
imate solution using computational analysis is a significant departure
from the method proposed by Kline, where, similitude is established
without actually solving the governing equations. In this section, we
group all the sub-scale model tests that use computational analysis to
establish scaling laws into a broad category known as computational
scaling laws. The models developed using computational scaling laws
are called computationally scaled models. For problems with single
disciplines, many authors refer to computational scaling with the name
of the discipline. For example, aerodynamic scaling, structural scaling,
thermal scaling, etc. [28].

Despite the capabilities of computational tools, comparing the be-
haviour of the prototype and its model is challenging. Similar to Kline’s
approach, results of computational analysis of the prototype and its
model cannot be directly compared owing to differences in scale. Thus,
the results of the computational analysis must be non-dimensionalized
to enable the comparison. Furthermore, depending on the problem, the
result of the computational analysis might be a very large data-set. For
example, in the case of aerodynamic analysis, the result includes forces
and moments on the body at different location, velocity scans around
the model, the pressure distribution, boundary layer information etc.
Comparing such large data-sets is challenging in itself, let alone arriving
at a figure of merit that establishes an extent of similitude between the
model and the prototype that can be used by the designer to alter model
shape and size to enhance the similitude.

Thus, establishing a function, which is composed of non-
dimensional parameters affecting the phenomenon being tested, to
quantify the extent of similitude between prototype and scaled model
is a key step in computational scaling approach. This aspect of com-
putational scaling was already recognized by engineers at NASA in the
1970s when they tried to design a 44% sub-scale fighter aircraft which
mimicked the aerodynamic behaviour of its full-scale counterpart [87–
89]. However, the methods developed were only suitable for the
specific models developed in HiMAT. After this, most of the SFTs were
largely designed using classical similitude theory as shown in Section 3
and no developments have been seen with respect to computational
scaling until 2005.

In allied sub-scale model testing fields such as wind-tunnel testing,
new methods to estimate the extent of similitude have been developed
in the last two decades. Pettersson and Rizzi developed functions based
on coefficient of lift, drag, and moments to design wind-tunnel test
models whose behaviour was similar to the prototype [154]. Similar
functions have been used to design models for sub-scale flight testing
by Bergmann et al. in glider design [17]. Functions to study aeroelastic
similitude have been formulated by multiple authors such as French,
Mas Colomer et al.,Pereira et al. and Ricciardi et al. [93,143,145,
148]. Ricciardi et al. established a fundamental criterion to compare the
extent of similitude, called Model Assurance Criterion (MAC), between
the structural mode shapes of model and prototype.

Most of these functions are aimed at specific application of aerody-
namics or aero-structural analysis using a specific testing methods such
as wind-tunnel testing. However, such functions can be formulated for
SFT too. As formulating a function of extent of similitude for different
applications (e.g., flight dynamics simulation, wind-tunnel testing, etc.)

is a time-consuming effort, designers would benefit from a generalized
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function such as the Degree of Similitude (DoS) which we formulated
n a previous work [155]. DoS is a figure of merit to establish the
xtent of similarity between a prototype and its model and defined
s the weighted sum of normalized virtual scaling errors. The virtual
caling error is the difference between the dimensionless coefficients
f the prototype and the model, as estimated using multi-disciplinary
omputational analysis. Mathematically, DoS is given as follows:

𝑜𝑆𝑡𝑒𝑠𝑡 = 1 − 1
𝑛

𝑛
∑

𝑖=1
𝑤𝑖 ∗

|𝐶𝑖𝑝 − 𝐶𝑖𝑚 |

|𝐶𝑖𝑝 |
(12)

where, 𝑛 is the number of dimensionless coefficients, 𝐶𝑖𝑚 is the 𝑖th
relevant dimensionless coefficient of the model obtained using a com-
putational analysis, 𝐶𝑖𝑝 is the 𝑖th relevant dimensionless coefficient
of the prototype obtained using computational analysis and 𝑤𝑖 is the
Degree of Influence (DoI) of the 𝑖th coefficient on the phenomenon
being tested.

DoI is a weighting factor used to quantify the influence of each
of the dimensionless coefficient on the phenomenon being tested. For
example, among 𝐶𝑚�̇�

and 𝐶𝑚𝑞
, latter has greater influence on the

damping and time period of the short period motion than the former.
If both 𝐶𝑚�̇�

and 𝐶𝑚𝑞
of the model and the prototype cannot be matched

simultaneously, matching the values of 𝐶𝑚𝑞
is much more important

in increasing the extent of similitude for damping and time period
of the short period motion. Thus, the relative importance of different
coefficients used in DoS is quantified using DoI. The degree of influ-
ence of different aerodynamic coefficients can either be determined
quantitatively (governing equations) or qualitatively (expert opinion).

Depending on the phenomena being tested and the flight behaviour
to be studied, different formulations of DoS (and DoI) can be used to
design numerous models, where, each model predicts specific aircraft
characteristics. In case DoS = 1 is achieved, perfect similarity exists
between model and prototype for the aircraft characteristics being
studied. Once a figure of merit such as DoS is formulated to estimate
the extent of similitude, designers can iterate over the design of their
models by varying test conditions, size and shape of the model till they
arrive at a design which is similar to the prototype for the phenomenon
being tested (i.e., DoS =1). This is illustrated using the activity diagram
in Fig. 20. Different techniques have been used for design iterations of
sub-scale models, as discussed in Section 4.6.1.

Even after using the state of the art iterative methods, DOS of 1
may not be achieved. Here, engineers can use the flexibility of DoS
to their advantage by reducing the scope of the test (by reducing the
number of coefficients in DoS) to build different models, each having
DOS which is almost equal to 1. The results of the individual tests can
then be combined to determine the overall aircraft behaviour. To date,
the exact methodology for the composition of results from multiple tests
to completely predict prototype behaviour remains an open challenge
as discussed in Section 5.3.

The key difference between the preceding similitude theories and
the computational similitude theory is that, in the latter case, the
iterative design cycle does not result in a generally applicable scaling.
For example, the model laws in classical similitude theory shown in
Table 8 is applied to any model for a given type of problem. In
computational scaling, for a specific combination of prototype design
and the test objective, a unique scaling law is established to arrive
at a model whose response can be scaled up to predict a specific
feature (or set thereof) of the prototype behaviour, i.e. the feature
defining the test objective. Some examples of test objectives include,
simulation of short-period motion, simulation of dutch-roll, study of
spin characteristics, study of flutter behaviour or combinations thereof.
In general, these computational scaling laws are based on iterative
procedures to transform model design and/or test conditions to ensure
similitude, as explained in the following section (see red line in Fig. 20).
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4.6.1. Iterative methods for computational scaling
Numerical optimization is an obvious choice to enable efficient

modification of the sub-scale model design and test conditions to
achieve the highest similarity with the prototype. French [93] was one
of the first to use optimization in the application of structural simili-
tude. He demonstrated the use of optimization to match the stiffness
distribution over the wing. Here, the figure of merit for the extent of
similitude was the difference between the normalized deflection along
the span of the wing of the model and the prototype. French [93]
showed with physical testing that such an optimization-based scaling
technique was indeed effective in achieving similarity. While
French [93] specifically used this method for the design of wind-tunnel
models, similar techniques can be used to design models for SFT.

Most engineering problems are multi-disciplinary. As a
consequence, the use of the methods described in Sections 4.4 and 4.5
can be challenging, as multiple governing equations and a broader set
of similitude criteria must be satisfied to design a model similar to
prototype. Optimization based scaling laws are much more versatile
as they rely on Multi Disciplinary Analysis and Optimization (MDAO)
strategies to account for the coupled effects of the various disciplines.
In such MDAO problems, the objective function is the figure of merit
quantifying the extent of similitude (such as DoS), the design variables
are the parameters defining the geometry of the model and the test
conditions, and the constraints are a combination of manufacturing and
mission requirements, including those set by certification authorities.

For example, Pereira et al. [145] used MDO in aeroelasticity prob-
lems by ensuring homologous pressure distribution over the model
and the prototype while matching the reduced natural frequencies.
The design variables were the rib thicknesses under manufacturing
constraints. Many other complicated similitude problems in the field of
aeroelasticity are solved using optimization [143,148,156] as described
in the review by Mas Colomer et al. [143].

The applicability of computational scaling is not limited to aeroe-
lasticity. For example, this method shows great potential in the study
of aircraft flight dynamics behaviour, where the model must demon-
strate multiple-disciplinary similarity with the prototype (i.e., similar
aerodynamic behaviour, structural behaviour and mass distribution).
Other studies which include aeroacoustics, aero-propulsive interac-
tions, aero-thermal design, unmanned aerial vehicle design, etc. can
also benefit from this method. The computational scaling method is
largely unexplored, but demonstrates very high potential. A full ex-
ploitation will depend on the ability to address the challenges discussed
in Section 4.6.2.

4.6.2. Challenges in computational scaling
Computational scaling laws are the state of the art in sub-scale

model design method for all physical testing methods including SFT.
Nevertheless, the state of practice lags behind. There are numerous
reasons for this which are detailed as follows:

1. The formulation of the objective function to establish scaling
laws is challenging because the design space may be large when
all the relevant parameters that affect the phenomenon are
selected. Furthermore, quantifying the degree of influence per
test adds to the complexity of objective function formulation
(Eq. (12)).

2. Developing (accurate) computational disciplinary analysis tools,
which can be used in an optimization, is a knowledge and labour
intensive task.

3. Most computational analyses require repetitive pre/post-
processing activities (e.g., generation of computational grids for
CFD and FE analysis, post-processing of flow analysis, etc.),
which are laborious, time-consuming and error-prone. Because,
an iterator is used to modify the design, these pre/post-
processing activities must be automated which requires non-
trivial investment of time and resources.
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Fig. 20. UML activity diagram of methodology for computational scaling.
4. Even if the disciplinary analysis tools are available and auto-
mated, combining them together in a multi-disciplinary analysis
framework, selecting the right MDO architecture and optimiza-
tion algorithm can be challenging tasks, which requires specific
knowledge of MDO and numerical optimization techniques. In
other words, barriers associated with MDO must be lowered for
experts in the field of SFT to make full use of its potential.

5. The benefits of optimization based scaling laws can be nega-
tively affected by the use of high-order, high-fidelity and time-
consuming analyses in the optimization process. To keep the
computational time compatible with the usability of SFT in the
design process, surrogate-model techniques can be very effec-
tive. These surrogate models are analytical approximations of
the actual high-fidelity analysis and are orders of magnitude
faster to evaluate, thus making the optimization effort time
manageable.

4.7. Design methods employed in SFT

Despite the increased use of SFT to study unconventional aircraft
designs, it is interesting to note that many SFTs have no equivalent
full-scale counterpart, i.e., there is no full-scale aircraft design (about
36% of the 25 SFTs reviewed). As a result, they do not use any of the
similitude methods discussed in Section 4. About 48% of the 25 SFT
models reviewed in this paper were geometrically scaled (shown in
Fig. 21). The primary reason for this is the ease of applying geometrical
scaling as compared to other scaling laws. Nonetheless, the response
of geometrically scaled models is often prone to scale effects, which
leads to significant uncertainty in results. Thus, the results of tests are
mostly relevant to demonstration tests. Finally, 16% of the models that
were studied were computationally scaled. This type of scaling ensures
that the specific disciplinary behaviour of the model is similar to that
25
Fig. 21. Distribution of 25 SFTs (reviewed in this paper) based on design approach.
Here, ‘NA’ implies scaling criteria are not used at all as there is no full-scale aircraft
design and the SFT is solely intended for demonstration tests.

of the prototype. It is interesting to note that engineers working on
HiMAT [88,89] utilized principles of computational scaling as early as
1976. However, the complexity of performing computational analysis
in those days prevented the widespread use of this method. With
tremendous improvements in computational power, researchers have
been using computational scaling more frequently in the recent years.

Review of design approaches shows that engineers performing SFT
recognize the importance of sub-scale model design approach for a
given test objective. The distribution of SFT based on design approach
per test objective is shown in Fig. 22. It is observed that engineers avoid
complicated and resource-intensive computational scaling when de-
signing models for demonstration tests. In most cases (69%), no scaling
criteria are used at all. Conversely, in simulation and phenomenological
tests, either geometrical scaling or computational scaling is used to
design the sub-scale model, which is essential in scaling up the results
of SFT. Nevertheless, in both simulation and phenomenological tests,
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Fig. 22. Distribution of SFT based on design approach per test objective.
the majority of the models are designed using geometric scaling despite
their susceptibility to scale effects.

For aeroelastic tests performed in wind-tunnels, the benefits of
computationally scaled models over geometrically scaled models have
been demonstrated [93]. Similar studies have been performed for SFT
models by Bergmann et al. [17], where they demonstrated the im-
proved similarity in lift, drag and moment with the prototype of the
computationally scaled model as compared to geometrically scaled
model.

However, research work demonstrating improvements in similar-
ity with computational scaling in SFT models are limited to static
characteristics and have not yet demonstrated improvements in dy-
namic behaviour (e.g., flight dynamics). This is primarily because
SFT was considered too complicated in the past (before 2005) for
most research entities as discussed in Section 1 and has not received
the same attention and funding as other testing methods to perform
comparative studies of different scaling approaches. Furthermore, the
impact of the inaccuracies in computational methods and the longer
time needed to perform the optimization on the overall SFT process
has not been studied. Nevertheless, based on the evidence provided
by ground based tests, computational simulations and static SFTs [17,
27,28,93,149,157], computational scaling shows promise in improving
SFT, which must be investigated further by scientific community.

5. Discussion: Moving beyond the state of the art in SFT

Despite the development of computational scaling, only a minority
of the designs use this state of the art methodology. Besides, even
where computational scaling is employed, the sub-scale model designs
are based on mono-disciplinary computational analysis. In this section,
we discuss the different disciplines that must be considered in the SFT
model design cycle, the associated technological barriers in integrating
these disciplines in an MDO framework, and how these barriers can
be lowered. These ideas will support the widespread use of computa-
tional scaling that will in-turn improve the quality of SFT simulation
necessary to predict prototype behaviour.
26
5.1. Improving SFT model design cycle considering multi-disciplinary re-
quirements

Despite developments in design approaches, manufacturing tech-
niques, COTS equipment and the flight-test data acquisition individ-
ually, the interaction between these lines of research is not very sig-
nificant. This is because SFT is generally performed by a small team
of engineers, who can either focus on designing similar models or deal
with other practical considerations (manufacturing, flight testing, etc.)
that arise during SFT in the limited design lead-time. Thus, last-minute
design modifications and re-work becomes necessary to account for
factors that were not addressed during the design phase, which might
nullify all the efforts of designing similar models.

Although, the multi-disciplinary analysis based computational scal-
ing approach offers the possibility to include all the requirements of
SFT during the design phase, the SFT models designed so far do not
include them owing to the lack of clarity on which requirements must
be used. Based on the review of past tests, a brief description of key
requirements in SFT model design cycle is provided. These typically
include requirements on testing, equipment constraints, manufacturing
constraints, and pilot effort that are not included in the design of
sub-scale models. Following sections describe the specific aspects of
realizing SFT that are incorrectly neglected in SFT design cycle.

5.1.1. Inclusion of mission safety in SFT model design process
As discussed in Section 3.2.1, there are two critical tasks in the

design of SFT models. First, ensuring similarity of behaviour between
model and prototype. Second, ascertaining that the model remains
controllable throughout the flight and stays within the designated flight
box (i.e., model can safely perform the required mission). The former
requirement can be satisfied with one of the approaches discussed in
Section 3. However, for the latter, one must assess static and dynamic
stability, controllability, flying and handling qualities of the model at
different phases of flight, accurately and quickly, to make SFT feasible.
This requires the inclusion of flight dynamics analysis in the design of
the scaled model. Such an analysis requires a detailed information on
aerodynamic performance, structural design, selection and placement
of on-board equipment, and the power output of the propulsive unit,
which, in-turn requires the development and integration of dedicated
disciplinary tools. Little work has been done so far that shows a
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detailed implementation and integration of all these aspects. However,
the use of a flight-dynamics toolbox in the design cycle to assess the
model flight behaviour using simplified analysis tools has been shown
by Raju Kulkarni et al. [158] and Dantsker et al. [159].

5.1.2. Equipment constraints
A lot of on-board equipment is used in SFT models. Besides perform-

ing their required functionality, these components affect the overall
model design in two ways. First, one or more of the selected compo-
nents may not fit inside the model whose accommodation might result
in the modification of the external aerodynamic shape. Second, the
mass of the components and their relative position in the model affects
the weight, balance and inertia of the model (in-turn affecting the flight
dynamics). These issues must be carefully assessed during the design
phase to prevent costly last-minute rework. These effects of component
selection, which are rarely evaluated in current design cycle, should be
incorporated to enhance the effectiveness of SFT in the future.

5.1.3. Manufacturing constraints
With the advancements in manufacturing and material technology,

one can manufacture sub-scale models in various ways using different
materials. The selection of the manufacturing technique depends on the
time available for manufacturing, the structural requirements of the
mission, the budget, required precision and the materials that can be
used in manufacturing.

The manufacturing technique and the material used in the process
directly affect the SFT model design features such as surface finish,
trailing edge radius, gap between movable and the fixed part of the
wing, etc. These features affect the aerodynamics and the weight and
balance of the model, thereby, affecting the flight behaviour. Never-
theless, the implication of manufacturing technique and material are
generally not included during the design phase for two reasons. First,
rules of thumb to predict the implication of manufacturing techniques
on model design are not available. Second, such rules of thumb cannot
be generalized due to substantial variation in requirements from one
design to another (especially with novel aircraft configurations). This
can only be overcome by using computational analyses to evaluate
the impact of designers decision on the overall model design, which
is enabled by computational scaling approach.

5.1.4. Pilot effort
SFT requires a pilot to fly the sub-scale model. The pilot can either

be a human or a trained computer that performs the test. However,
in most SFTs, there is little or no time available to build an auto-pilot
system, especially if the goal is to simulate prototype behaviour in the
conceptual design phase. In such cases, it is essential to design sub-scale
models whose handling and flying qualities are of a certain level such
that the pilot effort remains acceptable during the entire SFT mission.
However, the handling qualities and the pilot effort are quite different
for remote-controlled models as compared to a prototype owing to the
differences in their size, mass and inertia, in addition to the fact that
pilot is not on-board the aircraft.

Williams [160] proposed standards for specifying Unmanned Aerial
Vehicles (UAV) handling qualities. Unlike SFTs, UAVs in general do not
have similarity requirements that alter the handling-qualities, which al-
lows engineers to improve handling qualities without being constrained
by similarity requirements. Thus, improving SFT model handling qual-
ities is much more challenging than for a normal UAV. Nevertheless,
the proposed requirements can be formalized and included in the
optimization loop for computational scaling to ensure that pilot does
not get overwhelmed. Dantsker et al. provide an example for such flight
27

testing automation [159].
5.1.5. Overcoming uncertainties in model response
Use of SFT is often discouraged because of uncertainties in the

response of the model. Undoubtedly, ground-based testing methods can
use much more sophisticated and precise measurement instruments
as compared to SFT because there are no limitations on the weight,
size, and shape of these equipment in ground-based testing. Moreover,
the uncertainties posed by atmospheric turbulence in SFT can be low-
ered in controlled environment of ground-based testing. Nevertheless,
ground-based testing methods are ill-equipped to study several aspects
of flight-behaviour as discussed in Section 2. For example, the tests
conducted in AirSTAR [79] program to reduce fatal accidents requires
the simulation of different flight phases serially with no time lag,
which is challenging and often impossible in ground-based testing.
Engineers are working towards reducing the uncertainties by improv-
ing the precision of the on-board measurement equipment [37,113],
developing mathematical models to correct the effects of atmospheric
turbulence [161] and repeating the tests multiple times [63]. Therefore,
instead of rejecting SFT for its uncertainty, these developments should
be included in the SFT life-cycle to improve its quality.

5.2. Overcoming technological barriers in computational scaling

Of the challenges mentioned in Section 4.6.2, two challenges can be
classified as technological challenges, namely, automating disciplinary
analysis and managing and executing MDO frameworks effectively.
Researchers are making advances in allied engineering fields which can
be effectively used in SFT to lower the technological barriers. Following
paragraphs briefly discuss these developments.

5.2.1. Automating disciplinary analysis
A typical sub-scale model design cycle which utilizes computa-

tional scaling with medium or high fidelity analysis involves numerous
tasks such as geometry manipulation, discretization (meshing), gen-
eration of specialized input data for discipline-specific analysis, and
post-processing the results. There are very few commercial software
packages where all these capabilities are bundled into one. Thus,
designers need to use multiple software while performing all the inter-
mediate data manipulations to adhere to their input requirements. This
makes computational scaling, laborious, time-consuming and error-
prone. The overarching solution to this problem is to automate the
entire design workflow. However, this automation process in itself is
non-trivial.

Whenever a design case is highly rule-driven, multidisciplinary,
repetitive and demands geometry manipulation and product
(re)configuration as in the case of SFT model design, Knowledge
based engineering (KBE) is likely to be the best possible technology
at hand [162]. KBE applications an be developed, which, based on
user input, automatically generates models of a specific family of prod-
ucts [163,164], such as a family of sub-scale model designs. For each
model, the application automatically creates the abstractions required
by the various analysis tools in the design cycle. An example of such a
KBE tool has been demonstrated by Raju Kulkarni et al. [155,158].

5.2.2. Managing and executing a complex MDO workflow
Availability of automated disciplinary analysis tools alone is not

sufficient. The disciplinary analysis tools must be combined to perform
MDO. The integration tasks, especially when large number of disci-
plines are involved, can scale-up quickly making the entire process
unmanageable. Estimates indicate that setting up first executable MDO
problem takes 60%–80% of the project time. [165] Furthermore, it
cannot be reconfigured easily based on the insights obtained from
initial MDO execution owing to the massive effort needed for rework
and limited time available for the project. These problems are also
typical of the SFT model design.

Several Process Integration and Design Optimization (PIDO) sys-
tems are available on the market, that offer support in setting up
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optimization workflows.[166–173] However, setting up a workflow
always demands a large amount of manual, tedious and error prone
operations through the PIDO tool’s user interface. Furthermore, most of
them do not provide any support in terms of the formulation of MDO
problems, such as the selection (and automatic integration) of the most
convenient MDO architecture and/or optimization algorithm.

To support the existing PIDO tools, recent developments such as
InFoRMA (Integration, Formalization and Recommendation of MDO
Architectures) [174] and KADMOS (Knowledge- and graph-based Agile
Design for Multidisciplinary Optimization System) [175] drastically
improve the MDO accessibility by supporting users with formalization
and execution of MDO problems. These emerging methods coupled
with PIDO tools have demonstrated their value in several aerospace
use-cases for prototype design [174,175]. Computationally scaled SFT
model design can definitely benefit from such methods that lower
the barriers of implementing MDO for both novice and experienced
designers.

5.3. Catalog of sub-scale models to mitigate scale-effects

In spite of using the appropriate sub-scale design approach and
incorporating all the requirements, a critical problem in sub-scale flight
testing lies in overcoming scale effects. While scale-effects cannot be
eliminated in all the problems, they can be mitigated by not overloading
the similitude problem. With overloading, we intend the situation
where one sub-scale model is expected to replicate many more non-
dimensional parameters than physically possible for the combination of
model size and test conditions. For the example shown in Appendix A,
no suitable model can be found that simultaneously replicates the
Reynolds number and Froude number of the prototype; such a simil-
itude problem is said to be overloaded. Consequently, one sub-scale
model cannot completely simulate the prototype behaviour for the
phenomenon being tested.

Szücs proposed the theory of partial modelling to overcome the
overloading problem in sub-scale model testing [137]. Partial mod-
elling involves the sub-division of a complex system into sub-systems
called partial models and studying each of the partial models separately
to understand a specific aspect of prototype behaviour. Szücs then
proposed the combination of results of partial model tests to predict the
behaviour of the complex system. When this concept was first proposed
in 1980, the implementation was rather abstract without a concrete
methodology.

With the introduction of computational scaling, we can use Szücs’
postulate to simulate prototype behaviour by designing, manufactur-
ing, and testing a catalog of sub-scale models i.e., multiple sub-scale

odels, each one designed to offer the best similarity as required to a
pecific test condition or phenomenon. The results of these tests are
hen integrated to determine the overall prototype behaviour. How-
ver, integrating the results of sub-system can be quite challenging
o implement. Thus, for the progress of SFT research, an appropri-
te methodology to create the catalog of sub-scale models must be
dentified and formalized.

One approach is to use equations of motions to list all the parame-
ers relevant to characterize prototype behaviour and then classify them
nto sub-groups. Thereafter, per sub-group, a scalar function like the
oS (Eq. (12)) must be formulated. For each DoS, an optimal model

i.e., DoS = 1) must be designed using computational scaling and tested.
he results of these tests can be combined together to predict prototype
ehaviour.

For example, the aerodynamic derivatives (𝐶𝑚𝑞
, 𝐶𝑧𝑞 , 𝐶𝑧𝛼 and 𝐶𝑚𝛼

),
non-dimensionalized mass and inertia can be used in the formulation
of DoS for one model to study short-period motion and aerodynamic
derivatives (𝐶𝑧, 𝐶𝑥𝑢 and 𝐶𝑧𝑢 ) can be used in the formulation of DoS
for another model to study phugoid motion. Where, 𝐶𝑚𝛼

and 𝐶𝑚𝑞
are

he derivatives of moment with respect to angle of attack and rotation
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ate respectively, 𝐶𝑧𝛼 , 𝐶𝑧𝑢 and 𝐶𝑧𝑞 are the derivatives of force in 𝑧-
irection with respect to angle of attack, velocity and rotation rate
espectively and 𝐶𝑥𝑢 is the derivatives of force in 𝑥-direction with
espect to velocity. The behaviour of the two models can be studied
ogether to predict the longitudinal behaviour of the prototype. For the
etailed description of this approach, the reader is referred to previous
ork by the authors [155].

The number of designs in a catalog directly impacts the overall
ost, effort and time needed to simulate prototype behaviour. Hence,
cost–benefit analysis of utilizing a catalog of sub-scale models must

e performed before embarking on the process. If the size of this catalog
s too large, SFT is not viable as its unique selling proposition of
eing an affordable simulation method is lost. The catalog size can
e decreased by reducing the number of governing parameter sub-
roups and thereby the number of designs. Besides, each sub-scale
odel should be manufactured modularly. As a result, if two or more
odels have similar components, they can be reused. For example, if

he tail design changes, while the rest of the components are unaltered,
odular design can be used to just replace the tail. Thus, a catalog of
odularly designed sub-scale models using computationally scaling has

he potential to mitigate scale-effects.

. Non-technical barriers in simulation SFT

In the preceding section, different technical challenges in the cur-
ent state of the art in SFT are discussed, in this section we discuss some
on-technical hurdles that are commonly observed in SFT:

1. Insufficient time for the design of SFT model: The preceding
discussion reveals that SFT model design is an involved and
meticulous process which requires careful considerations. In
many aspects, SFT model design cycle can be compared to the
prototype design cycle with the major difference being their
design objectives. While the prototype designs are aimed at
demonstrating an improved performance, sub-scale models are
aimed at simulating prototype behaviour before actually build-
ing the prototype. Despite the importance of designing similar
model, only a small portion of the available time is allocated to
design because engineers have to dedicate larger share of the
lead time to overcome practical challenges such as manufactur-
ing, pilot training and development of auto-pilot. For example,
in many cases, preparation for manufacturing and acquisition of
on-board equipment is started simultaneously with the design of
the SFT model. As a result, the sub-scale model designs might
be over-constrained by the pre-conceived decisions and unable
to replicate prototype behaviour.

2. Small SFT teams: Often, the design teams working on SFT
are limited to a handful of members without much help from
disciplinary experts. Insufficient resources coupled with limited
time for SFT creates tremendous pressure on small teams to
‘‘fly’’ the model without systematically exploring the design
space. Consequently, the model cannot adequately simulate the
prototype behaviour.

3. Psychological reliance on geometric scaling: Many experi-
menters who have expertise in phenomenological testing often
have a psychological reliance on geometric scaling. They of-
ten raise the question, "How can two models be similar if they
are not geometrically similar?" In fact, this question is not just
encountered in SFT but is often seen in other sub-scale model
testing methods where scale effects are prominent. As a result
of this bias, difficulties arise in scaling up results. As discussed
in Section 4 and demonstrated with an example in Appendix B,
geometric similarity is neither necessary nor sufficient condition

to prove similitude [137].
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Fig. 23. Challenges in computational simulation, ground-based testing and free-flight testing.
4. Perceived threat to ground-based testing methods: SFT is
often viewed as an attack on the conventional ground-based
testing methods such as wind-tunnel testing. However, this ap-
prehension is not well-founded. From the discussion in Section 2,
we establish that SFT is used in specific dynamic tests to com-
plement the static tests from ground based testing methods. SFT
is only utilized in those cases where the ground-based testing
infrastructure cannot adequately recreate the flight-conditions
necessary to replicate prototype behaviour.
Not only are the objectives, applications, and implementation
of past SFTs (see Sections 2 and 3) complementary to those of
ground based testing, but also the associated limitations of dif-
ferent testing methods are complementary. Fig. 23 summarizes
the inadequacies of different testing methods. With the exception
of scaling-errors, computational simulation, SFT and ground-
based testing are faced with different challenges. Moreover,
these limitations can be overcome be systematically using a com-
bination of testing methods. For example, the assumptions and
modelling errors in computational methods can be reduced by
validating the results using experimental methods. Similarly, the
uncertainties induced by of atmospheric disturbances in SFT can
be quantified using computational simulation and wind-tunnel
testing. Finally, the problem of scaling errors can be mitigated
by computational scaling. Thus, it is important to dispel this
misconception and emphasize that the combination of SFT and
ground-based testing is symbiotic in aircraft design cycle and not
parasitic.

7. Conclusions

The main purpose of this paper is to provide an entry point into the
field of SFT to engineers who are well versed in the fundamentals of
aerospace engineering but not yet with the intricacies of this testing
29
method. To this end, we reviewed publicly available literature on SFT
(98 papers and books) and developments in allied fields from 1848–
2021. In this study we assess four main aspects of SFT, namely, the role
of SFT in aircraft design cycle, the value of using a systematic approach
to design similar SFT models, developments in design approaches for
SFT model and the (potential) impact of including other considerations
such as manufacturing, equipment selection, etc. SFT model design
process.

In this paper, SFT has been discussed in parallel to other main
techniques to predict prototype behaviour, such as computational sim-
ulation and ground based testing methods such as wind tunnel testing.
Based on this review, we established that SFT is best suited for the
analysis of dynamic behaviour of aircraft (for both flight mechanics and
aeroelasticity), as this testing method uniquely allows (unconstrained)
large range of motion. Furthermore, due to the improvements and
availability of miniature electronics and components, SFT can be used
in all types of tests (demonstrator, phenomenological and simulation
tests), which is not always possible with other ground-based testing
methods or computer simulation. Majority of SFTs are used as concept
demonstrators (52%) as they are adequate in arousing the interest of
the scientific community while not requiring a cumbersome design ap-
proach to establish similitude with the prototype. So far, less than 30%
of the total tests were used to actually simulate prototype behaviour.

The authors believe that using SFT models for the sole purpose of
demonstrators, as mostly found in literature, is a major limitation of
SFT used till date. More emphasis on simulation and phenomenological
tests will not only enhance confidence on unconventional configura-
tions but also reduce development cost and lead times, thereby making
SFT a viable and attractive testing method in early stages of design.
Thus, development of a methodology to design similar sub-scale model
is the most urgent challenge to overcome to make SFT a powerful
assessment method for aircraft designs.
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The study of the evolution and developments in SFT model de-
sign approaches brings to light three main methods, namely, classical
similitude theory, similitude theory with governing equations and ap-
proximation theory, and computational similitude theory. The salient
features of each of the methods with their relative merits and challenges
were discussed. The survey of past SFTs reveals that in cases where
a formal design approach was considered, 75% of sub-scale models
were geometrically scaled because its application is simple and time-
efficient. The state-of-the-art computational scaling approach, which
shows most promise in accurately scaling up SFT results, has only been
used in 16% of all SFT models.

Although computational similitude theory shows significant promise
in the design of similar sub-scale models, its widespread use is limited
by the development complexity of the required computational systems
and their computational efficiency. These barriers can be lowered
by strengthening the interaction between the design, manufacturing,
instrumentation and flight-testing activities by using design automation
technologies such as KBE and exploiting the recent developments
in MDAO. These advanced design methods, MDO and KBE, are key
enablers for the application of computational similitude theory and
must be harnessed to improve the quality and applicability of SFT.

A close examination of the literature also exposes the classical
notion of using one sub-scale model to predict the complete flight
behaviour of the prototype. To overcome this, we propose the develop-
ment of a catalog of sub-scale models, whose individual responses can
be superimposed to predict the overall prototype behaviour. Develop-
ment of such a catalog of designs, testing all designs economically, and
then combining the results of all the tests remains an open challenge
whose solution will be the next breakthrough in the field of sub-scale
flight testing.
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ppendix A. Example of classical similitude theory application

xample 1. A sub-scale model must be used to study the short
eriod motion of a full-scale aircraft with 34m span (b), 4.2m mean
erodynamic chord (c) and 73 000 kg mass (𝑊𝑓𝑢𝑙𝑙−𝑆𝑐𝑎𝑙𝑒) flying at a
elocity (𝑉𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) of 472 km∕h and an altitude (ℎ𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒) of 2300𝑚.
wo certification constraints4 are considered in the design of sub-scale
odel as follows:

1. model must fly at an altitude (ℎ𝑚𝑜𝑑𝑒𝑙) of 4000m
2. model mass (𝑊𝑚𝑜𝑑𝑒𝑙) should not exceed 100 kg

ased on this information, the test conditions (i.e., speed and altitude)
nd the size of the sub-scale model must be determined.

4 For this example, a representative value 100 kg is chosen, which is either
certified or specified category model depending on its span as per the cat-

gorization provided by the Dutch Government (Section 2.1.2.6) [73,74,176].
ertification authorities also require safe model operation proof [73,74,176],
hich is beyond the scope of classical similitude theory.
30

p

Step 1: Selection of relevant Parameters in similitude full-scale
arameters:

𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒, 𝑉𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒, 𝑐𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒, ℎ𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒 (13)

odel parameters:

𝑚𝑜𝑑𝑒𝑙 , 𝑉𝑚𝑜𝑑𝑒𝑙 , 𝑐𝑚𝑜𝑑𝑒𝑙 ℎ𝑚𝑜𝑑𝑒𝑙 (14)

Step 2: Selection and application of scaling laws5 Applying mass
caling and correcting for densities due to difference in test altitude
ives the scaling factor 𝜆:

3𝑊𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒

𝜌𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒
=

𝑊𝑚𝑜𝑑𝑒𝑙
𝜌𝑚𝑜𝑑𝑒𝑙

⟹ 𝜆 = 0.1176 (15)

Applying geometric scaling gives the mean aerodynamic chord of the
model:

𝑐𝑚𝑜𝑑𝑒𝑙 = 𝜆 ∗ 𝑐𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒 ⟹ 𝑐𝑚𝑜𝑑𝑒𝑙 = 0.5 m (16)

Step 3: Selection and application of model laws1 Applying
Froude number scaling to ascertain the ratio of gravity forces to inertia
forces of the model and prototype are similar [25]:

𝐹𝑟𝑚𝑜𝑑𝑒𝑙 = 𝐾𝐹𝑟 ∗ 𝐹𝑟𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒 (17)

where 𝐾𝐹𝑟 = 1 (to ensure Froude number scaling) and

𝐹𝑟 = 𝑉
√

𝑔𝐿
⟹ 𝑉𝑚𝑜𝑑𝑒𝑙 = 44.44 m∕s (18)

ith the available capabilities of COTS components, 150 kg models
ave been flown at 50m∕s [63,124]. Thus, 44m∕s is a reasonable test
elocity, provided the flight box is sufficiently large. In addition, for
hort period motion, Reynolds number scaling must also be satisfied
25] which is defined as

𝑒𝑚𝑜𝑑𝑒𝑙 = 𝐾𝑅𝑒 ∗ 𝑅𝑒𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒 (19)

here, Reynolds number is given by formula

𝑒 =
𝜌𝑉 𝐿
𝜇

(20)

Since all the variables in Eq. (20) are known, they are used to calculate
𝐾𝑅𝑒 which is the only unknown in Eq. (19). By combining Equations
(16), (18), and (20), we get:

𝐾𝑅𝑒 = 0.035 (21)

conversely, if we impose

𝐾𝑅𝑒 = 1, (22)

𝑘𝐹𝑟 = 28.90 (23)

tep 4: Evaluation
Clearly, Froude and Reynolds number similarity cannot be achieved

imultaneously when used in conjunction with the certification require-
ents. In such cases, engineers typically choose to match a sub-set

f original similitude criteria and attribute variations of results with
espect to full-scale aircraft to those criteria for which similitude could
ot be matched.

In the case where no certification requirements are imposed, both
roude and Reynolds number similarity can be achieved by solving
qs. (17)–(20). Fig. 24(a), (b) and (c) show the velocity, mean aero-
ynamic chord and span of the model calculated using Eqs. (17)–(20).
he weight of the model is calculated using Eq. (15) (Fig. 24(d)). When
o certification constraints are applied, the model size of the sub/super-
cale model ranges from 70%–130% at varying altitudes and the weight
aries between 83%–236% of the full-scale aircraft. Such large models
ould be as expensive as the full-scale aircraft, which defeats the

urpose of using SFT (i.e., cost-effectiveness). Thus, even when no
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Fig. 24. The (a) velocity, (b) mean aerodynamic chord, (c) span and (d) weight of the model at different test altitudes for geometrically scaled models, determined using classical
similitude theory without any certification constraints.
certification constraints are imposed, engineers limit the model weight
and size to ensure that the cost of the test remains low.

Step 5: Upscaling the results
In case both model laws are satisfied simultaneously, the result of

non-dimensional results of the sub-scale model tests are the same as
the full-scale flight behaviour for the cases under consideration. For
example, the coefficient of lift, drag and moments and aerodynamic
derivatives such as the change in moment with respect to pitch rate of
the model 𝐶𝑀𝑞

, change in force in Z-direction with respect to pitch rate
of the model 𝐶𝑍𝑞

, etc. would be the same.

Appendix B. Example of Governing equations based similitude
theory application

Example 2. A sub-scale model must be designed such that its pressure
distribution is similar to a 2-dimensional full-scale model, using govern-
ing equations. Where, the full-scale model has a span of length L and
operates at Mach number 0.65. Furthermore, the sub-scale model must
be tested at 0.3 Mach number. Unsteady effects and viscous effects may
be ignored (if necessary) while ensuring similitude.

Since, similitude is established by matching the governing equa-
tions, the actual values of the flight conditions and the size of the model
and the prototype are not important, as long as the governing equations
used to establish similitude are the same for model and prototype. The
equations shown in the remainder of the section are assumed to apply
to both model and prototype.

5 As described by Wolowicz et al. [25].
31
B.1. Iteration 1

Step 1: Selection of governing equation:
This problem can be best solved using Navier–Stokes equation. This

equation is represented as follows: x-momentum equation:

𝜌𝑢 𝜕𝑢
𝜕𝑥

+ 𝜌𝑣 𝜕𝑢
𝜕𝑦

= −
𝜕𝑝
𝜕𝑥

+ 𝜕
𝜕𝑦

(

𝜇
(

𝜕𝑣
𝜕𝑥

+ 𝜕𝑢
𝜕𝑦

))

(24)

y-momentum equation:

𝜌𝑢 𝜕𝑣
𝜕𝑥

+ 𝜌𝑣 𝜕𝑣
𝜕𝑦

= −
𝜕𝑝
𝜕𝑥

+ 𝜕
𝜕𝑥

(

𝜇
(

𝜕𝑣
𝜕𝑥

+ 𝜕𝑢
𝜕𝑦

))

(25)

where, 𝑥 is the x-coordinate, 𝑦 is the y-coordinate, u is the x-component
of the velocity, v is the y-component of the velocity, 𝜇 is the dynamic
viscosity, 𝜌 is the density, and p is the pressure.

Step 2: Normalization of governing equation:
The process of normalizing Navier–Stokes equation is shown in

Eqs. (8) and (9). In order to ensure similitude between the model and
the prototype, the coefficients of these equations must be equal for the
model and the prototype (i.e., all three 𝜋-terms shown in Eq. (11)).

Step 3: Comparison of coefficients
Both Reynolds number and coefficient of pressure cannot be

matched owing to differences in operating conditions. (Fig. 17)

Step 4: Transformation of the model
With the governing equation shown in Eqs. (8) and (9), transforma-

tion is not possible as long as viscous effects are a part of the equations
(as shown in the example in Fig. 17). In other words, just changing the
shape of the model will not be sufficient to make the coefficients of
model and prototype equal.

Step 5: Application of approximation theory
Since the model cannot simultaneously match Reynolds number and

the coefficient of pressure, the viscous effects are ignored to simplify
the governing equations and to enable transformation.
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Fig. 25. The transformation of aerofoil shape necessary to maintain similar pressure distribution in inviscid flow between a sub-scale model tested at 0.3 Mach and the full-scale
aircraft tested at 0.65 Mach.
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B.2. Iteration 2

Step 1: Selection of governing equation
The simplifications lead to new governing equation as follows:

𝜕2𝜙
𝜕𝑥2

+ 1
1 −𝑀2

𝜕2𝜙
𝜕𝑦2

= 0 (26)

the boundary condition at 𝑦 = 0:
𝜕𝜙
𝜕𝑦

= 𝑈1
𝜕𝑦
𝜕𝑥

(27)

he boundary condition at ∞:
𝜕𝜙
𝜕𝑥

=
𝜕𝜙
𝜕𝑦

= 0 (28)

(𝑐𝑝)𝑏𝑜𝑑𝑦 = − 2
𝑈1

𝜕𝜙
𝜕𝑥

(29)

where, 𝜙 is the velocity potential, M is the Mach number, 𝑈1 is the
omponent of the velocity tangential to the body, 𝐶𝑝 is the coefficient
f pressure on the body and the remaining terms remain the same as
escribed in Iteration 1.

tep 2: Normalization of governing equations
These governing equations are normalized as follows

𝜙 =
𝜙

𝑈1𝐿
, 𝑥 = 𝑥

𝐿
, 𝑦 =

𝑦
𝐿

(30)

his keeps the governing equation the same:

𝜕2𝜙

𝜕𝑥2
+ 1

1 −𝑀2
𝜕2𝜙

𝜕𝑦2
= 0 (31)

and the 𝐶𝑝 value changes to

(𝑐𝑝)𝑏𝑜𝑑𝑦 = −2
𝜕𝜙
𝜕𝑥

(32)

However the boundary condition changes to:

𝜕𝜙
𝜕𝑦

=
𝜕𝑦
𝜕𝑥

(33)

Step 3: Comparison of coefficients
With different Mach numbers of the model and the prototype, the

coefficients of governing equation (i.e., Eq. (31)) cannot be equal for
the model and the prototype. Thus, similitude cannot be established
with the equations shown in Step 2.

Step 4: Transformation of the model
In order to absorb the Mach number terms into the governing

equations, the 𝑦-axis can be transformed as follows:

𝑦1 = 𝑦
√

1 −𝑀2 (34)

his makes the governing equation

𝜕2𝜙
+

𝜕2𝜙
= 0 (35)
32

𝜕𝑥2 𝜕𝑦12
which makes the boundary condition as follows

𝜕𝜙
𝜕𝑦1

= 1
√

1 −𝑀2

𝜕𝑦
𝜕𝑥

(36)

assuming the dimensions of the model in y direction can be defined as
a product of an arbitrary function f and a thickness scaling factor t, it
is given as

𝑦 = 𝑡𝑓 (𝑥) ⟹
𝜕𝑦
𝜕𝑥

= 𝑡𝑓 ′(𝑥) (37)

this changes the boundary conditions to

𝜕𝜙
𝜕𝑦1

= 𝑡
√

1 −𝑀2
𝑓 ′(𝑥) (38)

Since 𝑓 (𝑥) is purely a function of the shape the model, Eqs. (35) and
38) can be used to establish similitude (Appendix B.3). Furthermore,
ince the transformation is performed on 𝑦 axis alone, it has no effect

on (𝑐𝑝)𝑏𝑜𝑑𝑦.

B.3. Iteration 3

Step 3: Comparison of coefficients
It is clear from Eq. (35) that the coefficients of the governing equa-

tions will always be equal because they are always equal to 1. However,
at different operating Mach number, the coefficients in the boundary
conditions shown in Eq. (38) will be different. If these coefficients, can
be matched, the model and the prototype will be similar to one another.
Thus the following conditions should be satisfied:

𝑡𝑀𝑜𝑑𝑒𝑙
√

1 −𝑀2
𝑀𝑜𝑑𝑒𝑙

=
𝑡𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒

√

1 −𝑀2
𝑓𝑢𝑙𝑙−𝑠𝑐𝑎𝑙𝑒

(39)

Step 6: Selection of model scaling
Substituting the values of the model and the full-scale flight speed

from the example in Eq. (39), the thickness scaling factor of the model
(𝑡𝑀𝑜𝑑𝑒𝑙) is 1.255. This is shown using a normalized aerofoil in Fig. 25.
Thus, when the model is scaled geometrically, by a scaling factor (SF)
in 𝑥-direction, it must be distorted in 𝑦-direction by a factor 1.255(SF)
to ensure that the pressure distributions are the same for model and
prototype. It is important to note that the relations shown in this
example are not applicable to transonic flows because of singularity
in Eq. (39). However, similar mathematical effort can be performed to
develop scaling laws for inviscid flow in transonic conditions as shown
by Kline [135].
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