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Executive Overview

This document provides an overview of Phases Four (Detailed Design) and Five (Final Design) of the
FLOWS mission. The objective of project FLOWS is to design a flood forecasting, warning, and
response system centered around a versatile, cost-effective unmanned aerial vehicle. The most
prominent contribution to the design process documented in this report is represented by the final
design of the airborne segment, together with the results of aerodynamic, structural, economic, and
sustainability analyses.

Initial Sizing Results
The starting point for the design of all subsystems was the preliminary aircraft design. Several con-
cepts capable of Vertical Take-Off and Landing (VTOL) were considered and after a trade-off a conven-
tional fixed wing-VTOL concept was chosen. Using a self-made iterative sizing program, a preliminary
design was obtained. This led to a Maximum Take-Off Weight (MTOW) of 247.9 kg, with a maximum
modular payload mass of 40 kg. The wing of the preliminary design had an aspect ratio of 20 to ensure
high endurance, and featured a wingspan of 9.891m.

Based on initial calculations, a maximum VTOL thrust of 2917N and a maximum horizontal thrust of 1
were found, which would be used to size the propulsion system. Afterwards, a sensitivity analysis of
the design was performed, determining the most influential input parameters. This analysis revealed
that the propulsion system is critical, and thus this would be the primary focus of the detailed design
phase.

Payload, Communication, and Data Handling
The payload design consists of a monitoring payload and an intervention payload. The monitoring
payload includes sensors for measuring water levels, riverbed topography, and surface debris. It
uses the RIEGL VQ-840-GE LiDAR for shallow water penetration, and the Trillium LV-25 camera for
photogrammetry and debris identification. The intervention payload bay is modular, with a mass limit
of 31 kg and volume limit of 630x250x420mm.

The communication system’s starting point was determining data rates for the monitoring payload
and control systems. Video compression and minimum required frame rates were established. A
novel LiDAR data compression technique led to the selection of the Saab RVC-E computer, resulting
in 11.4 pts/m2 LiDAR point density, 2.82 cm visible light photogrammetry resolution and 10.0 cm for
infrared.

The minimum required downlink data rate was found to be 2.95Mbps, with a safety factor of 2. Re-
dundancy is provided by a direct link radio system and a satellite link with a 10Mbps limit, resulting in
a total downlink data rate of 5Mbps. Any extra bandwidth will increase the frames per second for the
operator camera. Lastly, the open source DRONECAN framework was chosen for robust, redundant,
and bidirectional communication between subsystems, facilitated by CAN compatible components.

Propulsion System Design
The component selection for the vehicle propulsion system encompassed the choice of propellers,
electric motors and electronic speed controllers. First, the requirements for the propulsion system
upon which the selection was to be based upon were identified, formalized, and rationalized.

The next step was the selection of both the horizontal and vertical propeller. Possible methods of
propeller selection were discussed and evaluated based on their ability to verify that the performance
requirements could be met. This led to the choice of the Fluxer 63x22 Pro for the vertical propellers,

1https://www.overleaf.com/project/664ee793a36b698e5407de7a#section.3.46.2
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providing each a peak continuous thrust of 392.4N, and the 1.4m diameter three-bladed X-PROP for
the horizontal propeller, providing a peak continuous thrust of 853.5N.

Consequently, it was found that motors that matched the expected power density were inadequate in
terms of power production and weight. This led to exploring alternative motor configuration options,
but in the end it was determined that the quadcopter design was most efficient, and heavier, more
powerful motors were chosen. The Emrax 188 family of motors was chosen. The vertical motors are
air cooled Emrax 188, with a peak continuous power of 27 kW, while the horizontal motor is an Emrax
188 with combined cooling, with a peak continuous power of 37 kW. The electronic speed controller
selection followed, and the AMPX 90A HV ESC resulted as the lightest and best performing option,
with an amperage of 180A and a voltage of 440V.

Electrical Power System Design
This chapter details the design of the electrical power system for the UAV, emphasizing reliable power
distribution and management. It features a series-hybrid configuration where an engine provides
mechanical shaft power to a DC generator, producing electrical power for various subsystems. Four
UAVHE RW1-79 Aircooled Wankel Gensets were selected as the generator assembly, providing a
total output of 64 kW to meet peak power demands.

The power transmission system includes high-voltage and low-voltage circuits to ensure effective
power distribution to propulsion and other subsystems. High-voltage transmission utilizes relays and
microcontrollers for unregulated power to electronic speed controllers, while low-voltage needs are
managed by a VisionAirtronics 1800W Power Distribution Unit. Redundancy is enhanced by a sec-
ondary battery that ensures system control during power failures. All components are commercial
off-the-shelf (COTS), streamlining the verification process. Verification methods include practical
demonstrations in a specialized electrical testing facility to ensure compliance with design require-
ments.

Wing Design
The NACA65(3)-618 airfoil was selected for its large lift coefficient and endurance at monitoring speed,
and further optimized to meet aerodynamic requirements. A wingbox design with two shear panels
was chosen for high resistance against bending, twist, and shear. Aluminum 6061-T6 was chosen
as structural material due to its high recycling rate, specific strength, and specific stiffness. The total
wing structural mass amounts to 27.79 kg. The aileron was sized to provide a roll rate of 30◦ in 1.5
seconds, with a surface area of 0.08m2 and a hinge moment of 12Nm at the most constraining load.
The SD-01B actuator was selected to provide this torque.

Stability, Balance and Tail Design
An in-house tool was developed to simultaneously address the positioning of VTOL engines, landing
gear, wing layout, and boom mass estimation. Using this tool, a twin-boom separated conventional
low tail design was finalized due to the large boom spacing resulting from the VTOL propellers.

The tool provided a comprehensive wing group layout and landing gear position visualized in a sim-
plified 3-view plot. Internal and external validation processes ensured satisfactory results for vertical
stabilizer sizing, while adjustments are needed for horizontal stabilizer sizing. Additionally, a dynamic
stability analysis using an OpenVSP model revealed an initial unstable Dutch roll, which was resolved
by incorporating a 1.5-degree anhedral angle.

Fuselage Design
The design of the fuselage was initiated by the determination of the position of the components within
the fuselage. As a starting point for the fuselage layout, the payload bay and landing gear were
considered. From here, all other subsystems and components were positioned according to their re-
quirements. The decision has beenmade to implement a retractable nose landing gear, to refrain from
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obstructing the field of view of the monitoring and control camera. To save weight, the main landing
gear is non-retractable. In addition, due to the many cutouts required by the individual components
of the UAV, the skin is only required to carry aerodynamic loads.

Then, the loads throughout the fuselage were analyzed. Multiple load cases were assessed, including
a 3.6 g airborne maneuver, a 2.0 g impact landing, and compressive forces from the pusher propeller.
From these load cases, the critical cases were detected, by which the fuselage structure was sized.
An additional safety factor of 1.5 was employed. The final fuselage structure consists of five frames,
which allow for the retaining of the cylindrical shape. The frames are kept together by five longerons,
positioned such that the load transfer between fuselage and wing is optimized. These components
are manufactured from aluminum, and have a total structural mass of 42.75 kg.

Ground System and Operations
To ensure versatile operations, a mobile ground station is included in the system. This allows for
quick relocation using existing infrastructure, meaning the UAV can be dispatched from a variety of
locations, assuming tactical positions near a risk or disaster area. This mobile ground station will fit
inside a 12m sea container, allowing it to be transported according to the road haul regulations. The
container is separated into two distinct sections, the first being the operational headquarters of the
mission, and the second being the deployable landing platform and UAV storage. The ground system
allows for on-site repairs and refueling of the UAV. By incorporating this flexibility into the system, a
larger variety of missions can be performed.

Two distinct operational modes were determined. First, the monitoring mission profile was identified,
during which the UAV is capable of monitoring areas for over 10.5 hours. The second profile is the
intervention mission, which is a fast-response mission. This mission type allows for quick delivery of
humanitarian aid resources to the determined location, as it can cover distances of 200 km in under
45minutes. When performing this mission type, the UAV is capable of being loaded with its modular
payload of up to 31 kg. After delivering this payload, it will cruise back to the ground station at its
monitoring altitude and speed.

Technical Risk Assessment
Along the development of the detailed design, technical risks have been identified and assessed to
accommodate for the integration of mitigation strategies into the design. This chapter summarizes the
initial risk identification from the Fault Tree Analysis (FTA), after which their assessment and required
mitigation have been tabulated. Finally, the pre- and post-mitigation risk maps show that all risks have
successfully been mitigated to an acceptable risk level. To testify to the impact of the risk assessment
on the design, numerous references to risk controls can also be found throughout the report.

Lifecycle Assessment
Once a complete overview of the final design was obtained, the lifecycle of the system was analyzed.
Researching material procurement led to the decision of sourcing aluminium from countries such as
Norway or Sweden, as this minimizes the emissions, and therefore the carbon footprint.

Next, the manufacturing and assembly methods to produce the structural frame out of the aluminum
were detailed, From the manufacturing material waste estimation and the expected final part mass,
an Al6061 mass of 83.46 kg was obtained. Using this, an emission analysis for both the production
process and the operations of the system could be carried out, focusing on carbon dioxide emissions.
First, the production of the structural frame was calculated to produce 494.6 kg of CO2 emissions.
For the operations of the system, carbon dioxide emissions for both the monitoring and intervention
missions were calculated to be 58.4 kg and 44.3 kg respectively.

Finally, the recycling and reuse procedure once the system reaches end-of-life conditions were ex-
plored. The conclusion was reached that after a nominal operational lifetime, the entirety of the com-
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ponents making up the system could be recycled or reused.

Economic Analysis
With a finalized design, the market position of the final product was further analyzed. First, a detailed
cost breakdown of the total project cost - composed of capital expenses and operational costs - was
computed. This resulted in a fixed operation cost of €120k and an additional €181k per unit. Mean-
while, capital expenditures consisted of a fixed €783.5k and an additional €281.7k per unit. The unit
price would consequently be equal to the variable capital expenditures, or higher if profit was desired.

To analyze the demand of the product, a market analysis and customer case studies were performed,
revealing a discernible gap on the flood monitoring, riverbed topography, and flood response market
as well as possible customers from both the public sector (FEMA) and private sector (Allianz SE) who
would be interested in purchasing several units. However, FLOWS may be challenged in having no
pre-existing customer relationships or competition in the monitoring systems market.

Final Design
The complete airborne segment of the UAV, with a maximum take-off weight of 272.1 kg and a
wingspan of 9.89 m, was analyzed. All components, with their specific quantity, mass, power con-
sumption, and cost, were detailed. Aerodynamic analysis using the OpenVSP program revealed a
zero-lift drag coefficient of CD0 = 0.0196 and a maximum lift-to-drag ratio of over 28. Fuel mass for
both design missions was calculated, and a maximum endurance of over 23 hours was found, with
the UAV capable of carrying a maximum fuel weight of 41.91 kg. In case of an intervention mission,
the UAV can carry 31.7 kg of extra payload to aid the mission. The requirement compliance matrix de-
tails the verification state of stakeholder, system, and mission requirements. The text also discusses
design limitations and recommendations for future development, including the integration strategy for
the final design, which is represented in Figure 1.

Figure 1: Render of the final design of the UAV.

Project Conclusion
The conclusion of the report contains a discussion of further steps in the design process, represented
through a design and development logic diagram. Validation activities were also discussed, such as
field testing, operational testing, simulations, and environmental testing. The expected costs for these
validation methods were also quantified, and their timeline was addressed through a Gantt chart.
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1 | Project Introduction and Objectives

Around the world, no less than 23% of the world’s population is exposed to significant flooding risk [1].
As anthropological climate forcings continue to increase temperature variability, and thus affect the
global water cycle [1], this portion of the population is slated to increase. To adapt to often catastrophic
flooding events, humanity has developed complex floodmonitoring, forecasting, and warning systems,
which rely on fixed stream stage sensors to obtain data about water levels. Although they reliably
provide real-time information, these systems require significant investments in the manufacturing and
mounting of a large number of sensors, and only cover fixed geographical areas [2].

In this context, a system based on an unmanned aerial vehicle that can fulfill mobile flood monitoring
capabilities was proposed, taking the name FLOWS (FLood FOrecasting, Warning, and ReSponse).
The following mission need statement was thus defined for the FLOWS design project [3]:

FLOWS-MNS: Design a system to monitor water levels and riverbed topography, provide early
warning for floods, investigate waterborne debris, and support response efforts.

In consultation with the client, this mission need statement was refined into a project objective state-
ment, by including the project development conditions, as well as certain imposed design guidelines:

FLOWS-POS: The project objective is to design an all-weather, cost-effective UAV and support-
ing infrastructure for flood forecasting, warning, and response with 10 students in 10 weeks.

Therefore, the purpose of the system is to detect floods by visual monitoring of the operational area,
allowing for rapid detection of any irregularities or forthcoming danger and ample time for decision-
makers to initiate warning and response procedures. The system is also expected to intervene directly,
supporting first responders in their efforts through the deployment of a humanitarian aid drop. Based
on these project objectives, a comprehensive requirement analysis was performed, resulting in the
list of stakeholder (purple), mission (orange), and system (blue) requirements shown in Table 1.1 [3].
These requirements act as the baseline of the design process documented in this report.

Table 1.1: Identified stakeholder, mission, and system requirements.

ID Requirement description Origin Type
R-STK-1 The system shall effectively monitor landscape. STK-5 Key
R-STK-2 The system shall quickly provide data for warning about flood risk. STK-1 Key
R-STK-3 The system shall aid in maintaining lives and the surrounding environ-

ment.
STK-1,2 Key

R-STK-4 The system shall have affordable operational costs. STK-1 Driver
R-STK-5 The system shall be able to be deployed and operated in a variety of

environments.
STK-1 Driver

R-STK-6 The system shall not endanger the civilians in the region where it operates
and the first responders active in the area.

STK-2,4 Key

R-STK-7 The system shall not compromise the functioning of other flood prevention
and protection systems.

STK-1 Key

R-STK-8 The system shall operate according to existing UAV regulations. STK-3 Driver
R-STK-9 The system components shall be reusable at end of life. STK-1 Driver
R-MIS-1 The system shall allow for total airborne operational endurance of no

less than 10 hours at the lowest latitude-related flyability conditions as
described by FAA weather tolerance data.

R-STK-1 Driver

R-MIS-2 The system shall allow for monitoring of water levels, riverbed topography,
surface debris, and stationary flood protection mechanisms.

R-STK-1 Key

R-MIS-3 The system shall allow for remote control and data transmission from a
range of no less than 200 km.

R-STK-2 Driver

Continued on next page
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Table 1.1: Identified stakeholder, mission, and system requirements.

ID Requirement description Origin Type
R-MIS-4 The system shall allow for the continuous transmission of data about mon-

itored areas to the ground segment.
R-STK-2 Key

R-MIS-5 The system shall allow for vertical take-off and landing from any ground
surface at lowest latitude-related flyability conditions as described by the
FAA weather tolerance data.

R-STK-5 Driver

R-MIS-6 The system shall allow for deployment and operations under moderate
to high turbulence conditions as described by the FAA weather tolerance
data.

R-STK-5 Key

R-MIS-7 The system shall allow for safe autonomous landing in case of propulsion
system failure.

R-STK-6 Key

R-MIS-8 The payload shall comply with existing EASA UAV regulations. R-STK-8 Driver
R-MIS-9 The system shall allow for reuse or recycling of all assembly components

at end of life according to ISO-14001:2015.
R-STK-9 Key

R-MIS-10 The system shall allow for versatile payload loading. R-STK-3 Driver
R-SYS-1 The system shall have a maximum wind resistance of 14m/s. R-MIS-6 Key
R-SYS-2 The system shall have a precipitation tolerance of 50mm/h. R-MIS-6 Key
R-SYS-3 The system shall have an onboard data storage of TBD. R-MIS-3 Driver
R-SYS-4 The propulsion system shall be able to transition between VTOL and hor-

izontal flight.
R-MIS-5 Driver

R-SYS-5 The system shall have an operational temperature range of -20 ◦C to 46
◦C.

R-MIS-1 Key

R-SYS-7 The UAV shall have a modular sensing payload system with predefined
interfaces for data and power.

R-MIS-
10

Key

R-SYS-8 The UAV shall have a modular intervention payload bay. R-MIS-
10

Key

R-SYS-9 The UAV shall have an autonomous landing mode. R-MIS-6 Key
R-SYS-10 The UAV shall have a manual flying mode. R-MIS-4 Key
R-SYS-11 The system flight profile shall be dynamically stable. R-MIS-2 Driver
R-SYS-12 The system flight profile shall be controllable. R-MIS-2 Driver
R-SYS-13 The software related to the control of the UAV shall have a Design Assur-

ance Level (DAL) of Level A
R-MIS-8 Driver

R-SYS-14 The UAV shall not produce more than 130 dBmeasured at 100m from the
ground.

R-MIS-8 Key

R-SYS-15 The UAV shall be capable of a glide ratio of 22 at a velocity of no more
than 40m/s

R-MIS-7 Key

R-SYS-16 The UAV shall be capable of a horizontal landing from gliding flight. R-MIS-7 Driver

This design report is organized as follows. Chapter 2 describes the initial sizing of the airborne seg-
ment, from which subsystem requirements were derived. Then, Chapter 3 covers the development
of the payload, together with the communications and data handling system. The detailed design of
the propulsion system and of the electrical power system are presented in Chapter 4 and Chapter 5
respectively.

The airborne segment is then subdivided into three groups: the wing group, discussed in Chapter 6,
the VTOL boom and tail group, discussed in Chapter 7, and the fuselage group, discussed in Chap-
ter 8. Chapter 7 also covers the stability and controllability of the aircraft.

The design continues with Chapter 9, which describes the design of the ground segment and of the
operational profile. The following chapters cover holistic aspects of the system: Chapter 10 assesses
operational risks, Chapter 11 documents the multidimensional lifecycle analysis performed, and Chap-
ter 12 presents the economic aspects of the design, including an estimate of the cost and the market
segmentation. Finally, Chapter 13 provides an overview of the final design and its compliance with
the design constraints and Chapter 14 concludes the report with further steps for the project.



2 | Initial Sizing Results

This chapter describes the initial results that were used as a baseline for the detailed design phase.
Section 2.1 presents the selected conceptual configuration for the airborne segment, while Section 2.2
describes the initial sizing process and results and Section 2.3 describes the verification procedures
applied to this process. Finally, the interrelations between each individual subsystem to be designed
are discussed in Section 2.4 with the help of an N2 chart.

2.1. Conceptual Configuration Selection
The conceptual design phase included a comprehensive trade-off being performed to select the con-
figuration of the airborne segment. The results of this trade-off are presented briefly in Table 2.1.

Table 2.1: Conceptual design trade-off scores [4].

Criterion Aircraft stability Aerodynamic per-
formance

Complexity Reliability TOTAL

Weight 30% 30% 20% 20%
Tiltrotor 3. Only two vertical

rotors, limited VTOL
stability

1. Massive rotors
cause performance
penalty

2. Large ro-
tationmecha-
nism

2. Low TRL,
complex cer-
tification

2.00

Fixed wing-VTOL 4. Multicopter and
generous stability
margin

3. Increased drag
due to VTOL mo-
tors

4. No large
mechanisms

4. No com-
promises in
reliability

3.70

Tail-sitter 2. Heavy tail and
unstable in bad
weather

4. No performance
loss from VTOL

4. No large
mechanisms

2. No VTOL
redundancy

3.00

Flying wing-VTOL 2. Inherent longitu-
dinal instability, mul-
ticopter

4. Best-in-class
aerodynamic perfor-
mance

3. Complex
manufactur-
ing process

4. No com-
promises in
reliability

3.20

Tiltrotor canard 2. Inherent small
stability margin,
multicopter

2. Large rotors
cause performance
penalty

2. Large ro-
tationmecha-
nism

2. Low TRL,
complex cer-
tification

2.00

Based on the trade-off results in Table 2.1 and a subsequent sensitivity analysis, it was found that the
conventional fixed wing-VTOL strawman concept represented the most robust option. The fixed
wing-VTOL configuration was therefore used as the baseline for the preliminary design process.

2.2. Initial Sizing
After the conventional fixed wing-VTOL concept was selected, a sizing procedure was created. Its
outputs represent a preliminary wing geometry and a subsystem mass budget, to act as a starting
point for the detailed design. Due to the limited amount of design constraints and top level design
requirements there was a very large design space. Therefore, the decision was made to create a
sizing tool which would allow for rapid changes in the initial design, giving the design team the option
to test several designs in quick succession.

2.2.1. Sizing Procedure
The first step in the sizing procedure was a Class-I weight estimation based on a relation between
payload mass andmaximum take off weight (MTOW). A literature study was performed and UAVs with
similar missions were selected to create a statistical regression relation. With the payload being an
input parameter, an initial estimate for the MTOW is obtained. Based on this MTOW, an assumed stall
speed and an assumed aspect ratio, an initial estimate for the wing surface area is then calculated.

3
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Using estimates for the Oswald efficiency factor and the zero lift drag coefficient, an estimate can then
be made for the drag at different speeds. This was used to compute the required thrust and power at
design-critical velocities.

After obtaining an initial MTOW and a preliminary wing geometry, a more accurate estimation of the
MTOW was obtained using a Class II weight estimation. The weight estimation relationships used
were specifically designed for preliminary UAV sizing [5]. The maximum thrust and power require-
ments calculated in the first step were then used to size the propulsion system. Since vertical take-off
and landing was found to require far more power than traditional take off, this was an important aspect
of the design and several propulsion configurations were considered and automatically sized [6].

Thirdly, the fuel mass was calculated for all possible propulsion systems. This fuel mass was based
on two possible missions, one involving a payload being delivered at maximum speed to a destination
located at the maximum operational range of the aircraft, and the other mission being a pure monitor-
ing mission without an intervention payload, with an endurance of 10 hours. The propulsion system
capable of performing both missions at the lowest weight was ultimately picked as the best propulsion
system.

Finally, a new MTOW was calculated and the wing was resized, with the process being repeated iter-
atively until convergence of the MTOW. After a preliminary design was obtained, a sensitivity analysis
was performed by varying all input parameters within a certain range and calculating the effect of that
parameter variation on the MTOW.

2.2.2. Sizing Results
With the iterative sizing tool, a preliminary low-fidelity system-level design was obtained. The aspect
ratio was set relatively high, as this improved endurance at low speeds, and it was found that a series-
hybrid propulsion configuration was the lightest option. This propulsion configuration uses separate
electric motors to drive all propellers and power is provided by a gas generator assembly operated
on hydrocarbon fuels. The preliminary design parameters are available in Table 6.6, with all values
containing four significant figures.

Table 2.2: Preliminary system characteristics.

Aircraft geometry Value Mass Value Performance Value

Wingspan [m] 9.891 Maximum take-off
mass [kg] 247.9 Maximum horizontal

thrust [N]
316.2

Wing surface area [m2] 4.892 Modular payload
mass [kg]

40.00 Maximum horizontal
power [kW]

26.35

Aspect ratio [-] 20.00 Instruments mass [kg] 10.00 Maximum VTOL thrust
[N]

2917

Mean chord [m] 0.4945 Operating empty
mass [kg] 161.0 Maximum VTOL power

[kW]
71.33

Taper ratio [-] 0.4000 Structures mass [kg] 86.38 Maximum endurance
thrust [N]

119.7

1/4 chord sweep [deg] 0.000 Wing mass [kg] 34.42 Maximum endurance
power [kW]

4.633

Fuselage length [m] 3.300 Fuselage mass [kg] 35.86 Maximum speed [m/s] 83.33
Average fuselage diam-
eter [m]

0.5000 VTOL boom mass [kg] 7.803 Monitoring speed [m/s] 38.71

Vertical tail arm [m] 2.200 Nacelle mass [kg] 5.725 Stall speed [m/s] 26
Horizontal tail arm [m] 1.800 Empennage mass [kg] 2.586 Maneuvering speed

[m/s]
50.69

Vertical tail area [m2] 0.5107 Fixed equipment mass
[kg]

25.58 CL/CD at max en-
durance [-]

20.31
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Aircraft Geometry Value Mass Value Performance Value
Horizontal tail area [m2] 0.5498 Propulsion system

mass [kg]
49.04 CL at max speed [-] 0.1582

Fuel mass [kg] 76.87 CD at max speed [-] 0.02058
Battery mass [kg] 20.09 CL max [-] 1.200

With the system properties calculated, a preliminary performance analysis on the aircraft endurance
and load regime was performed, with the results available in Figure 2.2 and Figure 2.1 respectively.
The loads shown in the load diagram are required as a starting point for the structural analysis of the
wing, fuselage and landing gear. And the payload endurance diagram shows what different missions
can be performed.
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Figure 2.1: Preliminary V-n diagram.
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Figure 2.2: Preliminary payload-endurance diagram.

As the design focuses on two separate mission profiles, the combination of payload and fuel required
for the maximum speed mission results in a higher MTOW than the total fuel for the maximum en-
durancemission, resulting in additional mass being available for fuel. Therefore, as seen in Figure 2.2,
the maximum endurance was calculated to go beyond the required 10 h, pushing towards 13.5 h.

2.3. Initial Sizing Verification
The iterative sizing tool was implemented in a large Python program, requiring significant computa-
tional effort and development time. For this reason, attention was dedicated to the code and calcu-
lation verification of the software. To guarantee the correctness of the code, internal verification was
performed through unit testing with the pytest library, achieving a total coverage (percentage of lines
tested) of 79%. A convergence analysis was also applied to the maximum take-off weight calculation,
ensuring that convergence of each individual subsystem (wing, fuselage, propulsion etc.) could be
evaluated.

In order to estimate the effects of the assumed values of input parameters, a sensitivity analysis was
performed. This was done by varying the input parameters of the design and calculating its effect on
the MTOW. The results of the sensitivity analysis of the initial design are presented in Figure 2.3.
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Figure 2.3: Sensitivity analysis of initial design.
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Themost influential parameters of the sizing programwere set by requirements such as the thrust over
weight during vertical flight (T_W_vert), the stall speed (V_stall) and the maximum speed (V_max).
The most influential parameters that could change are the various efficiencies related to the propul-
sion system. These efficiencies are the electric motor efficiency, the generator efficiency and the
internal combustion engine (ICE) efficiency. For this reason, the design of the power generation and
propulsion system and of the wing became design priorities for the detailed design process, as dis-
cussed below. Finally some other parameters are shown in Figure 2.3 which are: nmax (maximum
load factor, which is set by regulations), fuel_sm (fuel safety margin), m_pl (modular payload mass,
which is to be maximized), D_prop_vert (diameter of vertical propellers) and t_VTOL (time of a vertical
climb maneuver).

2.4. Subsystem Detail Design Interactions
With the initial sizing complete, it was decided to develop an N2 chart, which describes the interactions
between each individual subsystem from a design standpoint. It is available in Figure 2.4 below.
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Figure 2.4: System N2 diagram.

As observed in the N2 diagram, the design of the wing, fuselage, and tail require significant inputs
from the payload, propulsion, and power design processes, with these aspects in turn requiring no
inputs. For these reasons, despite the concurrent engineering methodology, these subsystems were
afforded premier importance, as proven by the following three chapters.



3 | Payload, Communications, andData
Handling

This chapter presents the design of the monitoring payload, as well as critical supporting subsystems.
Section 3.1 describes the selected monitoring payload, while Section 3.2 discusses the flexible inter-
vention payload. Then, Section 3.3 presents the requirements for the three designed subsystems:
Attitude Determination and Control, Command and Data Handling, and Telemetry and Telecommu-
nications. The internal data flows are analyzed in Section 3.4, and the communications system is
designed in Section 3.5, with the internal communications protocol discussed in Section 3.6. Finally,
the verification process for these subsystems is described in Section 3.7.

3.1. Monitoring Payload Design
The monitoring payload is a FLOWS mission-specific payload designed to measure riverbed topog-
raphy, measure water levels, create a three-dimensional map and identify waterborne debris. To do
this, two off-the-shelf components are required; A multi-spectral camera gimbal and a bathymetric
LIDAR. A set of requirements was identified for the overall monitoring payload, as shown in Table 3.1.

Table 3.1: Overall monitoring payload requirements.

ID Requirement description Origin
RPA-MON-1 The monitoring payload shall have a mass no more than 10 kg. R-MIS-1,

R-SYS-7
RPA-MON-2 The monitoring payload shall be operated at up to 40m/s. R-SYS-1
RPA-MON-3 The monitoring payload shall contain available off-the-shelf components. R-STK-4
RPA-MON-4 The monitoring payload shall be operated at up to 500m altitude. R-STK-1
RPA-MON-5 Themonitoring payload shall be safe to operate at an altitude no less than 50m. R-STK-6

• RPA-MON-1 stems from the initial sizing performed in Chapter 2, and the statistical mass esti-
mation [4].

• RPA-MON-2 & RPA-MON-4 stem from the monitoring conditions set in Chapter 2.
• RPA-MON-3 follows from the intention to achieve a readily available final design.
• RPA-MON-5 follows from the intention to achieve a final design that meets safety standards.

With these requirements set as a baseline, the design process for each individual payload component
continues with the definition of individual requirements.

3.1.1. Multi-spectral Camera Gimbal Selection
The requirements in Table 3.2 were identified for the camera gimbal, with rationales available below.

Table 3.2: Multi-spectral camera gimbal requirements.

ID Requirement description Origin
RPA-CAM-1 The multi-spectral camera shall be stabilized during flight. R-STK-2,

R-MIS-2
RPA-CAM-2 The multi-spectral camera shall be able to find waterborne debris no smaller

than 25 cm2 during day- and nighttime operations.
R-STK-5,
R-MIS-2

RPA-CAM-3 The multispectral camera has a frame rate capable of providing no less than
80% image overlap at monitoring speed.

R-STK-1,
R-MIS-2

RPA-CAM-4 The multispectral camera shall create photogrammetry data with a horizontal
accuracy of no less than 0.3m2.

R-STK-1,
R-MIS-2

7
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• RPA-CAM-1 is required to ensure no blurring occurs in data capture.
• RPA-CAM-2,RPA-CAM-3, andRPA-CAM-4 set the performance limit for themonitoring capabil-
ities, ensuring a minimum observation resolution, high image overlap, and continuous footage.

With the above requirements in mind, it was decided that minimizing the weight of the multi-spectral
camera gimbal would be the most important sizing parameter. This would most easily be achieved
using a camera already integrated with a gimbal, as these systems typically weigh less than the sum of
their parts. Besides this, the infrared camera needed to be on the long wave infrared (LWIR) spectrum,
as it is an infrared variant capable of performing in the dark, which is required for nighttime operation,
without compromising weight.

The camera chosen is the Trillium HD25LV, as it is one of the lightest multi-spectral camera gimbals
on the market capable of fulfilling the mission requirements discussed above 1. As the main utility
of this camera will be aerial mapping by photogrammetry, it is necessary to determine the required
frame rate for optimal mapping as well as a lower data production rate for its maximum field of view
(FOV) of 13.7 °. The horizontal resolution is given in Table 3.7.

3.1.2. LIDAR Selection
The requirements in Table 3.3 were identified for the LIDAR, with rationales available below.

Table 3.3: LIDAR requirements.

ID Requirement description Origin
RPA-LID-1 The LIDAR shall capture an average point density of no less than 10 pts/m2,

and a minimum point density of no less than 5 pts/m2.
R-MIS-2

RPA-LID-2 The LIDAR shall have a maximum water penetration depth of no less than 1
Secchi Depth in optimum conditions.

R-MIS-2

• RPA-LID-1 and RPA-LID-2 are performance requirements that guarantee that the LIDAR ob-
tains river topography data in sufficient resolution [7].

Using these requirements, commercially available bathymetric LIDAR systems were compared. It
was found that there were no bathymetric LIDAR systems capable of adhering to the altitude, velocity,
weight, and point density requirements at the same time. Therefore, the search was extended to
sensors capable of fulfilling three of the aforementioned requirements.

With the multispectral camera gimbal selected with a mass of 0.35 kg in Section 3.1.1, a maximum
available mass remained of 9.65 kg. This sets a hard requirement on the maximum mass of the
LIDAR for which the propulsion and endurance of the UAV were sized. For the data cloud to be
capable of creating a detailed enough riverbedmodel, there was no room to decrease the point density
requirement. The search for a suitable bathymetric LIDAR therefore resulted in a trade-off of altitude
and velocity.

The final selection for the bathymetric LIDAR is the RIEGL VQ-840GE. This system weighs 9.5 kg and
has no limit on velocity [8]. It is however not able to penetrate water at an altitude of 500m. Following
consultation with the company, a recommendation of a maximum altitude of 150mwas given to ensure
the required water surface penetration [9]. Furthermore, the RiPARAMETER software was used to
confirm that the requirements on point density are met for the selected altitude and velocity settings
[9]. However, the monitoring altitude requirement therefore was be lowered to 150m for the UAV to
be able to adequately monitor the riverbed topography.

The RIEGL VQ-840-GE is rated for maximum water depth penetration at a pulse repetition rate of
50 kHz [8]. At an altitude of 75m the water penetration depth reaches 2 Secchi Depths for bright
targets for clear atmospheric conditions [8], with a Secchi depth representing the depth at which

1https://www.trilliumeng.com/gimbals/hd25

https://www.trilliumeng.com/gimbals/hd25


3.1. Monitoring Payload Design 9

a standard black and white disc deployed in water is no longer visible to the human eye. The water
penetration depth can be reduced from its optimum by multiple parameters, including light-attenuating
sediment, poor weather, distance, and surface reflectivity.

The monitoring altitude of 150m is two times as high as the optimum altitude for the VQ-840-GE,
leading to reductions in the laser energy even under optimummeasurement conditions. To model this
attenuation, the Bouguer-Lambert Lawwill be used, linking the loss of light intensity due to propagation
through a medium. The intensity of the laser beam is first calculated using Equation 3.1, starting with
the pulse energy, then the pulse power and area.

Epulse =
Pave

PPR
Ppulse =

Epulse

τpulse
Apulse = π ·

D2
pulse

4
I0 =

P

A
(3.1)

where Pave is the maximum average power of 30mW, PPR is the pulse repetition rate of 50 kHz,
τpulse is the pulse duration of 15 ns, and Dpulse is the pulse footprint at 150m of 150mm [8]. The pulse
energy Epulse in J , pulse power Ppulse in W , pulse area Apulse in m2 and intensity of the laser beam
at the water surface due to divergence I0 inW/m2 are subsequently calculated, leading to a value of
22 637W/m2 for I0. This value is not attenuated, only distributed over the area. With the laser beam
intensity calculated, the Bouguer-Lambert law in Equation 3.2 can be used to calculate the attenuation
effect:

I(z) = I0e
−µz (3.2)

where I0 is the initial intensity inW/m2, z is the distance the light beam travels through the medium in
m, and µ is the atmospheric attenuation constant in km−1, with values ranging from 0.05−0.125km−1

depending on aerosols in the environment 2. With the lowest value selected for a conservative result,
the intensity at 150m becomes I(150m) = 22 468W/m2.

The effect of attenuation is thus observed to be minimal in optimum conditions. However, this rep-
resents the maximum expected performance, leading to a penetration of two Secchi depths. Due
to aerosols, weather, and changes in water clarity, laser intensity is expected to decrease exponen-
tially. Regardless, due to its power and wavelength, the laser is classified as a Class 3B laser product
according to IEC60825-1:2014 [8]. This laser has a Nominal Ocular Hazard Distance (NOHD) of
15 meters. Beyond the NOHD, the laser will fall within the Maximum Permissible Exposure (MPE),
meaning it will not be biologically harmful to the human eye.

With the power performance estimated, the monitoring resolution of the LIDAR needs to be calculated
and discussed. The topographic map produced is directly impacted by the point density, as data
between points needs to be interpolated. This point density is dependent on covered swath length,
field of view, flight speed, scan rate, and pulse repetition rate.

The RIEGL VQ-840-GE has a variable field of view (FOV) of ±20 ◦, meaning the maximum total angle
is 40 °, with the highest average point density only available at this field of view. This is because
decreasing the FOV does not change the scan pattern, instead cutting it short at the edges. At an
altitude of 150m, this will lead to a swath width ws of 109.2m.

The VQ-840-GE uses a near elliptical scanning pattern with a higher point concentration near the
edges shown in Figure 3.1. This distribution deposits more points near the edges due to the way
ellipses are drawn. To calculate the point density distribution of the LIDAR scanner, a program de-
veloped by RIEGL that calculates the scanning parameters called RiPARAMETER was used. This
software uses the exact scanning pattern of the LIDAR and yields the point density distribution over
the swath width of the scan.

2https://apps.dtic.mil/sti/tr/pdf/ADA325417.pdf
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The scan rate in lines per second was optimized for uniform distributions at the middle of the scan,
where the point density is lowest. At a scan rate of 77.6 full rotations per second, the lowest point
density, which appears in the middle of the scan, is made uniform, as shown in Figure 3.2 [8]. A
uniform point distribution means the distance between points on a scan line is equal to the line spacing,
which optimizes the distribution over the entire resulting point cloud.

Figure 3.1: RIEGL VQ-840-GE elliptical LIDAR
scan pattern[8].

Figure 3.2: Highest, lowest, and average point
distribution at monitoring conditions [8].

The average point density of the point cloud was calculated to be equal to 11.4 pts/m2, with the maxi-
mum point density at the edges being 184 pts/m2 and the minimum point density in the middle of the
wath being 7.4 pts/m2. These densities fulfill RPA-LID-1 and allow the construction of a digital terrain
model of the riverbed topography.

To construct the point cloud from the monitoring data, additional specialized software will be required,
for example, the proprietary RiPROCESS with the addon RiHydro [9]. This software can analyze point
cloudes by computing the laser beam’s refraction at the air-water interface and the lower propagation
speed within the water column, obtaining a geometrically accurate point cloud.

3.2. Intervention Payload Design
The intervention payload is to be designed to provide humanitarian aid to civilians or to first responders
and is limited by the design of the fuselage and propulsion system. This payload can be delivered
through the use of VTOL, allowing the UAV to hover near enough to the ground not to require a
parachute. From the initial sizing, the requirements in Table 3.4 were defined.

Table 3.4: Intervention payload requirements.

ID Requirement description Origin
RPA-INT-1 The intervention payload shall weigh no more than 31.7 kg. R-SYS-8,

R-MIS-10
RPA-INT-2 The intervention payload shall be no larger than 780x460x310 mm. R-SYS-8
RPA-INT-3 The intervention payload shall allow for mounting to the release mechanism. R-MIS-10
RPA-INT-4 The intervention payload shall remain mounted until released by UAV operator. R-STK-6
RPA-INT-5 The intervention payload shall be content-agnostic. R-SYS-8

• RPA-INT-1 follows from the final mass allocation discussed in the budget breakdown in Chap-
ter 13.

• RPA-INT-2 follows from the payload bay size calculated in Chapter 8.
• RPA-INT-3, RPA-INT-4 & RPA-INT-5 guarantee that any actual humanitarian aid that fits the
mass and volume constraint can be loaded and released as desired.
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These requirements allow the operator of the UAV to load any type of humanitarian aid that fits the
constraints. Two potential options have been explored by the design team.

The first intervention payload is a deployable life raft, capable of auto-inflation. This payload can
be dropped near civilians to help them reach safer locations from a flooded area. A suitable liferaft
that meets all requirements is a LALIZAS ISO RACING Liferaft 3. Specifically, the six-person version
meets both the weight and size requirements of the intervention payload, with a mass of 30 kg and a
volume of 630x250x420 mm.

The second intervention payload is a transceiver mounted to the UAV capable of connecting devices
of civilians on the ground to communication networks during power outages, making communication
with first responders possible. The technology is still quite novel, with no clear options existing off-
the-shelf, but is being developed by multiple companies 4, [10], and can be expected to become
commercially available in the coming years.

3.3. Subsystem Requirements
The fixed subsystems in the airborne segment are defined as the Attitude Determination and Con-
trol (ADC), Telemetry and Telecommunications (TTC), and the Command and Data Handling (CDH)
subsystem. In Table 3.5 below, the requirements for each subsystem are listed, including the system
requirement from which they are derived.

Table 3.5: Identified fixed subsystem requirements

ID Requirement description Origin
RFS-ADC-1 The ADC subsystem shall be able to determine its altitude with a relative

accuracy of no more than 5%.
R-SYS-9, R-
SYS-10

RFS-ADC-2 The ADC subsystem shall be able to control its altitude with a relative accu-
racy of no more than 5%.

R-SYS-12,
RFS-ADC-1

RFS-ADC-3 The ADC subsystem shall be able to determine its longitudinal and latitudinal
position with an accuracy of no less than 7m.

R-SYS-9, R-
SYS-10

RFS-ADC-4 The ADC subsystem shall be able to control its longitudinal and latitudinal
position with an accuracy of no less than 7m.

R-SYS-12,
RFS-ADC-3

RFS-ADC-5 The ADC subsystem shall be able to determine its airspeed with an accuracy
of no more than 1.3m/s.

R-SYS-9, R-
SYS-10

RFS-ADC-6 The ADC subsystem shall be able to control its airspeed with an accuracy of
no more than 1.3m/s.

R-SYS-12,
RFS-ADC-5

RFS-ADC-7 The ADC subsystem shall be able to determine its attitude with an accuracy
of no more than 1 ° under high turbulence conditions.

R-SYS-9, R-
SYS-10

RFS-ADC-8 The ADC subsystem shall be able to control its attitude with an accuracy of
no more than 1 ° under high turbulence conditions.

R-SYS-12

RFS-TTC-1 The TTC subsystem shall be able to send no less than 6Mbps to the ground
segment.

R-MIS-3, R-
MIS-4

RFS-TTC-2 The TTC subsystem shall be able to receive incoming commands from the
ground segment.

R-SYS-12,
RFS-TTC-1

RFS-TTC-3 The TTC subsystem shall have a data link with the ground station of no less
than 200 km.

R-MIS-3

RFS-TTC-4 The video generated by the infrared and visual light control camera shall be
sent to the ground station at a frame rate of no less than 4Hz.

R-SYS-12

RFS-TTC-5 The video generated by the infrared and visual light monitoring camera shall
be sent to the ground station at a frame rate of no less than 5.4Hz.

R-SYS-12

RFS-CDH-1 The CDH subsystem shall be able to process all generated payload data. R-SYS-12,
RFS-TTC-4

Continued on next page

3https://www.lalizas.com/product/143-yachting/6384-lalizas-international-liferaft-iso-raft-racing
4https://about.att.com/innovationblog/cows_fly

https://www.lalizas.com/product/143-yachting/6384-lalizas-international-liferaft-iso-raft-racing
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Table 3.5: Identified fixed subsystem requirements

ID Requirement description Origin
RFS-CDH-2 The CDH subsystem shall be able to store all generated payload data on

board of the UAV.
R-SYS-3,
RFS-CDH-1

RFS-CDH-3 The CDH subsystem shall be able to process all generated flight data on
board of the UAV.

R-SYS-9

RFS-CDH-4 The CDH subsystem shall be able to store all flight data on board of the UAV. R-SYS-9,
RFS-CDH-3

• RFS-ADC-1, RFS-ADC-3 and RFS-ADC-5 represent basic expected UAV functionalities, which
are required for the mission as well as the control and operation of the airborne segment.

• RFS-ADC-2, RFS-ADC-4 and RFS-ADC-6 flow from the previous three requirements, as con-
trolling the aircraft is necessary in order to perform the mission.

• RFS-ADC-7 flows from R-STK-5, as the UAV will be operating under adverse conditions. In
these situations it is important that the UAV is capable of determining its attitude.

• RFS-ADC-8 flows from the previous requirement, as controlling the UAV in these high turbulence
conditions is integral to the success of the mission.

• RFS-TTC-1 flows from mission requirements R-MIS-3 and R-MIS-4, stating it should maintain
a link for flight and monitoring data, with the data rate determined from Section 3.4. RFS-TTC-2
follows from the same mission requirements.

• RFS-TTC-3 flows from the distance at which the UAV shall be controllable as defined inR-MIS-3.
• RFS-TTC-4 follows from requirement R-MIS-2, allowing for continuous monitoring operations.
• RFS-CDH-1 flows from RFS-TCC-4, requiring the data to be processed on board before being
sent to the ground station.

• RFS-CDH-2 guarantees that the UAV can process flight data on board, which allows for au-
tonomous operations, along with processed data being transmitted to the ground station.

• RFS-CDH-3 allows for autonomous operations, as data can stored on board the UAV. In addition,
this mitigates risk in case of loss of communication (TRRC-13).

Before the subsystems can be sized, a trade-off is required with respect to data processing. This can
occur either at the ground station or at the airborne segment. The former suggests that all monitoring
data is transmitted to the ground station, which imposes more strict requirements on the TTC sub-
system. The latter, on the other hand, suggests that limited data is transmitted, which imposes more
strict requirements on the CDH subsystem but alleviates TTC requirements. In literature, it is argued
that onboard data pre-processing is vital and increases reliability of the communication link [11] [12].
Therefore, the data flows will be analyzed and processed accordingly in Section 3.4, after which it is
to be transmitted with available market options in Section 3.5.

3.4. Data Flow Analysis
In order to determine the data flows generated by the components in the UAV that needs to be both
processed (CDH) and communicated (TTC), it is important to assess each component that generates
data. The control and monitoring camera can be split into two distinct parts, namely, the visible sensor
and the infrared (heat) sensor. In addition, the LIDAR system and the flight computer are assessed.

Multi-spectral Control Camera
The first Trillium HD25 camera will be employed for controlling the UAV itself, flowing into both the
flight computer and directly to the operator. The visible sensor of the camera has a resolution of 1280
by 720 pixels. As it is a color image, each pixel contains 24 bits 5. Furthermore, the camera has a
maximum frame rate of 30Hz, meaning 30 images per second are taken. Multiplying these numbers,
the bit rate can be determined in bits per second.

The infrared camera has a given resolution of 640 by 512 pixels, and each pixel consists of 14 bits
5http://preservationtutorial.library.cornell.edu/intro/intro-04.html
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6. Again, this camera implements a frequency of 30Hz. Similarly to the visible light sensor, it can be
converted to mega- or gigabits. The results of this calculation can be found in Table 3.6. As these
data rates are quite large, it is important to consider methods of compression or reduction. These
methods, along with their compression factors are given as follows.

H.264 Compression
The selected camera system employs a built in encoding of the video footage, which is the standard
H.264 codex. The compression factor of this system is variable, but estimates can be made based
on empirical data [13]. The concept of motion factor can be considered, taking a value of 1, 2 or 4
depending on the amount of movement in the video. Because this scaling is highly subjective and the
UAV will be flying at high speeds, it is assumed that the motion factor of the UAV camera footage is
the maximum possible of 4 [13]. Then, the compressed bit rates can be determined. In Equation 3.3,
H and W represent the height and width of the footage in pixels. FR represents the frame rate, and
MF gives the motion factor. Finally, 0.07 is the empirically determined scaling factor.

Bitratecompressed = H ·W · FR ·MF · 0.07 (3.3)

For HD footage of 1280 x 720 pixels, with a frame rate of 30 frames per second and a motion factor of
4, this leads to a compressed bit rate of 7.74Mbps. This coincides with a compression factor of 86. As
this empirical relation is determined for color footage, it cannot be immediately applied to the infrared
camera output. To convert this, the ratio between the bits per pixel should be taken into account. This
ratio is 14/24, which should be multiplied by the compressed data rate as given in Equation 3.3. Again,
assuming a motion factor of 4, this leads to compressed long-wave infrared footage of 1.61Mbps and
a compression factor of 86.

Reduction of Frame Rate and Resolution
It is also important to assess the required frame rate and resolution for the operator to operate the
UAV. Experiments have been performed on the effect of reduced frame rates and resolution on human
performance. From this, it has been estimated that the UAV is still controllable at a framerate of 4Hz,
with the resolution allowing for reduction [14]. From this, it has been decided to reduce the frame
rate to a minimum of 4 frames per second and to reduce the resolution of the visible light camera
by half. This leads to visible light camera footage of 640 by 360 pixels and a frame rate of 4. Using
Equation 3.3, this leads to a new compressed bit rate of 258 kbps, for a relative compression factor of
30. For the infrared camera, with a frame rate of 4, this leads to a bit rate of 214 kbps. Summing up,
the total to-be-transmitted bit rate for UAV controlling is 581 kbps, an additional compression factor of
7.5.

Bitrate Overview
In Table 3.6, an overview is given of the compressed data rate from the flight control cameras. This
table shows the adjusted resolution and frame rate, as well as the total bitrate.

Table 3.6: Comparison between uncompressed and compressed bitrates of visible light and infrared control cameras

Sensor Visible light
(Uncompressed)

Visible light
(Compressed)

Infrared
(Uncompressed)

Infrared
(Compressed)

Resolution [pixels] 1280x720 640x360 640x512 640x512
Bits per pixel 24 24 14 14
Frame rate [Hz] 30 4 30 4
Bit-rate [Mbps] 664 0.258 138 0.214

From this, it is shown that the data from the visible light camera is compressed by a total compression
factor of 2580, whereas the data from the infrared camera is compressed by a total compression
factor of 645.

6https://www.flir.com/support-center/oem/how-many-bits-per-pixel-is-the-digital-output/



3.4. Data Flow Analysis 14

Multi-spectral Monitoring Camera
The second camera is used for in-flight terrain monitoring and photogrammetry. As this camera is
the same as that used for flight control, it produces the same data rates. However, as its application
is different, the data output has different requirements. Similar to the controlling camera, it uses the
H.264 codex, leading to a compression factor of 86, both for the visual light and infrared camera.

Photogrammetry Frame Rate
The required frame rate dictates the data rate of the camera. Assuming the monitoring altitude is no
less than 150 meters, and the FOV is set to its maximum at 13.7 °, the width of the measured surface,
called the swath width can be calculated using the tangent function. Half of the angle (6.85 °) with an
adjacent side length of 150m leads to half a swath of 18.0m. This means the total minimum swath
will be 36m. From literature, 80% is taken as a frontal overlap percentage for photogrammetry [15].
This means that for every 20% of the swath, a photo should be taken, which leads to an interval of
7.2m. As the UAV will have a maximum cruise speed of 40m/s, this leads to one image every 0.18 s,
or a minimum frame rate of 5.56Hz. This same frame rate can be employed for the Infrared camera.

To ensure a detailed photogrammetry map, the choice has been made to not diminish the resolution
of the footage. This leads to a compression factor of 30/5.56, or 5.4. This is valid for both the visual
light sensor and the infrared sensor.

Bitrate Overview
Table 3.7 shows the properties of the compressed data stream from the monitoring camera. It also
shows the horizontal resolution, which is calculated by dividing the swath by the number of pixels.

Table 3.7: Comparison between uncompressed and compressed bitrates of visible light and infrared monitoring cameras

Sensor Visible light
(Uncompressed)

Visible light
(Compressed)

Infrared
(Uncompressed)

Infrared
(Compressed)

Resolution [pixels] 1280x720 1280x720 640x512 640x512
Bits per pixel 24 24 14 14
Frame rate [Hz] 30 5.4 30 5.4
Bit-rate [Mbps] 664 1.43 138 0.30
Horizontal Resolution [cm] 2.82 2.82 10.0 10.0

From this, it is shown that the data from the visible light camera and the infrared camera are both
compressed by a total compression factor of 464. This leads to a maximum total data rate for pho-
togrammetry of 1.73Mbps.

LIDAR Data Rate
The LIDAR data rate depends on the Field of View (FoV) and Pulse Repetition Rate (PRR). As chang-
ing the FoV only cuts off the laser, without narrowing the distribution, any angle below the maximum
of 40 ° cuts off points from the edges. As mentioned in Section 3.1.2, the best Pulse Repetition Rate
(PPR) for water depth penetration was 50 kHz, but the maximum PPR the RIEGL VQ-840-GE is capa-
ble of creating is 100 kHz. The maximum PPS yields a maximum data rate of 13.3GB/h or 3.69MB/s.
Multiplying by 8, a data rate of 29.6Mbps is obtained.

LIDAR Data Compression
By far the largest source of data within the UAV is the LiDAR, with a maximum data generation rate
of 29.6Mbps. This is too much raw data to communicate with the ground station, and for that reason
it is important to compress this data on board. Novel methods for real-time data compression of
LIDAR generated point clouds are necessary, which leads to compression factors between 40 and
90 [16]. Implementing the lowest compression factor, a bit rate of 0.74Mbps, or 0.092MB/s is found.
However, as this compression is not built into the selected LIDAR system, it is important to determine
the computational requirements for the compression. In the research, the assumed compression
factor was reached using the Nvidia Jetson TX2 platform. After looking into the compression computer,
it has been determined that this same computer can be used aboard the UAV, due to its small size,
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relatively low power usage and proven functionality 7. SAAB supplies this computer in a rugged
housing, with ports compatible with the other used equipment 8. This computer has a maximum
power consumption of 25W and a mass of 1.2 kg. The ruggedized design of this system ensures that
it is able to withstand vibrations, g-forces and is not susceptible to moisture.

Flight Computer
The Flight Computer, composed of the VECTOR-600 and VECTOR-MCC, processes camera data
used for pilot control, IMU data, and control commands to subsequently control the attitude of the
aircraft and the pilot control camera. In addition, the VECTOR-600 has built-in sensor redundancy
(TRRC-11) and contains an autopilot, which allows for autonomous operations (TRRC-13) which can
be taken over by the operator mid-flight. IMU and altitude data is sampled at a maximum of 500Hz
with a 12-bit resolution, producing a maximum data rate of 0.006Mbps. Given its negligible magnitude
with respect to other data rates, this data is directly fed to the antenna.

3.5. Communications System Sizing
With all outgoing data determined, it is important to establish a link margin to ensure that the data
can be transmitted in a variety of circumstances, such as bad weather (TPRC-26). A typical signal-
to-noise ratio margin for UAV’s for satellite communications is set as 3.0 dB [17]. Converting this to
a percentage, an increase of 3.0 dB leads to a total link margin of 100% of the original link budget.
Effectively, the possible data bandwidth should be twice of what is required by the subsystems.

Given the compressed bit rates found from the previously listed components, i.e. the data rate of the
control camera DRC , monitoring camera DRM , LIDAR sensor DRL, and the flight computer DRF ,
the total data rate DR (in Mbps) is computed:

DR = DRC +DRM +DRL +DRF

DR = (0.258 + 0.214) + (1.43 + 0.30) + 0.74 + 0.006 = 2.948

The communication system must thus be able to transmit a data rate of 2.95Mbps. Including the
previously determined link margin, this becomes 5.90Mbps.

Design Options
The communication link required for the relay of payload data and flight data is a common problem
among UAV’s. This is due to a limited frequency and bandwidth availability whilst also having to cover
a long distance. Although wireless links such as IEEE 802.11 and IEEE 802.16 are commonly used
in UAV applications, these do not have enough signal strength to cover the desired distance. High-
frequency (HF) and very high-frequency (VHF) bands - in the order of MHz - are more suitable, but
have become too crowded for use [11]. Therefore, frequencies in the order ofGHzwith more available
bandwidth are investigated, such as the L-band. Two feasible options are presented: either the UAV
can directly communicate with the ground station, or the UAV can establish communication using an
earth-orbiting satellite as medium.

While satellite communicationmay aid in covering long distances, this comes at the cost of significantly
lower data rates [18]. Satellites with a larger orbit altitude show to have an improved transmission and
receiving data rate, but this comes at the cost of the round-trip latency, which is the time delay for a
signal to travel between UAV and ground station [12]. As a compromise between both requirements,
it is decided to make use of the existing O3b mPOWER satellite infrastructure flying at Medium Earth
Orbit (MEO). This makes use of the Ka-band, establishing a communication link of 10Mbps at a
transmission frequency of 30GHz and a receiving frequency of 20GHz. This is performed using the
MICRO SAT from GetSAT. The satellite connection will have a latency of 150ms 9.

7https://www.nvidia.com/en-us/autonomous-machines/embedded-systems/jetson-tx2/
8https://www.saab.com/globalassets/products/support-and-services/vehicle-electronics-solutions/oflf-1507-1-rvc-e-

product-sheet.pdf&ved=2ahUKEwiC14Osh7iGAxXR8QIHHYpmDp4QFnoECCYQAQ&usg=AOvVaw0jzg0O8_hblfUoWsNbm0y5
9https://www.ses.com/o3b-mpower
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For the sake of redundancy (TPRC-44), a direct link between the UAV and the ground station is also
established by means of an air-to-ground transponder, the Airmobi Swiftlink P43, which establishes
a 200 km communication link, with a maximum of 15Mbps at a working frequency of 1.4GHz (L-BB).

It can be seen that the minimum bandwidth is obtained from the satellite connection using the O3b
infrastructure. The bandwidth of 10Mbps is significantly higher than the determined downlink band-
width required. Half of this difference (4.10Mbps) can therefore be used to increase the frame rate
of the control camera, which would make it more pleasant to fly for the UAV operator. Reassessing
the frame rate, it is found that the data rate per frame is 0.116Mb/frame. Dividing the remaining
bandwidth (2.05Mbps) by this amount gives a frame rate of 17.7. Therefore, it can be said that at op-
timal bandwidth, the control camera monitored by the UAV pilot can transmit footage at a diminished
resolution, at a frame rate of 17.7Hz.

3.6. Internal Communication Protocol
Between the flight computer/mission computer and the various subsystems operating during flight,
bidirectional data flows are required. Uplinks need to be used to provide information on subsystem
status, and downlinks need to be used to control these subsystems. For this reason, it was decided
to make use of a Controller Area Network (CAN)-based internal communication system, namely the
open-source DRONECAN framework 10.

DRONECAN allows for robust and redundant multidirectional communication between decentralized
peers, with each peer (node) exhibiting a unique node identifier. Both message broadcasting and
service invocation capabilities are available, allowing for data exchange and control. For each com-
munication type, a predefined set of data structures is used, with minimal bitrate required.

By selecting components that are CAN-compatible such as the VECTOR-600 and the VECTOR-MCC,
the DRONECAN architecture acts as the internal data handling system as shown in Figure 3.3. The
data handling diagram in Figure 3.3 includes data rates for all data flows above 0.1Mbps, with any
lower data rates (e.g. binary relay control flows) being considered negligible at this design stage.

3.7. Payload and Subsystem Verification
To guarantee compliance with requirements set on the payload and fixed subsystems described
above, the verification methods set in Table 3.8 can be used. Importantly, a requirement set in Sec-
tion 3.1 has changed to match components because available parts were found to be limiting. The
updated requirement is set below, and is expected to impact the mission profile discussed in Chap-
ter 9:

RPA-MON-4: The monitoring payload shall be operated at up to 150m altitude.

Table 3.8: Payload and fixed subsystem verification methods.

ID Verification method Discussion
RPA-MON-1 Inspection Place monitoring payload components on a scale.
RPA-MON-2 Test Perform measurements at monitoring velocity and check if moni-

toring data is satisfactory.
RPA-MON-3 Analysis Check that the parts are not created in house.
RPA-MON-4 Demonstration Perform measurements at monitoring altitude and check if monitor-

ing data is satisfactory.
RPA-MON-5 Analysis Check classification of the laser to ensure safety at a distance of

50m.
RPA-CAM-1 Analysis Analyze the critical vibrations encountered during measurement

and test gimbal stability with vibration test bench.
Continued on next page

10https://dronecan.github.io/
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Table 3.8: Payload and fixed subsystem verification methods.

ID Verification method Discussion
RPA-CAM-2 Test Submerge objects of varying size in water and test if they are iden-

tifiable at a distance equivalent to the monitoring altitude.
RPA-CAM-3 Analysis Calculate required framerate and check camera specifications.
RPA-CAM-4 Test Perform measurements at monitoring conditions and verify the hor-

izontal resolution.
RPA-LID-1 Analysis Calculate the point densities at monitoring conditions using RiPA-

RAMETER.
RPA-LID-2 Test Measure the Secchi Depth and performmeasurements to compare

if penetration depth is adequate.
RPA-INT-1 Inspection Place intervention payload on a scale.
RPA-INT-2 Inspection Measure physical dimensions of the intervention payload.
RPA-INT-3 Demonstration Mount the intervention payload to the release structure and demon-

strate deployment.
RPA-INT-4 Test Fly a mission with intervention payload in a location clear of civil-

ians and check if payload remains attached.
RPA-INT-5 Demonstration Replace an intervention payload content piece with another.
RFS-ADC-1 Test Perform a flight test at known altitudes and determine whether the

altimeter performs adequately.
RFS-ADC-2 Demonstration Perform a flight test and demonstrate that the UAV is capable of

adjusting its altitude as required.
RFS-ADC-3 Test Test the GPS receiver in both a stationary and mobile environment

to check for satisfactory results.
RFS-ADC-4 Demonstration Perform a flight test and demonstrate that the UAV is capable of

changing its position as required.
RFS-ADC-5 Test Mount the pitot tube and flight computer in a wind tunnel at varying

air speeds and compare the pitot tube measurements.
RFS-ADC-6 Demonstration Perform a flight test and demonstrate that the UAV is capable of

adjusting its airspeed as required.
RFS-ADC-7 Test Perform a test flight in turbulent conditions to check compliance of

this requirement.
RFS-ADC-8 Test Perform a test flight in turbulent conditions to check compliance of

this requirement.
RFS-TTC-1 Demonstration Demonstrate that the CDH subsystem is capable of sending the

required bit rate to the ground segment at large distance.
RFS-TTC-2 Demonstration Demonstrate that the CDH subsystem is capable of receiving the

required bit rate from the ground segment at large distance.
RFS-TTC-3 Test Perform a test flight continuously flying further from the ground sta-

tion to determine its maximum range.
RFS-TTC-4 Demonstration Demonstrate that the data rate from the payload fits within the link

budget and can be sent.
RFS-CDH-1 Test Perform a test with the payload outputting data at its maximum rate,

to see if the compression computer functions as required.
RFS-CDH-2 Test Run the payload at maximum rate for the rated duration and check

whether flight computer has sufficient capacity.
RFS-CDH-3 Test Perform a test with the ADC outputting data at its maximum rate,

to see if the compression computer functions as required.
RFS-CDH-4 Test Run the ADC at maximum rate for the rated duration and check

whether flight computer has sufficient capacity.

Certain tests described above (e.g. for RFS-ADC-5) can be straightforwardly performed in the facili-
ties of the Faculty of Aerospace Engineering at TU Delft, with individual components being inspected
or tested as required. However, other tests, such as for RPA-INT-4, require the complete assembly
of the system and a mock mission. For such tests, a range with free airspace, such as the local range
at ASK ’t Harde, could be rented out to perform system-level tests.
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In this chapter, the design of the propulsion subsystem is presented. First, the requirements rele-
vant to the propulsion subsystem are formulated and rationalized in Section 4.1. Then, the propeller
assemblies and motors are selected in Section 4.2 and Section 4.3 respectively, followed by the se-
lection of the electronic speed controllers in Section 4.4. A noise estimation of the propulsion system
is carried out in Section 4.5. Lastly, the verification of the selected system is explored in Section 4.6.

4.1. Propulsion Subsystem Requirements
The subsystem requirements for the propulsion architecture are identified and shown in Table 4.1.

Table 4.1: Propulsion subsystem requirements.

ID Requirement description Origin
RPR-PRP-1 The vertical propellers shall provide a total continuous thrust of no less than

2920N.
R-MIS-5

RPR-PRP-2 The horizontal propeller shall provide a continuous thrust of no less than 320N. R-MIS-1
RPR-PRP-3 Each vertical propeller shall have 2 blades. R-SYS-1
RPR-PRP-4 Each vertical propeller shall have a total mass of no more than 1.1 kg. R-MIS-5
RPR-PRP-5 The horizontal propeller shall have a mass of no more than 1.4 kg. R-MIS-1
RPR-MOT-1 The vertical electric motors shall provide a total continuous mechanical power

output of no less than 50 kW.
R-MIS-5

RPR-MOT-2 The horizontal electric motor shall provide a continuous mechanical power out-
put of no less than 50 kW.

R-MIS-1

RPR-MOT-3 The vertical electric motors shall have a total mass of no more than 9.6 kg. R-MIS-5
RPR-MOT-4 The horizontal electric motor shall have a mass of no more than 3.1 kg. R-MIS-1
RPR-COM-1 Each individual component shall be available commercially. R-MIS-9

• RPR-PRP-1 and RPR-PRP-2 follow from the need to provide sufficient thrust for all operations.
The leading vertical thrust requirement is based on the thrust required for VTOL, while the hori-
zontal thrust requirement is set from the thrust for maximum speed. This stems from the design
choice of a load factor of no less than n = 1.2

• RPR-PRP-3 results from the possibility of orienting two-bladed propellers in free-stream direc-
tion to minimize drug.

• RPR-MOT-1 and RPR-MOT-2 flow from the power required for the propellers to achieve the
thrust mentioned in RP-PRP-1 and RPR-PRP-2.

• RPR-PRP-4, RPR-PRP-5, RPR-MOT-3 and RPR-MOT-4 all follow from the initial allocated
mass budgets determined in the initial sizing of the propulsion system in Chapter 2.

• RPR-COM-1 follows from the top-level design intention to rely on proven, already existing com-
ponents.

4.2. Propeller Design
The propeller selection process depends on the configuration of the horizontal propeller, with either
tractor or pusher architectures being available. In the former, the propeller is usually placed at the
front of the vehicle, and it pulls the aircraft forward, while in the latter the propeller pushes the aircraft
forward and is usually placed at the back of the vehicle1.

The application of pusher or tractor configuration depends on operational considerations to be made2.
First of all, pusher propellers are the preferred configuration for first person view (FPV) drones, espe-

1https://mail.supermotoxl.com/resources/guides-tutorial/r-c-models-fpv-uav-diy-how-to-tips/pusher-vs-tractor-propeller-
configuration.html

2https://airplaneacademy.com/pusher-vs-puller-propeller-aircraft-compared/

19
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cially the ones relying on video footage, such as the FLOWS mission as well. This is because placing
the propeller forward would lead to obstructing the view of the sensing equipment. However, pusher
propellers result in significantly lower clearance for horizontal landing, which is important to guaran-
tee glide landing capabilities in case of propulsion system failure. Furthermore, the pusher receives
disturbed airflow, leading to induced vibrations and increased noise.

The trade-off to be made leaves a decision between potentially compromising the monitoring mission,
or increasing the difficulty of the design to account for the pusher configuration - leading to the selection
of the pusher propeller. This configuration requires a cooled electric motor, as while in a tractor
configuration air cooling happens naturally, for a pusher configuration that is not often the case, so
special attention must be placed on ensuring that the motor powering the horizontal propeller is able
to be adequately cooled 3.

With the configuration selected, the propeller selection method relies on calculating the thrust that a
commercially-available propeller is able to produce when provided with a certain value for mechanical
power and RPM. This process is documented for both the vertical and horizontal propellers below.

4.2.1. Vertical Propeller Selection
Four possible approaches were considered for the selection of the vertical propeller [19].

1. The first approach would rely on power estimates from ideal Actuator Disk Theory (ADT) to
determine the necessary propeller size to fulfill the thrust requirement. This method outputs the
ideal propeller thrust given the power provided, so it is considered non-conservative, especially
at low advance ratios (such as during vertical take-off), where the actual efficiency of a propeller
is far lower than the ADT estimate4.

2. The second approach relies on applying Blade Element Momentum Theory (BEMT), a highly ac-
curate method that requires aerodynamic and geometric airfoil data. These propeller geometry
characteristics are not provided by any propeller manufacturer, and any approximations cannot
be verified to be representative of the selected component5.

3. The third approach involves the use of a TU Delft-developed programwhich makes use of BEMT
but corrects for compressibility and root-tip effects6. However, this program also requires com-
plete geometric data to be provided.

4. The fourth approach is to rely on test data provided by propeller manufacturers. These tests
usually make use of a specific motor, and do not run to maximum supported thrust settings.
Regardless, the thrust produced for a certain power and RPM setting can be identified, and
similar motors that provide the same mechanical power and RPM can be assumed to result in
similar thrust ratings. These tests are typically performed on fixed thrust benches, aligning with
VTOL conditions. However, the level of accuracy of the estimation cannot be guaranteed.

Given the timeframe of the project, it was decided to pursue the fourth approach, as other approaches
would either provide wholly inaccurate results (ADT) or require impossible to determine inputs (BEMT).
Test data was gathered for several motor-propeller combinations, and the input and output power were
related to the thrust obtained. By interpolating these quantities, the required thrust could be used as
input, and the propeller efficiency and required motor power obtained as output.

An extensivemarket study was performed, and the Fluxer 63x22 Pro propeller fromMADComponents,
shown in Figure 4.1, was found to satisfy RPR-PRP-17. The 63x22 Pro was demonstrated to achieve
a thrust rating beyond the required 727N when combined with the MAD Components M50C60 PRO
IPE 10KV brushless drone motor, as shown in Figure 4.2.

3https://1000aircraftphotos.com/HistoryBriefs/CessnaXMC.htm
4https://web.mit.edu/16.unified/www/FALL/thermodynamics/notes/node86.html
5http://wwwmdp.eng.cam.ac.uk/web/library/enginfo/aerothermal_dvd_only/aero/propeller/prop1.html
6https://data.4tu.nl/datasets/e748a68d-5f15-4757-b904-880bcec8217b
7https://store.mad-motor.com/products/mad-m50c60-pro-ipe-for-the-electric-manned-drone-e-vtol-and-paratrike
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Figure 4.1: Image of the Fluxer
63x22 Pro. Figure 4.2: Fluxer 63x22 Pro test data with M50C60 PRO.

It was observed that the M50C60 PROmotor is stated to be incapable of delivering the required power
in Figure 4.2 for more than 30 seconds, which means that an alternative which can continually provide
the required mechanical power and RPM needs to be selected. This is discussed in Section 4.3 below.

4.2.2. Horizontal Propeller Selection
As the horizontal propeller operates at velocities from 26m/s to 83.3m/s, the stationary test bench
is not considered an accurate representation. Furthermore, using Blade Element Momentum Theory
remains impossible due to the lack of available lift polar data for off-the-shelf propellers.

As the operational velocities during cruise have higher advance ratios, it is considered that the efficien-
cies calculated with Actuator Disk Theory will approach reality [19]. A relation between the thrust coef-
ficient, the advance ratio, the propeller efficiency, and the pitch angle was found for the three-bladed
TU Delft X-Prop propeller in Figure 4.3a [20], as shown in Figure 4.3b and Figure 4.3c. Because it
is the only propeller for which sufficient data to perform this analysis was found, it is considered an
off-the-shelf component and will be analyzed in what follows.

(a) Image of a scaled-down three-bladed
X-PROP in low-speed wind tunnel.

(b) Relation between three bladed X-Prop
thrust coefficient and advance ratio for

varying blade pitch.

(c) Relation between three-bladed X-Prop
propeller efficiency and advance ratio for

varying blade pitch.

Figure 4.3: X-PROP propeller characteristics [20].

For the final performance analysis of the airborne segment, the propeller efficiency is required. Based
on the comprehensive X-PROP data, this can be calculated from the thrust coefficient TC obtained in
Equation 4.1:

TC =
T

0.5ρV 2A
(4.1)

where TC is the thrust coefficient, T is the required thrust in Newton, ρ is the air density in kg/m3, V is
the flight velocity inm/s and A is the disc area of the propeller inm2. Three conditions are evaluated:

1. Stall conditions occur at Vstall = 26m/s, ρstall = 1.225 kg/m3, Tstall = 110N.
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2. Monitoring conditions occur at Vmonitor = 40m/s, ρmonitor = 1.225 kg/m3, Tmonitor = 150N.
3. Maximum velocity conditions occur at Vmax = 83.3m/s, ρmax = 0.9093 kg/m3, Tstall = 400N.

With these conditions, the following area-normalized thrust coefficients are obtained:

TCstall
=

0.1267

A
TCmonitor =

0.1531

A
TCmaximum =

0.2657

A
(4.2)

To limit the highest thrust ratio to fall within the graphs of Figure 4.3b, a diameter of 1.4m is needed
to provide sufficient surface area. Advance ratios of 0.9 to 1.1 were found for thrust coefficients of
0.1726 and 0.0803 respectively. Using the plotted graphs, efficiencies can be found at these advance
ratios. It should be mentioned that the efficiencies are calculated for 30 m

s , however, the efficiency is
expected to improve for higher Mach numbers [20].

The three-bladed TU-Delft X-Prop in Figure 4.3a, with a diameter of 1.4m and a 70% Chord angle of
28 °, was found to give the highest efficiencies, with 84% at maximum velocity at 3000m altitude and
82% at monitoring and stall speed at sea level. The final propeller selection is shown in Table 4.2.

Table 4.2: Selected propeller data.

Application Thrust required [N] Selected propeller Peak continuous thrust [N] Weight [kg]
Horizontal 315.8 1.4m 3-Bladed XPROP 392.4 ≈ 3.5
Vertical 726.9 Fluxer 63x22 Pro 853.5 1.08

4.3. Electric Motor Selection
For the selection of the electric motors, propulsion system requirements RPR-MOT-1, RPR-MOT-2,
RPR-MOT-3, RPR-MOT-4 and RPR-COM-1 from Section 4.1 were considered as leading.

A comprehensive market study was performed to identify possible options that match the required
power density and maximum continuous power production. Several motors with similar power den-
sity properties were found, but either at smaller scales8 or at larger scales9. In particular, no UAV
application exists that can continuously provide the required power at the desired weight rating, as
shown during the selection of the vertical propellers.

Three alternatives were therefore explored to ensure that the stringent requirement for vertical take-off
and landing capabilities is met. They are described below:

1. The options of hexacopter and octocopter, employing 6 and 8 separate electric motors respec-
tively, were explored in the hopes that lighter motors at a similar power density would be able
to satisfy the requirements. These configurations were found to significantly increase required
structural mass, as well as the complexity of the design. In both cases, no motors could be
found that would have allowed to maintain performance at a lower weight than the standard
quadcopter configuration.

2. Another option that was explored was coaxial propellers, which are also often employed in vehi-
cles capable of VTOL. While the main advantage of such a configuration consists of providing
an increase in lift considering the increase in weight and volume, it comes at an increase in
power consumption, which again makes this layout less efficient than the standard quadcopter
configuration [21].

3. Heavier, more powerful electric motors with high power density were identified, which satisfy
maximum continuous power requirements even with steep increases in maximum take-off mass.

Though the third option was found to the mass of the propulsion system, it was the only one that
allowed for the design process to continue with COTS components, and so it was chosen. The

8https://eansys.de/Power-to-weight-analysis-of-brushless-outrunner-engines
9https://emrax.com/
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selected motors for both horizontal and vertical propulsion, alongside the power provided and weight,
are shown in Table 4.3. The relation between the shaft RPM and the power it provides is shown in
Figure 4.4, while a picture of the motor itself is displayed in Figure 4.5 10.

Table 4.3: Electric motor selection.

Application Power required [kW] Selected motor Peak continuous power [kW] Weight [kg]
Horizontal 30 EMRAX 188 CC 37 7.6
Vertical 12.5 EMRAX 188 AC 27 7.1

Figure 4.4: Power as a function of RPM for EMRAX 188. Figure 4.5: EMRAX 188 motor.

It is important to note that the EMRAX 188 CC was selected for the horizontal propeller not only
because it is able to satisfy the power requirement, but also because it presents cooling features (CC
= combined cooling) needed for a pusher propeller configuration 10. However, taking into account
R-SYS-2, the ingress protection rating11 of both the air-cooled and combined cooling EMRAX motors
needs to be evaluated. The motors present an IP21 rating, which indicates protection against solid
foreign objects of 12.5mm diameter and greater and protection against vertically falling water drops.
Because the vehicle is expected to operate in turbulent weather, each component exposed to the
outside must have significantly better resistance to debris or rain in order to ensure continuous and
safe operations so, appropriate housing and protection is to be considered in their integration in the
structure discussed in Chapter 7.

4.4. Electronic Speed Controller Selection
With the electric motors selected, their specifications can be used to determine the performance re-
quirements of the electronic speed controllers, as defined in Table 4.4.

Table 4.4: Propulsion subsystem requirements

ID Requirement description Origin
RPR-ESC-1 Each vertical electronic speed controller shall be able to withstand a continuous

voltage of 384 V.
R-MIS-5

RPR-ESC-2 The horizontal electric motor shall be able to withstand a continuous voltage of
384 V.

R-MIS-1

RPR-ESC-3 The vertical electronic speed controllers shall provide a continuous current of 42
A.

R-MIS-5

RPR-ESC-4 The horizontal electric motor shall provide a continuous current of 84 A. R-MIS-1
RPR-ESC-5 Each vertical electronic speed controller shall have a total mass of no more than

1.1 kg.
R-MIS-5

RPR-ESC-6 The horizontal electric motor shall have a mass of no more than 1.1 kg. R-MIS-1

10https://emrax.com/e-motors/emrax-188/
11https://www.iec.ch/ip-ratings
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• RPR-ESC-1 and RPR-ESC-2 follow from the power that the electronic speed controllers must
be able to handle in order to control the EMRAX electric motors.

• RPR-ESC-3 and RPR-ESC-4 are derived from the amperage necessary to transfer power to
the EMRAX electric motors.

• RPR-ESC-5 and RPR-ESC-6 follow from the initial allocated mass budgets determined in the
initial sizing of the propulsion system.

The initial and best candidate for the ESC choice is the same con-
troller used in the collection of the performance data of the vertical
propeller explained in Section 4.2.1, that being the AMPX 90A HV
shown in Figure 4.6 11. Further research to find better alternatives
was carried out, but no other option is able to deliver the same per-
formance of the AMPX at a lower or equal weight.

Figure 4.6: AMPX 90A HV.
The performance data of the AMPX 90A HV is shown in Table 4.512.

Table 4.5: Electronic speed controller selection.

Application Voltage
required [V]

Current
required [A]

ESC
chosen

Voltage
provided [V]

Amperage
provided [A] Weight [kg]

Horizontal 384 84 AMPX 90A HV 440 180 1.8
Vertical 384 42 AMPX 90A HV 440 180 1.8

4.5. Noise Estimation
According to system requirement R-SYS-16, the vehicle must not produce more than 130 dB of noise
measured at 100m from the ground, ensuring that the noise levels produced during operations are
safe for civilians within its range of action13. With components making up the propulsion system
selected, a noise estimation has been performed to ensure compliance with this requirement.

The noise produced by the propellers will be estimated by determining a number of partial noise levels
and connection factors, related to the configuration and the operating parameters of the propeller in
use by means of available propeller noise test data, gathered both in static and flight conditions [22].
From these graphical relations, the following steps for propeller noise estimation can be defined [22]:

1. Determine the rotational tip Mach number.
2. Calculate partial levels FL1 (propeller power input and rotational tip speed), FL2, (diameter and

number of blades), and FL3, (atmospheric absorption and spherical spread of sound).
3. Calculate the correction factor DI for directivity pattern, based on angle from the propeller axis.
4. Calculate the correction factor NC for the number of propellers.
5. Calculate the Perceived Noise Level (PNL) correction.
6. Total propeller noise is given by FL1 + FL2 + FL3 +DI +NC + PNL.

For the analysis of the noise produced by vertical and horizontal propellers, the VTOL and monitoring
scenarios were considered, as those are the stages in the mission profile where the vehicle is closest
to the height level specified by the requirement. At maximum speed, when the propellers would be
producing the most noise, the vehicle is traveling at an altitude of hVmax = 3000m, which considered
sufficient for attenuation. Furthermore, the noise produced by the electric motors was found to be low
enough to be neglected in this analysis 14.

Below, the list of inputs needed for the computation is given in Table 4.6, while the values for the
partial and total noise levels for both conditions are shown in Table 4.7 [22]. The units used in the
graphical relations were chosen to portray the data for repeatability.

12https://www.mad-motor.com/products/foc-90a-100sesc
13https://rnid.org.uk/information-and-support/ear-health/protect-your-hearing/how-loud-is-too-loud/
14See footnote 9



4.6. Propulsion System Verification 25

Table 4.6: Noise estimation inputs.

Input Monitoring VTOL Unit
Propeller diameter 4.59 5.17 ft
Number of blades 3 2 -

RPM 1500 2200 rpm
Power input
(per propeller) 30 17 hp

Location of noise
measuring point 492, 90 328, 180 [ft, ◦]

Flight speed 74 4 kts
Ambient temperature 59 59 ◦F

Number of propellers 1 4 -

Table 4.7: Propulsion system noise levels.

Parameter Monitoring VTOL Unit
FL1 55 60 dB
FL2 11 13 dB
FL3 -10 21 dB
DI 0 -4 dB
NC 0 6 dB
PNL 3 1 dB
Total 59 97 dB

With final total noise values of 59 dB and 97 dB for the horizontal and vertical propulsion systems
respectively, it can be concluded that both flight conditions will respect the noise requirement.

4.6. Propulsion System Verification
The verification method for each propulsion system requirement, alongside explanations for practical
application, are available in Table 4.8.

Table 4.8: Propulsion system verification methods.

ID Verification method Discussion
RPR-PRP-1 Demonstration Simulate thrust performance with BEMT software and test thrust

produced by the propeller in static and dynamic conditions.
RPR-PRP-2 Demonstration Simulate thrust performance with BEMT software and test thrust

produced by the propeller in static and dynamic conditions.
RPR-PRP-3 Inspection Count the number of blades.
RPR-PRP-4 Inspection Place propeller on a scale.
RPR-PRP-5 Inspection Place propeller on a scale.
RPR-MOT-1 Demonstration Connect electric motor to power supply, measure torque and revo-

lutions per minute to compute mechanical power produced.
RPR-MOT-2 Demonstration Connect electric motor to power supply, measure torque and revo-

lutions per minute to compute mechanical power produced.
RPR-MOT-3 Inspection Place electric motor on a scale.
RPR-MOT-4 Inspection Place electric motor on a scale.
RPR-ESC-1 Demonstration Connect ESC to power supply and measure voltage drop.
RPR-ESC-2 Demonstration Connect ESC to power supply and measure voltage drop.
RPR-ESC-3 Demonstration Connect ESC to power supply and measure current output.
RPR-ESC-4 Demonstration Connect ESC to power supply and measure current output.
RPR-ESC-5 Inspection Place ESC on a scale.
RPR-ESC-6 Inspection Place ESC on a scale.
RPR-COM-1 Analysis Check that the components are not designed in-house.

The methods proposed in Table 4.8 take into account that the components to be tested are all COTS,
meaning that they can be purchased and direct testing of performance can be carried out. An excep-
tion to this is the horizontal propeller, which is not directly available for direct testing, hence why an
alternative procedure of verification using BEMT software was proposed. Testing of the propellers
can be carried out in the Faculty of Aerospace Engineering at TU Delft by means of propeller test
rigs, with the additional use of a wind tunnel to simulate dynamic conditions 15. The facilities for direct
testing of the electric motors and the electronic speed controllers are discussed later in the verification
of the electrical power system in Section 5.3.

15https://www.tudelft.nl/lr/organisatie/afdelingen/flow-physics-and-technology/flight-performance-propulsion/flight-
performance/propeller-aerodynamics/facilities/propeller-test-rigs
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This chapter covers the design of the electrical power system. Based on the system-level power
requirements, the generator assembly is designed in Section 5.1. Then, the power management and
transmission system is documented in Section 5.2, together with the system-level electrical block
diagram. Finally, verification methods are discussed in Section 5.3.

The electrical power system relies on a series-hybrid configuration, consisting of an engine that pro-
vides mechanical shaft power to a DC generator. The generator transforms mechanical power into
electrical power, distributing it further to the other subsystems.

In the design of the electrical power system, it was decided to pursue a flow-down methodology. First,
the generator assembly was designed based on high-level power requirements. Then, the transmis-
sion system was designed based on the individual requirements for each power consuming subsys-
tem. All components were selected off-the-shelf, with significant effort being dedicated to integration
within the internal CAN data flow system as described in Chapter 3.

5.1. Generator Assembly Design
The generator assembly provides a continuous power output to the subsystems described in Chap-
ter 3 and the propulsion system described in Chapter 4 among others. Based on the maximum power
consumption for each such component, the requirements for the generator assembly were defined
and are available in Table 5.1 below.

Table 5.1: Generator assembly requirements.

ID Requirement description Origin
REP-GEN-1 The generator assembly shall produce no less than 51.8 kW continuously. RPR-MOT-1
REP-GEN-2 The generator assembly shall weigh no more than 35 kg. Mass Budget
REP-GEN-3 The generator assembly shall be composed of COTS components. R-MIS-9

• REP-GEN-1 follows from the total power required for themaximum power scenario as discussed
in Chapter 2, which includes vertical take-off with all subsystems operating at maximum power.

• REP-GEN-2 follows from themass allocation for the generator assembly in the preliminary sizing
in Chapter 2.

• REP-GEN-3 follows from the top-level design intention to rely on proven, already existing com-
ponents.

A comprehensive study of the generator market was performed, with particular focus on new devel-
opments specifically for UAV’s. However, it was found that most generators were either sized for
different, far smaller applications (for example, the Pegasus Aeronautics GE70 providing a meager
4 kW 1) or dangerously exceeding the weight allocation (such as the 40 kW LaunchPoint HPS400
Genset 2). The search was further limited by the inability to select generators based on turboshafts
or similar, as the generator needs to run even when the horizontal propulsion system is inactive.

During the market study, the UAVHE RW1-79 Aircooled Wankel Genset was found to demonstrate ex-
cellent power density beyond any other option (up to 3 kW/kg) 3. However, its maximum continuous
power output was only 16 kW, less than a third of the required 51 kW. For this reason, it was decided
to select four such generators working in parallel to constitute the generator assembly, resulting in a
maximum continuous power output of 64 kW. Though the official datasheet describes a component

1https://www.pegasusaero.ca/ge70
2https://launchpointeps.com/gensets
3https://uavhe.eu/products/rw1-79/
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mass of 5.2 kg, UAVHE has provided an estimate of 9 kg for a fully integrated generator, including cool-
ing assembly, vibration supports and fuel and power lines [23] - slightly above the allocation of 35 kg.
The overall properties of the generator assembly are available in Table 5.2, with a representation of
an individual generator in Figure 5.1 [23].

Table 5.2: Generator assembly properties [23].

Property Value Unit
Mass 36 kg

Maximum continuous power 64 kW
Specific fuel consumption 0.255 kg/kWh
Maximum output voltage 384 V

Length 177 mm
Width 197 mm
Height 162 mm

Figure 5.1: UAV RW1-79 generator [23].

The values in Table 5.2 include an engine control unit compatible with the CAN protocol, as well
as the air cooling intake (which is to be added to the final assembly) [23]. The brake-specific fuel
consumption allows for the calculation of the fuel mass and volume required, which is performed in
the sizing of the fuel tank in Chapter 6. Finally, the generator can transmit power through 16 channels
at different voltages (14.4V, 28V, 48V, 192V, 384V), which allows for a straightforward connection
to the transmission system [23].

5.2. Transmission System Design
From the power requirements of each individual subsystem and the power output of the selected gen-
erator assembly, the power transmission system requirements were defined, as shown in Table 5.3.
Importantly, during the design process, it was also decided to include a small-scale secondary battery
within the power transmission system, allowing for the airborne segment to be controllable in case of
power generation failure, as discussed further below.

Table 5.3: Transmission system requirements.

ID Requirement description Origin
REP-TRA-1 The transmission system shall distribute no less than 12.5 kW to each verti-

cal motor speed controller.
RPR-MOT-1

REP-TRA-2 The transmission system shall distribute no less than 30 kW to the horizontal
motor speed controller.

RPR-MOT-2

REP-TRA-3 The transmission system shall distribute no less than 0.3 kW to the monitor-
ing payload.

R-SYS-7

REP-TRA-4 The transmission system shall distribute no less than 0.196 kW to the avion-
ics.

R-SYS-10

REP-TRA-5 The transmission system shall distribute no less than 1 kW to the servos. RT-AERO-2
REP-TRA-6 The transmission system shall be composed of COTS components. R-MIS-9
REP-BAT-1 The batteries shall have a capacity of no less than TBDWh. R-MIS-7
REP-BAT-2 The batteries shall be COTS components. R-MIS-9

• REP-TRA-1, REP-TRA-2, REP-TRA-3, REP-TRA-4, and REP-TRA-5 flow directly from the
maximum power rating for each individual component as selected in Chapter 3, Chapter 4 and
Chapter 6.

• REP-BAT-1 follows from the contingency strategy (TRRC-23) for the risk of power generation
and/or propulsion failure. A secondary battery can be used to power system avionics and control
surface servos for a limited duration to ensure the possibility of a glide landing. Its required
capacity is dependent on the power it has to provide and the duration of the maneuver, and has
been therefore set as TBD pending further analysis.
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• REP-TRA-6 and REP-BAT-2 follow from the top-level design intention to focus on proven, al-
ready existing components.

Two transmission architectures are required: between the generators and the propulsion system (high
current, high voltage) and between the generators and other subsystems (medium current, low volt-
age).

The high-voltage transmission circuit relies on several relays connected to a microcontroller to provide
unregulated high-voltage current to the five electronic speed controllers. The transmission lines are
redundant, so that each generator can transmit power to each electronic speed controller. The added
mass in wiring and relays is considered justified by the ability to still provide significant power to the
vertical/horizontal motors even in the case of individual generator failure.

Though the electronic speed controllers act as voltage regulators for the high-voltage transmission
circuit, a specialized regulator is required for the low-voltage path. Therefore, the VisionAirtronics
1800W Power Distribution Unit (PDU) was selected to manage this path, allowing for two 24-48V
inputs and six regulated outputs 4. The PDU weighs 2.7 kg and is CAN-compatible.

As discussed above, a secondary battery has been selected to guarantee redundancy in case of power
generation failure. The MaxAmps Li-ion 2800 10S1P 36V battery pack provides a total of 100.8Wh,
covering all non-propulsion system power consumption for more than threeminutes 5. Pending further
analysis, this capacity is considered sufficient to cover airborne segment control during an emergency
glide landing. A lightweight battery management system was also selected in the CAN-compatible
VisionAirtronics 15S BMSB, allowing for monitoring, self-balaning and recharge of the battery 6. The
battery weighs 0.48 kg, while the battery management system weighs less than 0.3 kg. The three main
components are shown in Figure 5.2 below.

(a) VisionAirtronics 1800W PDU1 (b) MaxAmps Li-ion 2800 10S1P 36V2 (c) VisionAirtronics 15S BMSB3

Figure 5.2: Power transmission system components.

The six output lines from the PDU were distributed to the individual components according to their
consumption requirements, as shown in Figure 5.3 below. Though the microcontrollers for generator
distribution were selected as the Microchip ATmega16M17, and step-down voltage converters were
selected as the Wurth Elektronik 173011235 Power Module8, further wiring and relay components
were not selected in detail, as highly specific wiring and integration topologies are considered outside
the scope of this report. The wires were sized for the lowest lowest multiple of 0.5A higher than the
required passing current, with a wiring mass estimate of 20% of the mass of each component, or a
total of 9.1 kg, being developed based on literature [24]. Though this estimate is considered to be
quite above the actual required wiring, it provides a buffer for relays and power converters, and will
thus be used in the final mass estimation.

4https://vat.aero/1800w-power-distribution-unit/
5https://maxamps.com/collections/10s-36v-li-ion/products/li-ion-2800-10s1p-36v-battery-pack
6https://vat.aero/15s-balancer-product-brief-v1-4/
7https://www.microchip.com/en-us/product/ATmega16M1
8https://www.we-online.com/en/components/products/
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5.3. Electrical Power System Verification
The electrical power system consists entirely of COTS components. This means that verifying its
requirements is a straightforward process, starting with purchasing the required components, and
providing a safe experimental environment to perform the practical demonstration of requirement
compliance. The verification methods for each requirement are described in Table 5.4, together with
a short breakdown of the practical verification procedure.

Table 5.4: Electrical power system verification methods.

ID Verification method Discussion
REP-GEN-1 Demonstration Integrate individual generators into combined assembly, con-

nect to load, and measure total current and voltage while run-
ning at maximum continuous power condition.

REP-GEN-2 Inspection Place generator assembly on a scale.
REP-GEN-3 Analysis Check that the components are not designed in-house.
REP-TRA-1 Demonstration Integrate generator assembly with wire/relay transmission

line, connect to each electronic speed controller, and mea-
sure current and voltage while running at maximum power
requirement.

REP-TRA-2 Demonstration Integrate generator assembly with wire/relay transmission
line, connect to electronic speed controller, and measure cur-
rent and voltage while running at maximum power require-
ment.

REP-TRA-3 Demonstration Integrate generator assembly with wire/relay transmission
line, connect to power distribution unit, connect to monitor-
ing payload, and measure current and voltage while running
at maximum power requirement.

REP-TRA-4 Demonstration Integrate generator assembly with wire/relay transmission
line, connect to power distribution unit, connect to avionics,
and measure current and voltage while running at maximum
power requirement.

REP-TRA-5 Demonstration Integrate generator assembly with wire/relay transmission
line, connect to power distribution unit, connect to servos,
and measure current and voltage while running at maximum
power requirement.

REP-TRA-6 Analysis Check that the components are not designed in-house.
REP-BAT-1 Demonstration Integrate battery pack into battery management system, con-

nect to load, and measure total current and voltage while tim-
ing discharge.

REP-BAT-2 Analysis Check that the components are not designed in-house.

In practical terms, the detailed verification procedures require access to an electrical testing facility,
including an insulated test stand, a voltmeter, adequate non-conductive clothing, and a variable load
that can run up to 64 kW. Such a facility can be found in the Faculty of Electrical Engineering, Mathe-
matics, and Computer Science at the TU Delft, namely the Electrical Energy Conversion Laboratory.
This laboratory is specialized in the testing of rotating electric machines, with significant experience in
aviation component testing 9 that can also be used in the testing of the electric motors and electronic
speed controllers selected in Chapter 4.

9https://www.tudelft.nl/en/eemcs/the-faculty/departments/electrical-sustainable-energy/dc-systems-energy-conversion-
storage/electrical-sustainable-power-lab/electrical-energy-conversion-laboratory/
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The design of the wing starts with the development of the requirements in Section 6.1. Then,Section 6.2
presents the aerodynamic design, including the selection and optimization of the airfoil geometry. The
subsequent structural design of the wingbox, ribs, skin, and fuel tank is covered in Section 6.3, with
Section 6.4 providing the final results and Section 6.5 describing the sizing of the ailerons. Finally,
Section 6.6 presents verification methods for the subsystem requirements, as well as aerodynamic
and structural verification methodologies pursued directly by the design team.

6.1. Wing Requirements
The design of the wing starts with requirements for aerodynamic and structural performance. The
airfoil to be selected should fit the diverse flight profile, with a sufficiently high maximum lift coefficient
to achieve the low imposed stall speed of 25m/s and high efficiency at the top speed of 83.3m/s. The
requirements for the wing section are presented in Table 6.1.

Table 6.1: Wing section requirements.

ID Requirement description Origin
RWI-AER-1 The CLmax of the aircraft shall be at least 1.2. R-SYS-4
RWI-AER-2 The CL achieved at the top speed of 83.3m/s at 3000m shall be at

least 0.159.
R-STK-2

RWI-STR-1 The structure shall not yield under themaximum load circumstance. R-STK-5
RWI-STR-2 The wingtip shall not deflect more than 10% of the wingspan when

performing a 3.6 g pull-up maneuver.
R-STK-5

RWI-STR-3 The wing structure shall have a precipitation tolerance of no less
than 50mm/h.

R-SYS-2

RWI-STR-4 The wing structure shall store the fuel and necessary fuel systems.
RWI-AIL-1 The aileron shall provide a roll rate of 30◦ in 1.5 seconds [25]. R-SYS-12
RWI-AIL-2 The aileron shall have a maximum downwards deflection of ◦15. R-SYS-12
RWI-AIL-3 The aileron shall have a maximum upwards deflection of 75% of

the maximum upwards deflection to account for adverse yaw.
R-SYS-12

RWI-AIL-4 The aileron chord shall be 20% of the chord of the wing. R-SYS-12
RWI-AIL-5 The aileron shall not be placed in the same spanwise position as

the booms supporting the propellers.
R-SYS-12

RWI-AIL-6 The aileron shall have an outward location fixed at 4.5 meters along
the span, to create a maximal moment arm while leaving space at
the tip of the wing.

R-SYS-12

• RWI-AER-1 has to be met in order to fly at stall speed.
• RWI-AER-2 is set to ensure equilibrium during flight at the top speed flight profile.
• RWI-STR-1 is crucial to maintain the aerodynamic shape of the wing and produce lift.
• RWI-STR-2 stems from the fact that too much deflection could lead to aerodynamic losses.
• RWI-STR-3 needs to be met to meet R-SYS-2.
• RWI-STR-4 results from the decision to store the fuel in the wing.
• RWI-AIL-1 will ensure that the UAV will be sufficiently controllable during monitoring flight.
• RWI-AIL-2 should be met in order to create a sufficient moment arm to meet RWI-AIL-1.
• RWI-AIL-3 should be met to counter adverse yaw during rolling.
• RWI-AIL-4 should be met in order to create a large enough moment arm to meet RWI-AIL-1
while limiting the power required for the servo.
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• RWI-AIL-5 needs to be met in order to prevent structural interference, which would also impact
control performance.

• RWI-AIL-6 flows down directly from RWI-AIL-4 and RWI-AIL-5.

6.2. Wing Aerodynamic Design
The aerodynamic design of the wing begins with the selection of the airfoil. To this end, the literature-
recommended approach is to start by selecting a standard airfoil, then optimize its geometry to reach
the desired aerodynamic properties [26]. The option space was restricted to NACA-series airfoils to
reduce the required effort, and the various NACA number series were themselves evaluated.

In literature, the 4-digit, 5-digit, 6-digit, and 7-digit series are generally evaluated based on stall char-
acteristics, maximum lift coefficient, drag performance, and pitching moment [27]. A synthesis of the
advantages and disadvantages of each airfoil series is available in Table 6.2.

Table 6.2: Airfoil series properties [26, 27].

Series Advantages Disadvantages Discussion
4-digit High stall resistance, gradual drag in-

crease with lift.
Relatively low maximum
lift coefficient and high
drag.

Typically used in light
training aircraft and
tailplanes.

5-digit Best in class maximum lift coefficient. Low stall resistance and
high drag.

Typically used for
wings requiring high lift
performance.

6-digit High maximum lift coefficient, with ex-
tended laminar boundary layer resulting
in best-in-class drag performance over
limited performance conditions.

High pitching moment
and low stall resistance.

Typically used in high-
speed applications, sig-
nificant design experi-
ence.

7-digit Low drag over limited performance con-
ditions and low pitching moment.

Low maximum lift coeffi-
cient and low stall resis-
tance.

Rarely used, little de-
sign experience.

During the design process, the 4-digit and 7-digit series were excluded from the option space, due to
their low maximum lift coefficient, which is considered critical to counteract UAV mass. In comparing
the 5-digit and 6-digit series, though the 5-digit shows higher maximum lift coefficients, the 6-digit
series, critically, allows for redesign of the geometry to capture the laminar flow regime and optimize
performance for a limited range of operation conditions [26]. Due to their high maximum lift coefficient
and optimization potential, the NACA 6-series were therefore selected and actual airfoil options were
explored.

6.2.1. Initial Airfoil Selection and Performance
Airfoil selection is performed according to the operational regime of the aircraft, in this case with
principal focus on obtaining high endurance at monitoring speed. The operational regime for airfoil
selection is represented by the Reynolds number. As the UAV is to monitor at around 38m/s between
50m and 500m altitude, the Reynolds number it will encounter is calculated as:

Re =
ρvl

µ
=

vl

ν
≈ 1.3 · 106 (6.1)

where ρ is the air density, v is the free stream velocity, l is the chord length of the airfoil, µ is the
dynamic viscosity, and ν is the kinematic viscosity.
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With this Reynolds number, a database of NACA 6-
digit series airfoils was sorted for CL3

CD2 , which is the
parameter to be maximized to ensure high endurance
[28]. The best-performing airfoil on this parameter was
found to be the NACA65(3)-618 (shown in Figure 6.1)
and thus this airfoil was analyzed to check whether it
could meet the Class-II sizing requirements. The airfoil
geometry was inserted into the XFLR5 aerodynamic
analysis program as a three-dimensional flying wing
with the same parameters as in Chapter 2. The per-
formance of the airfoil between Reynolds numbers of
5 · 105, 1 · 106 and 4 · 106 is presented in Figure 6.2.
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Figure 6.1: NACA65(3)-618 airfoil.

Figure 6.2: NACA 65(3)-618 airfoil performance analysis.

From Figure 6.2, the flying wing can be observed to satisfy the CL
CD

requirement and for the CL at
monitoring and maximum speed. However, as for the maximum lift coefficient, it does not reach
CLmax = 1.2 for the lower Reynolds number (stall-critical). Therefore, the optimization algorithm in
XFLR5 has been used to optimize for a higher CLmax .

6.2.2. Airfoil Optimization

The XFLR5 program allows for the geometry to be op-
timized for a certain parameter, in this case obtaining
CLmax = 1.5 at α = 5 and a Reynolds number of 1 ·106,
the closest to the monitoring conditions. The swarm-
type algorithm was used in optimization [29], resulting
in the geometry in Figure 6.3. The optimized airfoil is
more slender and shows a more pronounced camber,
with its performance shown in Figure 6.4. 0.0 0.2 0.4 0.6 0.8 1.0
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Figure 6.3: Optimized airfoil.
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Figure 6.4: Performance for the NACA 65(3)-618 airfoil (green) and its optimized version (blue).

As seen from Figure 6.4, the entire range of CL shifts upwards, meaning a higher CL is obtained at a
similar α and a higher CLmax . It now also passes the CLmax requirement and improves the glide ratio,
increasing endurance even further (TRRC-8). This optimized version of the NACA 65(3)-618 fulfils
all set performance requirements, and was therefore chosen for the wing design.

6.3. Wing Structural Design Methodology
The selection of the airfoil allowed for the wing structure to be designed. Given the requirements
for transportability, a modular wing design was pursued, with a rigid middle wing integrated within the
fuselage and detachable sections closer to the wingtip. The detachable sections are split just after the
booms that connect the VTOL motors and the empennage. This configuration, ensures that all fuel
can be stored in the middle part of the wing, without integration of the fuel lines being required during
every assembly (TRRC-5). Additionally, loads caused by the VTOL motors and tail can be transferred
to the fuselage through an integrated connection, resulting in lighter structures being required when
compared to a discontinuous part.

The strength and stiffness of the wing is provided by a wingbox, representing a closed-section struc-
ture rigid in shear, beinding and torsion [5]. Its design starts with the geometrical configuration layout.

6.3.1. Wingbox Geometry
The positioning of the wing box is determined by the shape of the airfoil. A Python program has been
created to precisely calculate the wing box placement. First, the 2D airfoil is plotted, with coordinates
retrieved from Airfoiltools’ online database 1. Subsequently, the optimized NACA 65(3)-618 airfoil co-
ordinates are acquired from XFLR 5, as elaborated in Section 6.2.2. These coordinates are imported
into Python and harmonized to a chord length of 1 meter. Consequently, the coordinates are mapped
to the appropriate coordinate system, yielding the 2D airfoil coordinates at the root. The root chord
length is determined by the mean chord, derived from the ratio of the wing area to the wingspan.

An important step is to identify the location of the front and aft spars in the wing, as this determines
the entire geometry of the wingbox. For preliminary UAV design, literature gives a front spar position
at 20% of the chord length and an aft spar placement at 70% of the chord length [5]. The front spar
is positioned at a relatively high thickness of the wing to accommodate a larger wing box and spar.
Sufficient space is also allocated for the placement of ailerons near the aft spar.

1http://airfoiltools.com
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These percentages are fixed along the entire wingspan, so the spar spacing is strictly determined
by the chord length at each location. In turn, this allows for the calculation of the leading edge and
trailing edge sweep using geometry. The leading edge sweep will be important for calculating the
corner coordinates of the wingbox and the x-position of the leading edge mean aerodynamic chord.

As previously explained, the spacing between the spars depends on the chord length. The chord
length can be calculated as a function of the spanwise location y, span b, and taper ratio λ, as shown
in Equation 6.2.

cy = croot

(
1− (1− λ)

y
b
2

)
dy (6.2)

The x-coordinates of the leading edge and trailing edge at a specific location along the span are
determined using leading edge sweep geometry. Subsequently, the coordinates of the front and aft
spars are derived from these values. A vertical straight line is then drawn, intersecting the upper and
lower airfoils at this location. The points of intersection serve as the coordinates for the corners of the
wingbox and are denoted as zupperfront

, zlowerfront
, zupperaft , and zloweraft .

Since the chord length varies along the wingspan and due to the presence of sweep, the enclosed
area of the wingbox reduces towards the wingtip. The volume of the wingbox is calculated using
Equation 6.3:

∫ yboom

0

(zupperfront
(y)− zlowerfront

(y)) + (zupperaft(y)− zloweraft(y))

2
croot

(
1− (1− λ)

y
b
2

)
dy (6.3)

As mentioned in Section 6.3.7, the fuel will be stored up to the tail boom. Therefore, the upper limit of
Equation 6.3 is the position of the boom yboom, and the lower limit is the root chord location. When
determining the enclosed area of the wingbox in the code, a straight line is drawn between zupperfront

and zupperaft , and another straight line is drawn between zlowerfront
and zloweraft to represent the upper

and lower plates of the wingbox.

The side view of the wingbox can be seen in Figure 6.5a, and a 3D visualization of the wingbox along
the span is displayed in Figure 6.5b. These representations are simplified, as in reality the upper
and lower airfoil sheets are used to enclose the wingbox instead of flat plates. This means that the
wingbox volume calculated using this method is underestimated, resulting in a conservative allocation
for the fuel storage volume in Section 6.3.7.

(a) Sideview of the wingbox at the root of the wing. (b) 3D visualization of the wingbox along the wingspan.

Figure 6.5: Wingbox positioning
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With the modeled wingbox geometry defined, the structural design can continue. A skin-panel method
was used to simulate the wingbox and obtain its resistance to shear and bending as a function of the
material properties and section thicknesses [30, 5]. The wingbox was divided into an upper and lower
cap and two shear webs.

6.3.2. Structural Model Assumptions
To calculate the structure and mass of the wing, several assumptions were made, simplifying the
model. They are described below:

• A-WS-01 : A safety factor of 1.5 is applied to the limit lift and thrust loads to satisfy safety design
regulations (TPRC-43) 2.

• A-WS-02 : Each VTOL propeller is assumed to produce same thrust.
• A-WS-03 : Only the half-span of the wing is modelled, and is split into 100 segments to be
analyzed.

• A-WS-04 : The lift is considered to act in the vertical plane.
• A-WS-05 : The wingbox cross-section is idealized as rectangular. In reality, the top and bottom
panels follow the shape of the airfoil.

• A-WS-06 : The wingbox is modeled as a cantilever beam, fixed at the fuselage connection.
• A-WS-07 : The bending loads are assumed to be fully carried by the top and bottom panel of
the wingbox [5].

• A-WS-08 : The shear loads are assumed to be carried fully by the shear webs [5].
• A-WS-09 : The shear webs are assumed to be one panel, with the height being the average of
the two panels [5].

These assumptions are expected to make the design more conservative, and are to be verified in
Section 6.6.

6.3.3. Load Analysis
The most constraining load cases were analyzed, together with the stationary taxi case, in order to
calculate the deflection of the wing before vertical take-off. The load cases are described below:

• Positive 3.6g maneuver at MTOW. In this case, the lift, wing structure weight, and boom mass
play a role. The fuel tanks are assumed to be empty, since otherwise the load case would be
less critical, due to the fuel relieving stress on the wing.

• Negative 1.52g maneuver at MTOW. In this case, all forces act in the negative direction: Lift,
weight, boom weight, and fuel weight.

• Vertical flight with a thrust-to-weight ratio of 1.2. This case was chosen as it applies different
point loads on the structure than during conventional flight. The following loads are applied here:
thrust due to the VTOL propellers, boom weight, and wing weight.

• Stationary taxi. When the aircraft is stationary, only the wing weight, boom weight, and fuel are
applied.

During these load cases, the following loads were identified. The first load identified is the lift force.
The total lift distributed over the wing should equal the weight of the aircraft multiplied by the load
factor, with the distribution calculated during the XFLR5 analysis performed in Section 6.2. The lift
value at any point on the span can be seen in Equation 6.4, where L(y) is the lift at a specific span
position, Llocal(y) is the local lift again at a specific span position, and Fmax is the total maximum load
of the wing either positive or negative. Llocal is important for the distribution throughout the span but
not as a value of itself as it is normalized in the model.

2https://www.law.cornell.edu/cfr/text/14/25.303
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L(y) =
Llocal(y) ∗ Fmax∫ b/2
0 Llocal(y) dy

(6.4)

The weight of the wing is considered distributed over the wing and proportional to the chord. Due to the
small value of the wing mass compared to the ultimate load of the lift see, the proportional distribution
is considered acceptable. The weight of the wing is defined as Equation 6.5, where Wwing(y) is the
weight at a specific span position, c(y) is the chord at a specific span position, and Wwing is the total
wing weight.

Wwing(y) =
c(y) ∗Wwing∫ b/2

0 c(y)dy
(6.5)

The boom weight is considered as a point mass at the corresponding distance from b = 0. It consists
of the weight of the boom, the vertical propulsion system, and the tail. The boom weight Fboom points
in the negative z direction and is defined as shown in Equation 6.6, where the weights of the boom,
VTOL propulsion system and empennage are summed up. During VTOL, a point load is set again
at the corresponding boom distance shown in Equation 6.7. The VTOL thrust points in the positive
z direction. A reaction force and moment is added at the root as well, so that the structure is in
equilibrium.

Fboom = Wboom +Wprop +Wempennage (6.6) TV TOL = T/W ∗MTOW (6.7)

The shear force can be calculated for a distributed load and for point loads. The shear at any point
on the wing due to a point load can be calculated as shown in Equation 6.8, where Vpoint(y) is the
shear force at a specific span position, F is the point force applied and y0 is the distance where the
point force is applied [30]. For the lift and weight distributed load, Equation 6.9 can be used, where
Vdsitributed(y) is the shear force, and w(y) is the distributed load [30].

Vpoint(y) = +F (y > y0) (6.8) Vdsitributed(y) =

∫ y

0
w(y) dy (6.9)

The moment M(y)at any point on the wing is the integral of the shear force throughout the span of
the wing, shown in Equation 6.10 [30]. The area moment of inertia needed Ix to resist the moment
can be calculated as shown in Equation 6.11, where yc is the maximum distance of the wingbox to
the centroid of said wingbox, and σyield is the yield stress of the material [30]. The yield stress was
chosen as a failure mode, as it must follow RWI-STR-1. The centroid is calculated assuming that all
panels have the same thickness. In reality this is not the case, but it is considered sufficiently accurate
as the top and bottom panels and the left and right shear webs have equal thicknesses, as further
discussed in Section 6.3.4.

M(y) =

∫ b/2

y
V (y) dy (6.10) Ixx(y) =

M(y) ∗ yc
σyield

(6.11)

6.3.4. Wingbox Structural Design
The wingbox is defined as a top and bottom panel and two shear panels. To reduce the degrees of
freedom of the design, it is decided that the top and bottom panels shall have the same thickness,
and the shear webs are treated as one panel as assumed in A-WS-09. The panels are split in point
masses to ease the calculation of the area moment of inertia. Due to the high calculation speed, 1000
point masses are assumed, over a maximum distance of 0.5m. The area of each panel is split over
the point masses equally.

For the top and bottom panel, the area moment of inertia normalized with thickness Ixxt is calculated
as shown in Equation 6.12. In this case a 1mm thickness t is chosen, p is the amount of point masses,
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yc(n) is the distance from the point mass to the centroid, and l is the length of the top or bottom panel
[5]. Due to the linear relationship between thickness and area moment of inertia, The necessary
thickness tbending(y) at each point on the span for the top and bottom panel can be calculated as
shown in Equation 6.13 [5].

Ixxt =

p∑
n=0

yc(n)
2 ∗ l ∗ t
p

(6.12) tbending(y) =
Ixx(y)

Ixxt(y)
(6.13)

The thickness of the shear panels can be calculated by simplifying the shear stress equations for a
rectangular cross-section. Equation 6.14 shows the simplified equation, where tweb(y) is the neces-
sary thickness needed of the web together at each point on the span, hspar is the average height of
the spar, and τstrength is the shear strength of the material [30]. When calculating the thickness, the
model rounds tbending(y) and tweb(y) up to the nearest multiple of 0.1mm, to account for manufacturing
tolerances.

tweb(y) =
3 ∗ V (y)

2 ∗ hsparτstrength
(6.14)

With the thickness calculated for yielding calculated, the stiffness-driven design studies the deflection
of the wing as a function of distance from the root chord. The first step is to calculate the derivative
of the deflection ∆z′(k) due to a specific moment M calculated previously in Equation 6.10, shown
in Equation 6.15 [5]. This is done for each section ∆y span-wise, which if the semi-span divided
by the amount of sections. k is the specific section, with 1 being the section at the root and 100
the last section at the tip. ∆z′(k) is thus a numerical integration starting from the root. The actual
deflection ∆z(k) can straightforwardly be calculated by numerically integrating again throughout the
span, shown in Equation 6.16 [5].

∆z′(k) = −
k∑

i=1

M(i)

E ∗ Ixx(i)
∗∆y (6.15) ∆z(k) =

k∑
i=1

∆z′(k) ∗∆y (6.16)

6.3.5. Rib Structural Design
Ribs are used to support the aerodynamic shape of the wing and to transfer the loads from the skin
to the wingbox [31]. The study of rib spacing and thickness is complex and requires extensive calcu-
lations and design choices such as cutouts, truss structure design, variable rib spacing, or rib config-
uration [31] and is thus considered beyond the scope of this design report. Nonetheless, a specific
spacing must be chosen to have a complete structural design. A total of 10 ribs per semi-span was
chosen, with a thickness of 2mm and evenly spaced [5].

6.3.6. Skin Design
The leading and trailing edge of the wing are not part of the wingbox, and must transfer the local
aerodynamic loads to the ribs and wingbox. For aluminum plates, literature recommends a minimum
thickness of 0.4mm to transfer shear, hence this value is chosen for the skin thickness [32].

6.3.7. Fuel Tank Design
The maximum fuel mass required is calculated in Chapter 13 to be equal to 41.91 kg. Assuming a
density of 800 kg/m3 for kerosene-based jet fuel3, this would result in a required storage volume of
60L. The total volume of the inner wingbox segment is equal to 82.46L starting from the root chord,
which should comfortably allow for all required fuel to be stored. Additional volume is expected to be
required for fuel pumps and lines, as well as specialized fuel tank diaphragms. To ensure that trapped
fuel mass is reduced to an absolute minimum, the ribs are to be thinned down on the bottom panel.
Further discussion of the layout is available in Chapter 13.

3https://chemicalsafety.ilo.org/dyn/icsc/showcard.display?p_lang=en&p_card_id=0663&p_version=2
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6.4. Wing Structural Design Results
The yield and deflection of the wingbox depend entirely on the structural material, which is to be
selected based on specific strength. Though composites show best-in-class performance, they are
currently impossible to recycle [33], and their use would result in a breach of R-MIS-9. For this reason,
a standard aerospace aluminum alloy was selected, namely Aluminum 6061-T6, which shows high
strength and stiffness, and high recycling fraction [33]. It has the following properties4:

• Density: 2700 kg/m3

• Tensile yield strength: 276MPa
• Shear strength: 207MPa
• Elastic modulus: 68.9GPa

With the material selected, Figure 6.6 shows the four analyzed critical cases. Each plot shows the
distributed loads, the point loads, and the final shear. A dotted line is drawn at z=0 to differentiate
positive and negative loads. All external loads have been multiplied with the safety factor of 1.5
mentioned in A-WS-01. In the 3.6g and the VTOL maneuver, the reaction force must be negative
to counteract the positive shear force. The other two cases create a positive shear force at the root,
hence a negative reaction force is needed. The maximum shear force on the wingbox occurs during
a 3.6g maneuver and its magnitude is 6598N.

Figure 6.6: Forces and final shear plotted over the semi-span.

(a) 3.6g pull-up maneuver. (b) -1.52g pull-down maneuver.

(c) Stationary taxi. (d) VTOL maneuver.

4https://www.aerospacemetals.com/wp-content/uploads/2023/06/Aluminum-6061-T6-6061-T651.pdf
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The bending moment for each case can then be calculated, as shown in Figure 6.7a. The maximum
moment is again found during a 3.6g maneuver and is 13 851Nm at the root. This load case is used
to calculate the thickness needed for the structure to not yield, according to requirement RWI-STR-1.
Figure 6.7b shows the necessary thickness of the top and bottom panel as well as the shear panels.
Due to the fact that sheet metal is not manufactured for any thickness, a thickness rounded to 0.5mm
is used. When a thinner sheet metal can be used, a connection must be made between the two
different thickness sheets. The thickness of the sheets ranges from 2.5mm to 0.5mm.

(a) Bending moment diagram of the semi-span wing. (b) Thickness needed for the 4 panels of the wingbox.

Figure 6.7: Bending moment of the four loading cases and the necessary thickness to withstand the maximum load.

The deflection of the four cases is shown in Figure 6.8a, with the cross-section of the root chord
available in Figure 6.8b. The highest positive deflection happens again during a 3.6g maneuver and
equals 918mm. This deflection complies with requirement RWI-STR-2 as it is less than 10% ∗ span =
989mm.

(a)Wing deflection of the semi-span during the four cases (b) Cross-section of the root chord

Figure 6.8: Wing deflection and cross-section of the wing

In Figure 6.8b, the bubbles represent the following parts of the wing structure:

• 1: Top wingbox panel, ranging from 2.5mm to 0.5mm
• 2: Trailing edge skin, 0.4mm
• 3: Leading edge skin, 0.4mm
• 4: Bottom wingbox panel, ranging from 2.5mm to 0.5mm
• 5: Back spar, ranging from 1mm to 0.5mm
• 6: Front spar, ranging from 1mm to 0.5mm
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The final mass of the wing structure amounts to 27.79 kg. The mass includes the wingbox, skin, and
ribs. A more detailed depiction of the structural parts is shown in Table 6.3.

Table 6.3: Total structural mass of the wing.

Part Mass [kg]
Wingbox 19.55
LE skin 2.36
TE skin 3.10
Ribs 2.78
Total structure 27.79

6.5. Aileron Sizing
Another important aspect of the wing design is the design of the ailerons, which provide roll control to
the UAV. The requirements of the aileron are shown in Table 6.1. With these constraints in place, the
aileron size can be calculated [25]. Starting with the roll rate L of an aircraft that is defined as:

L = qSrefb

(
Clδa

δa + Clp

Pb

2V

)
(6.17)

Assuming a steady state roll, the roll rate does not change over time. This means that Ṗ = 0 and L =
0, resulting in Equation 6.18:

Clδa
δa + Clp

Pb

2V
= 0 (6.18)

Where δa and P are set by the requirements and V is always known. This means that the roll damping
coefficient Clp and Clδa

can be used to calculate the placement of the ailerons along the span.

Clp =
dCl

d
(
Pb
2V

) = −4 (clα + cd0)

Srefb

∫ b/2

0
y2c(y) dy (6.19a)

Clδa
=

dCl

dδa
=

2clατ

Srefb

∫ b2

b1

c(y)y dy (6.19b)

where τ is the aileron effectiveness that is estimated from
Figure 6.9 using the aileron chord to wing chord ratio. Now,
as all variables in Equation 6.19a are known, and the only
free variable in Equation 6.19b is b1, this can be calculated
relatively easily through Equation 6.18.

Figure 6.9: Aileron effectiveness [34]

With the aileron dimensions calculated, the hinge moment it creates can be determined, allowing for
the control surface actuator to be selected. The hinge moment can be calculated as follows:

Mh = Cmδ
q∞Srefδc (6.20)

where Cmδ
is the hinge moment coefficient, typically ranging from -0.5 to 0.5, q∞ is the free stream

velocity, Sref is the surface area of the aileron, c is the chord length of the aileron, and δ is the aileron
deflection. Finally, the final values for the aileron sizing and placement are shown in Table 6.4.
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Table 6.4: Aileron properties.

Parameter Value
Aileron chord as wing chord fraction 20%

Aileron length 1.09m

Aileron Surface 0.08m2

b1 (inner spanwise coordinate) 3.41m

b2 (outer spanwise coordinate) 4.5m

Maximum hinge moment 12Nm

With the maximum hinge moment calculated, the control servos for the ailerons can be selected.
After a market study, the UAVOS SD-01B was selected, and is capable of developing a maximum
continuous torque of 15.5Nm with a power consumption of 100W, satisfying the requirement. The
SD-01B was therefore included in the component inventory and in the power allocation in Chapter 5.

6.6. Wing Design Verification
To guarantee compliance with the wing requirements in Table 6.1, several verification methods were
defined. They are shown in Table 6.5.

Table 6.5: Wing design verification methods.

ID Verification method Discussion
RWI-AER-1 Analysis,

Test
Perform CFD simulations on the model, then perform wind-tunnel
test to obtain accurate CL values.

RWI-AER-2 Analysis,
Test

Perform more extensive CFD simulations on the model, then per-
form wind-tunnel test to get accurate CL/CD values.

RWI-STR-1 Analysis,
Test

Analyze wing structure with high-fidelity techniques, then manufac-
ture and test prototype.

RWI-STR-2 Analysis,
Test

Analyze wing structure with high-fidelity techniques, then manufac-
ture and test prototype.

RWI-STR-3 Analysis,
Test

Analyze wing structure with high-fidelity techniques, then manufac-
ture and test prototype.

RWI-STR-4 Demonstration Fill up tanks to maximum capacity.
RWI-AIL-1 Demonstration Perform a flight test to demonstrate rolling capabilities.
RWI-AIL-2 Demonstration Deflect the aileron and check its maximum downwards deflection.
RWI-AIL-3 Demonstration Deflect the aileron and check its upwards deflection compared to

the maximum downwards deflection.
RWI-AIL-4 Inspection Measure the dimensions of the aileron.
RWI-AIL-5 Inspection Check that the position does not overlap with the booms.
RWI-AIL-6 Inspection Measure and verify that the distance is correct.

Though certain verification methods in Table 6.5 require dedicated mechanical/weather testing facili-
ties (for example, the Delft Aerospace Structures andMaterials Laboratory in the Faculty of Aerospace
Engineering at TU Delft), certain verification procedures have already been performed by the design
team.

6.6.1. Aerodynamic Verification
A computational fluid dynamics analysis was performed on a preliminary model of the detailed design
using the OpenVSP software. OpenVSP has a tool called VSPAero, which is a potential flow aero-
dynamics tool developed by Dave Kinney at NASA Ames [35]. As this tool is widely used for CFD
analysis and aerodynamic performance prediction, verification and validation have already been per-
formed and documented by other instances by comparing simulation data to flight data [36]. This
makes sure that it can be used for this project, as time constraints prevent verification and validation
from being done by the design team.
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Figure 6.10: UAV model used for simulation in VSPAero.

As OpenVSP allows for modeling of
the entire UAV and not just of the
wings, the simulated values will be
more accurate. The model used for
simulation is shown in Figure 6.10.
OpenVSP allows for either the Vor-
tex Lattice Method (VLM) or the
Panel Method. Only the VLM
can analyze supersonic flow, and
the panel method can more accu-
rately capture the fluid interaction
between components and handle
the effects of model thickness and
volume. As the FLOWS UAV will
not reach supersonic speeds, the
panel method is chosen because
it will provide more accurate data
[37].

The aerodynamic simulation in OpenVSP was performed, and performance metrics were obtained.
The lift and drag polars that are obtained from this analysis are shown in Figure 6.11a and Figure 6.11b,
respectively. These are simulated over various Reynolds numbers, ranging from 5e5 until 4e6, as these
include both the situation in which the UAV will be monitoring and the situation where the UAV will
reach its top speed.

(a) Lift polar over a range of Angles of Attack. (b) Lift polar over a range of Drag Polars.

Figure 6.11: Lift and drag polar obtained in OpenVSP.

The aerodynamic data obtained from OpenVSP, including the parameters in Figure 6.11, were used to
verify the initial airfoil lift and drag calculation in XFLR5, as well as to obtain higher-fidelity results for
the final system sizing in Chapter 13. A more detailed discussion of the impact of these aerodynamic
results is provided in Chapter 13.

6.6.2. Structural Model Internal Verification
The first verification method for the structural simulation involves simple unit tests to ensure that the
code and calculations are correctly implemented. Simple point and distributed loads were applied
to verify the shear and moment calculations. A simple I-beam was also used to verify the thickness
needed and moment of inertia needed for a certain moment. Hand calculations were used to verify
the model. Furthermore, the deflection was verified in a similar manner.

Figure 6.12a shows the shear force and moment for a 3m long cantilever beam fixed at the root. A



6.6. Wing Design Verification 44

5N point load is applied at the edge pointing upwards. The reaction force is thus 5N in the negative
direction. This gives a negative jump at the root and a positive jump at the tip. The magnitude is
5N which correlates to the standard formulas of a cantilever beam [30]. The moment as explained in
Equation 6.10, should be the integral of the shear force. In this case at the root, the moment equals
15Nm, this is because the shear force creates a moment and thus a reaction moment of the same
amount must be applied on the root.

Figure 6.12b shows a similar test, but with a distributed load of 5N/m, along the span. The shear and
moment in this case also follow the expected values from the standard formulas [30].

(a) Point load applied on a cantilever beam. (b) Distributed load applied on a cantilever beam.

Figure 6.12: Two simple test cases to verify the structural model of the wing.

A sensitivity analysis was also performed to verify that changes in input parameters had the expected
effect. All input parameters were varied by ±10% and their effect on the calculated wing box mass
was analyzed. As expected, only the parameters related to the pull up maneuver had effect on the
wing box mass, as the wing box is sized for this extreme case. The parameters that had effect on
the final mass are shown in Table 6.6. An increase in either load factor, safety factor, or MTOW had
the same effect on the wing box mass, which is to be expected, as they are multiplied to find the
loading on the wing. Similarly, the yield stress had the same relative effect, only with a different sign,
as an increase in yield strength is beneficial to the design. In Figure 6.13, the effect of the thickness
variability of the spars is shown. In general, if the thickness variation is lower, the wing box mass is
also lower, which is to be expected.

Table 6.6: Sensitivity of the structural model.

Variable +10 % -10 %
ultimate load factor +7.94 -8.44
safety factor +7.94 -8.44
thickness variability 1.24 -2.02
yield stress -7.94 +8.44
material density +10 -10
MTOM +7.94 -8.44
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Figure 6.13: Change in wingbox mass due to a
thickness variation change
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6.6.3. Structural Model External Verification
As described in the verification strategy forRWI-STR-1 andRWI-STR-2, the wingbox structural design
can be verified with an external solver. The ANSYS Mechanical suite was chosen to perform this
verification. Due to the limited scope of the project, it was decided to limit the analysis to the most
critical aspects of the structural design, namely the maximum maneuver lift load and the maximum
take-off taxi load cases on the wingbox.

The model of the wingbox (without the leading and trailing edges, which have not been designed at
a structural level) was used as input geometry, with Al6061-T6 (elastic modulus of 69GPa, Poisson
Ratio of 0.33) being assigned to the geometry. A fine tetragonal mesh was applied to the wingbox,
with 0.5 cm elements being selected due to the thinness of the wing. This mesh was observed to
converge to the solution in 7min, and is represented in Figure 6.14.

Figure 6.14: Wingbox finite element analysis mesh. Skewness metrics for mesh elements on the right side.

Figure 6.14 includes an overview of element skewness. High element skewness can result in unreal-
istic deformation values. It may be observed that only 9 percent of elements have a skewness above
0.9, with these elements being observed to be found closer to the wingtip (around areas with lower
thickness). In spite of the high computational effort required, it was decided to maintain the high mesh
resolution to avoid even higher skewness metrics.

To simulate the real world scenario, two load cases were selected, namely maximum lift force at a
load factor of 3.6G and maximum weight force during taxi. These load factors are considered the
most constraining for the design, not only for the wing itself, but also for the design of the landing gear
(which needs to allow for wingtip clearance) and fuselage structural integration.

The maximum lift force load case was simulated in a conservative manner through the application
of two equivalent distributed 1412Pa loads on the lower and upper flange of the wingbox. Fixed
boundary conditions were applied to the root chord connection, to simulate the other side of the wing
and fuselage integration. Standard Earth Gravity was also applied, as the operational altitudes are
considered negligible from the perspective of gravitational attraction. The maximum deflection and
maximum equivalent stress for this case are shown in Figure 6.15.
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(a) Maximum lift load deformation (exaggerated). (b) Maximum lift load equivalent stress.

Figure 6.15: Wingbox finite element analysis for maximum lift load case.

The maximum take-off weight during taxi load case was simulated in a conservative manner through
the application of Standard Earth Gravity, together with an equivalent point load (simulating the leading
and trailing edge, control surfaces, and fuel) of 500N, positioned at the centroid of the fuel tank.
The same fixed boundary condition was applied as in the maximum lift force case. The maximum
deflection and maximum equivalent stress for this case are shown in Figure 6.16.

(a) Maximum take-off weight deformation (exaggerated). (b) Maximum take-off weight equivalent stress.

Figure 6.16: Wingbox finite element analysis for maximum take-off weight case.

As demonstrated by the results in Figure 6.15 and Figure 6.16, the static finite element analysis
shows that the preliminary wingbox structural design is highly conservative, with lower deflections
and stresses calculated than expected. Both load cases show deflections below the requirements,
and maximum equivalent stresses below the yield stress of the material. However, by only performing
a static structural analysis, other aspects can be neglected, such as vibrational or buckling resistance.

The ANSYS Workbench has also allowed for a modal analysis and a linear eigenvalue buckling anal-
ysis to be performed. The modal analysis studies the first two vibrational modes for the wingbox, with
results shown in Figure 6.17.
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(a)Wingbox first vibrational mode. (b)Wingbox second vibrational mode.

Figure 6.17: Wingbox modal analysis results.

As observed in Figure 6.17, the first vibrational mode represents vertical bending (at a frequency
of 10.5Hz), while the second mode represents lateral bending (at a frequency of 24.4Hz. Further
vibrational modes divided the wingspan into several wavelengths, representing unrealistic vibrational
results for an aeroelastic forcing. For further study, these results can be compared to a coupled
fluid-structure analysis to evaluate the impact of aeroelastic effects on the structure.

For the eigenvalue buckling analysis, the same constraints and loading case as in the maximum lift
load case were applied (with this being the most constraining load case), with the first buckling mode
shown in Figure 6.18.

Figure 6.18: Local wingbox panel buckling.

Figure 6.18 shows that the lower wingbox panels show significant risk of local buckling, in agreement
with the maximum stress points found in Figure 6.15b. The load multiplication factor for this mode was
found to be equal to 2.6, which means that the applied load needs to be multiplied with this factor for
the buckling mode to occur. Though the load factor is greater than 1, it is recommended that further
analysis is performed to ensure that buckling does not occur over the operational lifetime.

The finite element analysis has allowed for the structural design of the wingbox to be verified indepen-
dently. As discussed in Table 6.5, further verification involves continued analysis of the entire wing
structure, as well as static, vibration, and fatigue testing in a dedicated facility.
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This chapter starts with Section 7.1, which covers the requirements on the balancing aspect of the
aircraft. Next, Section 7.2 describes the empennage configuration choice. Section 7.3 provides a
high-level flowchart of the balancing tool methodology, and Section 7.4 describes the nomenclature
and reference frames used for the sizing equations. Following this, Section 7.5 describes the process
of positioning the VTOL propellers, landing gear, and computing the tail arm, while Section 7.6 goes
over the horizontal tail sizing and wing positioning methodology. Section 7.7 describes the vertical
tail sizing methodology, and Section 7.8 sizes the booms based on the loads of the empennage and
VTOL propellers.

Following all this work, the results of the balancing tool are compiled in Section 7.9. These results are
then verified using internal tests and an external verification method in Section 7.10 and Section 7.11.
Thereafter, Section 7.12 analyzes the final configuration for dynamic stability, and Section 7.13 pro-
vides preliminary sizing of empennage control surfaces. Finally, Section 7.14 analyzes the wind
resistance of the UAV, and Section 7.15 provides an overview of future verification strategies.

7.1. Stability and Balance Requirements
The stability and balance analyses require that well-defined requirements are set on the tail, propulsion
system, and landing gear. These are identified in Table 7.1.

Table 7.1: Identified requirements for subsystems related to stability and balance analysis.

ID Requirement description Origin
RTL-AER-1 The aircraft shall be longitudinally statically stable. R-SYS-11
RTL-AER-2 The aircraft shall be controllable at stall velocity. R-SYS-12
RTL-AER-3 The aircraft shall be statically laterally stable. R-SYS-11
RTL-AER-4 The empennage shall not be in the wake of the wing during a

stall.
RTL-AER-2

RTL-AER-5 The aircraft shall have a wind resistance of 14m/s in vertical
flight

R-SYS-1

RTL-AER-6 The aircraft shall have a wind resistance of 14m/s in horizontal
flight.

R-SYS-1

RTL-STR-1 The tail boom shall twist no more than 1◦ at the ultimate em-
pennage load.

R-STK-5

RTL-STR-2 The tail boom angle shall be no more than 1◦ at the position of
the tail at the ultimate empennage load in both the longitudinal
and lateral direction.

R-STK-5

RTL-STR-3 The tail boom shall withstand the stresses at the ultimate em-
pennage load.

R-STK-5

RPR-BAL-1 The VTOL engines shall be balanced about the center CG
position.

R-MIS-5

RPR-CSH-1 The vertical and horizontal propellers shall not clash during
transition.

R-MIS-5

RLG-BAL-1 The aft landing gear shall account for a scrape angle of no
less than 12◦.

R-SYS-16

RLG-BAL-2 The nose landing gear shall carry between 8% and 15% of the
total aircraft weight

R-SYS-16.

48
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• RTL-AER-1, RTL-AER-2, and RTL-AER-3 are all required for making the aircraft flyable in
horizontal and transition phases.

• RTL-AER-4 ensures that the aircraft does not enter a so-called deep stall at a high angle of
attack, which keeps the aircraft controllable [38].

• RTL-AER-5 and RTL-AER-6 stem from R-SYS-1 to make sure both flight modes can resist
wind.

• RTL-STR-1 and RTL-STR-2 are there to reduce fatigue effects on the empennage. If stiffness
is not considered, the tail boom will flutter when the elevator and rudder are actuated.

• RTL-STR-3 ensures that no structural failure of the empennage can happen, which would likely
cause full mission failure.

• RPR-BAL-1 is required to make maximal use of the vertical thrust during takeoff and landing.
Without having the engines balanced, the engine that is furthest from the CG has to reduce
thrust to keep the engine balanced.

• RLG-BAL-1 and RLG-BAL-2 are set to obtain satisfactory landing gear placement in the case
of horizontal landing (TRRC-12) [39].

A clear takeaway from the requirements presented in Table 7.1 is that the design of the VTOL booms,
empennage, landing gear position, and the stability analysis are all interdependent. The aircraft can
be balanced manually and iterated using a high-fidelity stability program, but moving one part of the
aircraft would shift the aerodynamic center and CG, requiring other components to shift along or to
be resized, and these interactions are not captured by such high-fidelity software.

Therefore, it is necessary to first obtain an initial optimum of the layout by using a lower fidelity but
faster empirical estimation method in an independently developed balancing tool. This initial esti-
mate of the full layout can then be used as input for higher fidelity balancing and stability CFD tools,
to make smaller final adjustments, and prevent a garbage-in, garbage-out scenario.

7.2. Empennage Configuration Selection
Before designing the balancing tool, first the attachment method of the empennage should be consid-
ered. For this, there are two primary options: A quad-plane layout where the empennage is attached
to an extended fuselage or a twin-boom layout where the empennage is attached to the wings, as
shown in Figure 7.1.

Figure 7.1: Left: Twin boom configuration, Right: Quadplane configuration [40]

In literature, the configurations in Figure 7.1 are found to perform similarly when it comes to aerody-
namic performance [40]. However, this research did not consider structural weight, where Roskam
argues that in some cases, using a unique combination of structural components, weight savings can
be made [41, p. 249].

In the case of this aircraft, the fuselage layout is quite compact, as discussed in Chapter 8, so ex-
tending it to add the empennage would shift the CG backward as the engine and landing gear moves
along, resulting in a mostly empty section of the fuselage. Therefore, the twin-boom configuration was
selected, as the booms used to support the vertical motors can be extended to also support the tail
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surfaces. Before choosing how the tail surfaces should be attached to the booms, first, the required
tail surface areas must be computed.

7.3. Balancing Tool Flowchart
Sizing the tail surfaces for a twin-boom configuration is highly dependent on many aspects of the
aircraft, except for the fuselage attached to the main wing. In Figure 7.2 on the next page, the final
general sizing methodology is shown.

The balancing tool starts with inputs. All inputs are parametric and can be easily adjusted during the
concurrent engineering iteration process. The main input is the fuselage shape and CG range, as
well as the main wing shape and CG range. Also, the size and mass of the VTOL propellers and aft
landing gear is given as an important input. Furthermore, initial parameters have to be set for the
boom and empennage shape.

The main part of the optimization is that first, the wing position is varied over every position along the
length of the fuselage, as noted in BT.1.1. Next, for each wing position, the CG location is iterated
within a separate loop which is visible in BT.1.2.1. This is done as the aft landing gear and VTOL
engine positioning (BT.1.2.1 and BT.1.2.3) move the CG but are also positioned based on the CG.

After this, the required boom length is determined, which is used for the scissor plot generation in
BT.1.3, which analyses the limits of the horizontal stabilizer area based on stability and control, for
different positions of the CG. After the scissor plot is completed and the CG range is known, the
minimum required horizontal stabilizer size can be computed for that specific wing position, as shown
in BT.1.4.

Next, after all possible wing positions are evaluated, the optimal wing position is extracted based on
the minimum required horizontal tail area, as visible in BT.1.5. For this optimal wing position, the
horizontal and vertical stabilizer size is computed as shown in BT.1.6.1 and BT.1.6.2.

Following this, using the size of the vertical and horizontal stabilizers, a mass estimation can be done
for the stabilizers as shown in TS.1.7.2. Additionally, with the size and position of the wing, vertical
stabilizer, horizontal stabilizer, and VTOL engines, the required thickness of the tail boom can be
computed based on the ultimate tail loads, which can be used to compute the mass of the tail boom
as shown in BT.1.7.1.

Finally, with the updated mass of the boom and empennage, the program is iterated until all masses
and stabilizer areas converge. After iteration, the complete layout of the aircraft is visualized in a 3-
view drawing plot. Additionally, the final scissor plot with the final CG range is visualized. Furthermore,
a plot of the required horizontal stabilizer area for different positions of the wing is provided. Next to
that, a plot is provided that shows the convergence of the stabilizer areas and boom mass within the
global iterations.

This final layout of the aircraft can then be used as input for the external verification procedure. This
starts by modeling the aircraft in openVSP, as shown in BTV.2.1. using this model, the static stability of
the aircraft can be evaluated as shown in BTV.2.2. Following this, the dynamic stability is evaluated in
BTV.2.3. If either the dynamic stability or static stability is not satisfactory, the relevant wing platform
parameters for either the main wing or tail can be adjusted, as shown in BTV.2.4. If everything is
satisfactory the final layout can be frozen, as visible in BTV.2.5.
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7.4. Nomenclature and Reference Frames
Since many equations in this chapter repeat symbols, the symbol explanation has been moved into
a nomenclature to maintain a flow in the report. For these, some terms have the same meaning but
apply to different parts of the aircraft, such as the lift slope gradient CLα . For this there are four distinct
subscripts CLαw

, CLαwf
, CLαh

, and CLαv
. These subscripts mean wing, wing-fuselage combination,

horizontal stabilizer, and vertical stabilizer respectively. Similar subscripts except for wf are used for
wing platform geometry of the wing, horizontal and vertical stabilizers as well.

Symbol Name Unit
xF
cg x position of the center of gravity in reference frame F m

m mass kg
b Wingspan of a wing planform m
S Wing planform surface area m2

A Aspect ratio of a wing planform −
λ Wing planform taper ratio −
cr, ct, cb Wing planform root chord, tip chord, and chord at boom location m
c̄ Wing planform mean aerodynamic chord m
Λn Wing planform sweep at position n, which is a fraction of the chord with respect to

the leading edge
◦

ymac y position (in wing planform reference frame) of the mean aerodynamic chord m
lh, lv, hh Arm of the aerodynamic center of the horizontal stabilizer and vertical stabilizer to

the center of gravity, and height of the horizontal stabilizer compared to the wing
m

Ftail Tail arm to fuselage length ratio −
CLαh

, CLαv
,

CLαw
, CLαwf

Lift gradient of a 3d wing platform for the horizontal tail, vertical tail, wing, and
wing-fuselage combination.

rad−1

dϵ
dα ,

∂σ
∂β Downwash and sidewash gradient of the wing and fuselage on the empennage −

Vh

V , Vv

V Velocity ratio of horizontal and vertical stabilizers compared to freestream velocity −
xF
ac Position of the aerodynamic center where there is no change in moment with a

change in angle of attack in reference frame F.
m

CLmax Maximum lift coefficient the aircraft is able to produce −
CLh, min Minimum lift coefficient the horizontal stabilizer is able to produce −
CMac Moment coefficient at the aerodynamic center. −
η Airfoil lift slope efficiency factor compared to theoretical 2π −
β Mach number correction factor

√
1−M2 −

bf , hf , lf Fuselage width, height and length m
Snet Wing surface area after subtracting the area of intersection of fuselage and booms

from the wing
m2

M Mach number of the aircraft −
∆f1

xac

c̄ Aerodynamic center shift caused by the fuselage and boom shape −
CL0

Lift coefficient at zero angle of attack −
∆f2

xac

c̄ Aerodynamic center shift caused by the lift loss at the fuselage position −
∆fCmac

Moment coefficient shift due to the fuselage and booms −
Cnβ

Stability coefficient responsible for the weathervane effect rad−1

Sfs Surface area of the side of the fuselage m2

hf1, hf2 Height of the fuselage at 25% and 75% of the fuselage length m
bf1, bf2 Width of the fuselage at 25% and 75% of the fuselage length m
Bp Number of blades on the propeller −
lp, Dp Distance of the (tractor) propeller to the center of gravity, Propeller diameter m
nv, ηv DATCOM correction factors for short fuselages and sidewash respectively −
zw
zf

The ratio of the wing position, computed from the centerline of the fuselage where
downwards is positive, to the fuselage height in the wing region

−

In the balancing tool, many calculations rely on geometry and positioning relative to components. In
this section, all relevant reference frames with computations will be explained.
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CG Balancing: Fuselage and Wing Reference Frames
The main CG range computation relies on both the fuselage group and the wing group. For the
fuselage group CG reference frame, the computation is performed fromwhere the shell of the fuselage
starts. For the wing CG reference frame, all computations are performed relative to the leading edge
of the mean aerodynamic chord (lemac).

The main cg locations can be computed using the left of Equation 7.1, where all positions have to be
with respect to the same reference frame F. To convert between the lemac and fuselage reference
frame, the right of Equation 7.1 was used. Here the superscript represents the reference frame and
the subscript represents the component, where c is an arbitrary component.

xFcg =

∑
xFi mi∑
mi

xlemacc = xfuselagec − xfuselagelemac (7.1)

Wing Planform Geometry Reference Frame
Many different geometric aspects of the wing and tail surfaces are required for different computations.
All wing platforms are assumed to be conventional and straight-tapered. For the main wing, the
aspect ratio, surface area, and taper ratio are known; with these, all other relevant parameters can be
computed using Equation 7.2, and the sweep at any point of the chord can be computed using the left
of Equation 7.3. The right of Equation 7.3 is used to compute the position of the mean aerodynamic
chord on the span of the platform [42, p. 236].

Figure 7.3: Conventional, straight-tapered platform geometric definition [42, p. 236].

A =
b2

S
c̄ =

2

3
cr
1 + λ+ λ2

1 + λ
cr =

2S

b(1 + λ)
ct = λcr (7.2)

tanΛn = tanΛm −
4

A

[
(n−m)

1− λ

1 + λ

]
ymac

b
2

=
1

3

(
1 + 2λ

1 + λ

)
(7.3)

7.5. Mass Iteration and Component Positioning
VTOL Propeller Positioning
To make maximal use of the VTOL thrust, the VTOL propellers have to be balanced between the
most forward and most aft CG. One technicality is that the propeller should not overlap with the wing.
Design variables for this are the distance of the boom from the center of the fuselage, yb, and the
minimum allowed horizontal clearance of the VTOL propeller to the wing, cw. If the CG is aft of the
wing, the aft VTOL propellers has to be moved far back to keep balance, the opposite happens if the
CG is far in front, this effect can be seen in Figure 7.4, which is the output of a system test for the
propeller positioning.
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Figure 7.4: Effect of the center of gravity position on the propeller positioning. Left: center of gravity behind the wing,
right: center of gravity in front of the wing.

Landing Gear Positioning
The aft landing gear is positioned based on scrape angles, for which literature recommends 12◦ to
15◦ as a good design range [39, p. 26]. Since 15◦ requires the tallest landing gear, this will be used in
the balancing analysis. The theory behind this is visualized in Figure 7.5, where there is a 15◦ vertical
line originating from the center of gravity, and another 15◦ line originating from the aft scrape point of
the aircraft.

Meanwhile, the front landing gear should carry 8% to 15% of the total weight of the aircraft [39, p.
28]. The 8% quantity is limited by the most aft position of the CG and the 15% is limited by the most
forward CG position. The valid range can also be found in Figure 7.5.

Figure 7.5: Scrape angle requirement visualized as part of the program output, the 15◦ angle for the scrape point is
extracted from the most limiting case: either the propeller or the end of the boom.

From this, it was found that the forward landing gear will be placed in the nose of the fuselage and is
fixed in the fuselage layout. The program input is adjusted to include the fuselage weight without the
aft landing gear, as that is positioned and iterated inside of the program.

Stabilizer Positioning
Determining an optimal tail lever is a delicate balance of structural mass, aerodynamic efficiency, and
stability. A common approach for estimating the tail arm is to use empirical data, specifically the
ratio of fuselage length to the tail arm. Existing research can be found on determining such ratios for
conventional single-tail aircraft [43]. However, for vehicles with a twin-boom configuration, there is no
literature available.

As there are many existing designs available for the chosen configuration, this ratio was determined
manually by gathering a top profile or side profile of twelve similar UAVs and collecting the length in pix-
els of the fuselage (lf ), distance between the leading edge of the wing and horizontal stabilizer, chord
length at the boom of the wing and horizontal stabilizer, cbw and cbw . With this lh was approximated
using Equation 7.4, which was used to get the fraction Ftail as shown in Equation 7.5.

lh ≈ xLEbh
− xLEbw

− 1

4
cbw +

1

4
cbh (7.4) Ftail ≈

lh
lf

(7.5)

With this, the results can be found in Table 7.3. The twelve UAVs include five fixed-wing non-VTOL
UAVs, five fixed-wing hybrid electric VTOL UAVs, and two fully electric fixed wing-VTOL UAVs. When
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only the results of the five hybrid electric UAVs the sample standard deviation shrinks significantly.
With this, a good initial estimate for the tail arm will be used as 1.062 times the fuselage length.

Table 7.3: Tail arm to fuselage ratio for similar UAVs

Average Ftail Standard deviation σ

All Twelve UAVs 0.985 0.149
Five Hybrid Electric UAVs 1.062 0.067

For the stabilizer positioning, lh is by definition the distance from the quarter chord point of the hori-
zontal stabilizer to the center of gravity [44], that is also how it was positioned on the aircraft.

Center of Gravity Iteration
Since the VTOL propellers and aft landing gear move with the center of gravity but are also placed
using the center of gravity, the positioning is iterated until the relative change is 1×10−5%, this typically
occurs after no more than 13 iterations per wing position.

7.6. Wing Positioning and Horizontal Stabilizer Sizing
In aerospace design, scissor plots are typically used to optimize the horizontal stabilizer area [26, p.
328]. The main purpose of is to see how xcg influences the required tail area. The program output can
be seen in Figure 7.6. If the wing is too far forward, the tail area is governed by stability, whereas if
the wing is too far aft the tail area is governed by maneuverability. The center of gravity range should
fit between the stability and maneuverability boundaries.

Figure 7.6: Scissor plot program output, left: wing positioned too far forward. Center: wing positioned optimally, right:
wing positioned too far aft.

The stability line is defined using Equation 7.6 [45]. This includes a stability margin of 0.05. The
steeper the slope of the stability line with respect to xcg, the more constraining the stability limit be-
comes. Components that negatively affect the slope are the fuselage wing combination lift gradient
and the downwash of the main wing onto the tail. Having a higher lift gradient on the horizontal
stabilizer and a larger tail arm positively affects the slope.
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1
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)
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(
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V

)2 (7.6)

.
Meanwhile, the maneuverability line is computed using Equation 7.7 [45], which is based on being
able to maneuver the aircraft during stall [26]. An aircraft with a higher tail minimum lift coefficient will
have a shallower slope.
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1
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c̄

(
Vh
V

)2 (7.7)
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Stability Parameters
Stabilizer Shape
The results of the balancing tool itself constrained the tail configuration. Initially, the plan was to
connect the horizontal stabilizers, as is done in many fixed-wing VTOL aircraft. However as the
design matured, the propeller diameter increased, increasing the boom spacing. This high boom
spacing made it so that if the horizontal stabilizer were connected to both booms, the width of the
stabilizer would become only 0.05m, with a length of 2.8m, or an aspect ratio of 56 This was deemed
structurally unfeasible. Therefore the stabilizers were not connected to one another.

Next, a choice had to be made on the layout of the tail. Due to the large difference in vertical and
horizontal stabilizer area, a V-tail would cause unusual control coupling due to the very high required
dihedral angle. Leaving only conventional options. A high tail was impossible due to RTL-AER-4, the
vertical tail height would put it in the wake of the main wing [38], another reason is inherent flutter
issues with the T-tail configuration [46], which is not deemed acceptable on top of possible flutter
issues introduced with the twin-boom configuration.

With this in mind, the horizontal tail was placed on the boom. An asymmetric layout was considered
to put the tail surface further out of the boom wake, but this increased the boom mass due to the addi-
tional stabilizer torque. Therefore the final tail configuration was chosen as a twin-boom disconnected
conventional low tail.

For the empennage airfoil, a symmetric NACA0012 profile was selected, symmetric airfoils are a
typical choice for stabilizers, as adequate performance is required in both deflection directions of the
control surfaces [26]. The horizontal stabilizer aspect ratio was fixed at 5, with a taper ratio of 0.5 and
a quarter chord sweep angle of 5◦, which are typical values for single-engine aircraft [47]. The vertical
stabilizer shape was also selected based on typical values for aircraft [47]. It has a much lower aspect
ratio of 2, to ensure a high stall angle of attack. The taper ratio is also selected as 0.5 and the quarter
chord sweep is put as 20◦ to further increase the stall angle of attack for low-velocity high sideslip
conditions [45].

Velocity at Tail Location
For the low tail configuration, the velocity fraction on the tail compared to freestream velocity is as-
sumed as Vh

V , Vv
V = 0.85. This is considered the most conservative value [45].

Horizontal Lift Slope Estimation
To estimate the lift lope of the horizontal tail, and later for the vertical tail, the Helmbold Diedrich
formula (Equation 7.8) was used [48]. The computation of the airfoil efficiency and mach number
correction factor is also shown.

CLαh
=

2πAh

2 +

√
4 +

(
Ahβ
ηh

)2(
1 +

tan2(Λ0.5ch)
β2

) η =
Cla

2πβ
β =

√
1−M2 (7.8)

Tailless Lift Slope Estimation
The lift slope of the wing-fuselage combination can be estimated using Equation 7.9[26, p. 479]. This
equation is valid for near-circular fuselage cross-sections, for bf/b < 0.2, and for a fuselage with no
aft upsweep.

CLαwf
= CLαw

(
1 + 2.15

bf
b

)
Snet
S

+
π

2CLαw

b2f
S

(7.9)

In the case of this aircraft, the computation is performed with bf including the diameter of the two
booms, and the area of the booms also included in Snet. Not including these additions would be
non-conservative as the effects are destabilizing.
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Downwash Estimation
The downwash can be estimated using Equation 7.10 [49, p. 278]. Here the three constants can be
computed using Equation 7.11. Ka depends on the aspect ratio of the wing A, Kλ depends only on
the wing taper ratio λ and Kh depends on the horizontal and vertical distance of the tail lh and hh.
Also, the ratio of lift coefficients was approximated using the Prandl Glauert correction [28, p.754].
Note that A, λ and b are all with respect to the wing in this equation.
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dα
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[
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Aerodynamic Center Prediction
The aerodynamic center without the fuselage as a percentage of the chord can be extracted from the
airfoil. However, the fuselage and engine booms will also cause a shift in the aerodynamic center.
This shift due to the fuselage can be estimated using Equation 7.12 [26, p. 480].

xlemacac

c̄ wf
=

xlemacac

c̄ w
+∆f1

xlemacac

c̄
+∆f2

xlemacac

c̄
(7.12)

The individual contributions can be computed using Equation 7.13 [26, p. 480], where ∆f1 is the
shift due to the nose of the fuselage based on empirical data. ∆f2 considers the lift loss near the
center of the wing due to the fuselage, but since the quarter chord sweep is zero, the contribution is
also zero. These computations are also computed for each boom, as it cannot be ignored due to the
destabilizing effect.
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c̄2(b+ 2.15bf )
tanΛc/4 (7.13)

Maneuverability Parameters
Maximum Tailless Lift and Minimum Stabilizer Lift
The maximum lift coefficient of the tailless aircraft is already defined as 1.2 in Chapter 6. That leaves
the minimum lift coefficient of the horizontal stabilizer. For this, a value of −0.8 is assumed for a fixed
adjustable stabilizer [25].

Moment Coefficient at Aerodynamic Center Estimation
The moment coefficient at the aerodynamic center of the wing-fuselage combination can be estimated
using Equation 7.14 [26, p. 480]. The moment coefficient of the wing was extracted using the data
from Chapter 6.

The contribution due to the fuselage can be computed using Equation 7.15 [26, p. 480]. The top profile
is assumed to be a box around the geometry of the fuselage, which is conservative as it increases
the moment contribution compared to the real value. The lift slope at zero angle of attack was also
extracted from Chapter 6.

CMac, wf = CMac, w +∆fCMac (7.14)

∆fCMac = −1.8
(
1−

2.5bf
lf

)
πbfhf lf
4Sc

CL0

CLαwf

(7.15)

7.7. Vertical Tail Sizing
The vertical tail is sized by evaluating the total Cnβ

of the aircraft, as shown in Equation 7.16, the
vertical tail can be sized such that the total is at least Cnβ

= 0.057 [50].
Cnβ

= Cnβf
+ Cnβp

+ Cnβi
+ Cnβv

(7.16)



7.8. Tail Boom Structural Design 58

Negative Contributions
For this, there are negative contributions due to the fuselage shape, propeller, and wing location,
which are shown in Equation 7.17 to Equation 7.18. The fuselage contribution depends on the shape
of the fuselage, while the wing location contribution depends only on low, mid or high wing.

A note must be placed on the propeller contribution, as it is derived from a tractor propeller configu-
ration, which is destabilizing. For a pusher configuration propeller, it instead has a stabilizing effect
[51, p. 321], therefore this term will be ignored to remain conservative. The fuselage contribution only
depends on the geometry of the fuselage and the location of the CG.
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) 1
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) 1
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= −0.053Bp

∑ lpD
2
p

Sb
Cnβi

= −0.017, high wing (7.18)

The positive contribution caused by the vertical tail can be computed using Equation 7.19. Here
nv is 1 when the vertical stabilizer span to fuselage diameter ratio is greater than 3.5 [49, p. 385].
Furthermore, the function relies on the lift slope of the vertical tail, CLαv

, which was computed using
Equation 7.8.

The sidewash together with the efficiency factor can be computed using Equation 7.20, requiring the
wing geometry but also the surface area of the vertical wing. Here zw

zf
is equal to −0.5 for a high wing

configuration [48]. Both equations were solved simultaneously to gain the required surface area of
the vertical stabilizer.
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It should be noted that the estimation of the DATCOM method on which this equation is based gener-
ally underpredicts the actual Cnβv

compared to CFD [48] and having a higher value is generally better
for lateral gust recovery [44]. Therefore the Cnβv

will be sized to exactly converge to 0.057.

7.8. Tail Boom Structural Design
For the structural analysis of the boom, new symbols were used on top of the already existing symbols.
These symbols are summarized below:

Symbol Name Unit
TF , TA Thrust of the most forward and aft engines N
Fv, Fh Force output of the vertical and horizontal stabilizers N
Fc Reaction force at the center of the wing at the boom attachment point N
τF , τA Torque output of the most forward and aft engines Nm
Mxc ,Myc Reaction moment about the x-axis and y-axis at the center of the wing at the

boom attachment point
Nm

deF , deA Distance from the center of the wing at the boom attachment point to the
forward and aft engines

m

dh Distance from the center of the wing at the boom attachment point to the
center of the horizontal stabilizer

m

θx, θreq Twist angle of the boom and allowable twist angle of the boom. rad
E,G Elastic and shear modulus of the material Nm−2

Continued on next page



7.8. Tail Boom Structural Design 59

Symbol Name Unit
I, J Second moment of area of the cross-section and polar moment of area, xx,

and yy subscripts indicate relevant the centroidal axis
m4

t, tb Thickness of the boom m
Rb Radius of the boom m
ϕz Twist angle due to torsion of the boom rad
σz Internal normal stress that runs axially through the boom Nm−2

Mx,My Internal moment of the boom about the x and y axis Nm
τxy Internal shear of the boom Nm−2

σmises Combined von misses stress on the boom Nm−2

σh Hoop normal stress that follows the radius circumferentially of the boom Nm−2

mb,me Mass of the boom and empennage kg
Lb Total length of the boom m
ρ Density of the material kgm−3

ρe Density of the empennage kgm−2

The boomwasmodeled using the free body diagram shown in Figure 7.7, which is a combined loading
case. The attachment point was assumed to be clamped at the center of where it is attached to the
wing. This is conservative as realistically this load would be distributed over a larger area. The vertical
tail load was assumed to coincide with the load of the horizontal tail, this is also conservative as this
increases the internal moment.

For the boom geometry, a thin-walled tube was chosen, as tubes are the most efficient shape for tor-
sional loading [52], and tubes also handle biaxial bending loads well due to the concentrated material
at a good distance from the neutral axis and the radial symmetry. The boom material was chosen to
be the same as the wing material from Chapter 6, to prevent possible galvanic corrosion [53].

Figure 7.7: Free body diagram of the boom

In terms of loads, the maximum VTOL thrust force and torque were taken from Chapter 4. Analyzing
the ultimate tail loads rigorously requires detail that is not known yet at this stage of the design [54,
p. 115-160]. To simplify it, the maximum tail loads were extracted using Equation 7.21, for which sea
level conditions at intervention velocity were taken as limiting cases. The equation is multiplied by
another safety factor of 1.5.

Fh = 1.5 · 1
2
ρV 2ShCLhmax

Fv = 1.5 · 1
2
ρV 2SvCLvmax (7.21)

With this free-body diagram, the internal moments along the boom were extracted using Macaulay
step functions [52].
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Angle-constrained Thickness
By integrating the internal moment and setting θ(z)EI at the boundary condition to zero to extract the
integration constant, θ(z)EI can be extracted [52]. Since E is known by material selection, and I is
a function of thickness (Equation 7.23 and boom diameter, with this, the minimum thickness can be
solved for resulting in Equation 7.24. This bending angle was also analyzed for the angle about the
y-axis (longitudinal), where x and y are interchanged in the equations.

d

dz
(θx(z))EIxx = Mx(z) (7.22) Ixx = πR3

b t (7.23) tmin =
(θ(z)EIxx)max
EπR3

bθreq
(7.24)

Twist-constrained Thickness
Since there is torsion on the boom also, the twist has to be computed. For a radially symmetric beam
under constant torsion the twist can be computed using Equation 7.25 [52], the polar moment of inertia
can be computed using Equation 7.26. With these combined and substituting the torque and distance
from Figure 7.7 the minimum thickness for the twist constraint can be computed using Equation 7.27.

ϕz =
TL

GJ
(7.25) J = 2πR3

b t (7.26) tmin =
ymacvFvdh
2πR3
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(7.27)

Stress-constrained Thickness
The biaxial symmetric bending stress can be computed using Equation 7.28 [31]. Here first the general
symmetric biaxial bending equation is taken. Since the cross section is radially symmetric x and y
can be converted to polar coordinates. Then by taking the derivative with respect to α the position
along the cross-section where the maximum stress occurs can be computed. Since Ixx is equal to Iyy
the equation can be simplified.

σz =
Mxy

Ixx
+

Myx

Iyy
←→ x = cosα, y = sinα←→ ασzmax = arctan

MxIyy
MyIxx

= arctan
Mx

My
(7.28)

There is also shear loading due to torsion, which can be computed using Equation 7.29 [52] which
applies for radially symmetric cross sections. The internal shear flow is constant facing in the direction
of the torque [52].

The stress in a thin-walled pipe under combined stress can be found using Equation 7.30 [55], which
is derived from the von Mises stress criterion. In this yield criterion, if the von Mises stress exceeds
the yield stress of the material, the material will deform plastically. Hoop stresses (σh) were ignored
as the tube is not pressurized, simplifying the equation.

τxy =
TRb

J
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ymacvFvRb

J
(7.29) σmises =

√
σ2
h + σ2

z − σhσz + 3τ2xy (7.30)

Now to solve for the thickness, observe that Equation 7.23 and Equation 7.26 both depend on thick-
ness. Therefore, to extract the minimum required thickness, a numerical Newton-Raphson solver [56]
was used. The maximum allowed stress was divided by a safety factor of 1.5.

Extracting the minimum required thickness is done by gathering the maximum non-dimensional bend-
ing and twist angles, and maximum moments along the boom, and extracting the minimum thick-
nesses based on the four criteria presented by RTL-STR-1, RTL-STR-2 and RTL-STR-3. From these
four thicknesses, the highest minimum thickness is extracted and then rounded upward to the nearest
0.1mm. This rounding is done to stay conservative and to account for manufacturing tolerances.

Mass Extraction
With all the geometry defined, the mass is extracted and updated. The mass updates are only done
after the optimum is found to go into the next iteration. The mass of the boom was computed using
Equation 7.31.

Next, the mass of the empennage was estimated using an empirical estimation for aluminum empen-
nages, as the loads on the empennage are still uncertain. An estimation was used where the density
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of an aluminum empennage is approximately 1 pound per square foot (4.88 kgm−2)[5] as can be seen
in Equation 7.32. This method fits quite well the trendline of several other tactical UAVs [57].

mb = 2πRbtbLbρ (7.31) me = (Sh + Sv)ρe (7.32)

7.9. Balancing Tool Results
The inputs for the program were the final fuel mass and velocities from Chapter 2, the final propeller
sizes, VTOL engine masses, engine thrust and torques from Chapter 4, the final wing parameters
and material properties from Chapter 6, and finally, the final aft landing gear mass and final fuselage
shape and mass distribution from Chapter 8.

In terms of design parameters, a boom diameter of 0.15m was chosen, increasing this further would
decrease the boom mass and thickness, at the cost of aerodynamic drag. 0.15m turned out to result
in a reasonable thickness-to-diameter ratio that is manufacturable and where buckling has a low prob-
ability. Decreasing it beyond this would increase the structural mass and likely have consequences
to the drag as the engine diameter of 0.188m would cause significant bulges on the boom.

A boom distance of 1.4m and a propeller wing clearance of 0.15m was chosen to ensure that the
aircraft still fits in the ground station and the propellers do not clash. The final output for the 3-view
drawing of the program can be seen in Figure 7.8.
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Figure 7.8: Final 3-view drawing output of the balancing tool.

The geometric relations can be extracted directly from Figure 7.8, as the aspect ratio is equal and
dimensions and relative positioning are true to the output. The total horizontal and vertical tail surface
area was found as 0.283m2 and 0.741m2, resulting in a mass of 2.5 kg per boom. The boom thickness
was found as 4.2mm, resulting in each bare boom weighing 8.7 kg. This implies that the total mass
of each boom and tail including VTOL propulsion is 27.4 kg.

7.10. Internal Balancing Tool Verification
The final main version of the tool relies on 29 functions that incorporate the equations and methods
shown so far. For these functions, unit tests were performed to ensure the output was reasonable.
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One finding from the unit testing is that the downwash estimation from Equation 7.10 was underpre-
dicting the downwash by 40% compared to a CFD paper [58] analyzing the downwash of a similar
high aspect ratio UAV. With this result, the downwash equation was multiplied by a factor of 1.4 to
compensate.

Next to the unit tests, system tests were performed. An example of such a system test was already
visible in Figure 7.4, which was used to verify correct behavior of the VTOL engine positioning. Another
system test is manually measuring the scrape angle output of the final program. Other system tests
include the behavior of the bending moments and angles over the tail boom, an example can be seen
in Figure 7.9. Primary checks for this were 0 bending moment at the free ends of the boom, correct
function behavior after integration, and a zero angle at the boundary condition.
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Figure 7.9: Example of system test output of the internal shear in the x direction, moment about the y-axis, and angle
about the y-axis. For this test def = dea = 1m, τa = τf = 100Nm, Fv = 100N, dh = 3m.

Another system test was performed to analyze the convergence of the program based on initial con-
ditions. A visual method was used by plotting the relative difference between the previous value, as
shown in Figure 7.10. It can be seen that the convergence is well-behaved and that the program
correctly ends when the difference in tail surface area is 1× 10−5%. It was also tested if the program
converges to the same values with unusual initial conditions. For example, if the initial mass of the
boom starts as 100 kg, the program still converges to the same final result.
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Figure 7.10: Convergence of the program. The y-axis shows the relative difference between the previous values in
percentages. For this plot, the initial mass of the boom and tail surface areas were set as 0.

As a crude validation method, a final check on the tail volume coefficients was compared to values in
literature. The tail volume coefficients can be computed using Equation 7.33 [47]. The final tail volume
coefficient for the horizontal tail was found to be 0.3628 , and for the vertical tail, it was 0.0504 For the
horizontal stabilizer, typical values for a single-engine aircraft range between 0.46 and 1.07 [47]. For
the vertical stabilizer, the values range between 0.024 and 0.087 [47]. While the vertical stabilizer
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size falls within the expected range, the horizontal stabilizer volume is underpredicted compared to
empirical numbers.

Vh =
lhSh

Sc̄
Vv =

lvSv

Sb
(7.33)

7.11. External Balancing Tool Verification
The final geometry output of the aircraft was input into openVSP, similarly to the procedure discussed
in Chapter 6. with this the static stability derivatives CMα were extracted to verify the longitudinal
static stability and the Cnβ

of the whole aircraft was extracted to verify the vertical tail sizing method.

The angle of attack for the horizontal stabilizer was swept within the operational range of −3◦ and
15◦ for the most aft (destabilizing) CG position. Initially, this resulted in a negative (stable) CMα , but
there was no trim point over the whole range. To create a trim point that matched the optimal angle
of attack value at the monitoring speed, the angle of incidence of the horizontal tail was adjusted. A
satisfactory trim point was found with an angle of incidence of the tail at−5◦, resulting in a trim angle of
attack of 3.5◦. The CMα curve is visualized in Figure 7.11. Regressing the slope yields a CMα value of
−0.832 rad−1, which is a typical value for a stable conventional aircraft [44]. This verifies RTL-AER-1.
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Figure 7.11: Cmα curve of the full aircraft from the OpenVSP model

For the vertical stabilizer, the lateral stability derivatives can also be extracted from openVSP with the
internal stability file output. The Cnβ

was extracted for an angle of attack of 0◦ and at a sideslip angle
of 0◦. With this, a value of 0.067 was extracted. This is only 16% larger than the 0.057 value that the
vertical stabilizer was sized for. The larger value was expected and also beneficial as noted in the
methodology. A positive Cnβ

indicates lateral static stability verifying RTL-AER-3.

During verification, three major weaknesses of the balancing tool were identified. They are discussed
below:

• Empennage load prediction: The way the code is written as of now, is that the framework
for calculating the boom thickness already exists, and the modularity of the code allows further
modifications to the tail load estimation to be added to the program as the flight envelope of the
UAV matures during detail design.

• Underprediction of horizontal tail volume: The tail volume coefficient was compared to single-
engine, crewed aircraft from an old design book. Themission, regulations, and aircraft geometry
of such planes are vastly different. One example of a difference with such aircraft would be their
inclusion of high lift devices, which dramatically restrict the maneuverability line [45]. Further-
more, the code can be improved in the future to include other restrictions for tail size, such as
out-of-trim maneuverability [26].

• Tail incidence angle: An incidence angle of −5◦ is deemed unacceptable. The values found in
the literature were no lower than −3◦ [47]. This likely indicates a wing placement that is too far
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aft, causing controllability issues. For this the methods for predicting the aerodynamic center
of the wing-fuselage combination could be further improved. To reduce the angle of incidence
required, the airfoil can also be adjusted to contain negative camber [45].

7.12. Dynamic Stability Analysis
The analysis of the stability of the aircraft continued with the assessment of dynamic stability. To
simulate and analyze the stability properties of the UAV, symmetrical and asymmetrical equations of
motion were used to see how the UAV behaves under such perturbations. Five different eigenmotions
exist, of which two are symmetric and caused by pitch perturbations, and three are asymmetric due
to roll and yaw perturbations:

Symmetrical eigenmotions:
• Short period oscillation
• Phugoid motion

Asymmetrical eigenmotions:
• Aperiodic roll motion
• Dutch roll motion
• Spiral motion

All required stability coefficients to analyze the aircraft eigenmotions were extracted directly from the
VSPAero aerodynamic model as described in Chapter 6. Since there are limitations to the VSPAero
stability derivative outputs for unsteady derivatives, that for example rely on α̇ or β̇, simplified repre-
sentations of the equations of motions for the eigenmotion analysis had to be derived.

7.12.1. Symmetrical Equations of Motion
The equations used to simulate the symmetrical eigenmotions are depicted in matrix form in Equa-
tion (7.34) [44]:


CXu − 2µcDc CXα CZ0 0

CZu CZα + (CZα̇ − 2µc)Dc −CX0 CZq + 2µc

0 0 −Dc 1
CMu CMα + CMα̇Dc 0 CMq − 2µcK

2
Y Dc



û
α
θ
qc̄
V

 = 0 (7.34)

Simplified Short Period Oscillation
When the angle of attack is increased for a short period, the UAV will undergo a short period of
oscillation as it tries to dampen this sudden disturbance. This motion typically happens over a very
short time, therefore a constant velocity is assumed at this airspeed. Consequently, û = 0, and the
first column can be disregarded. Additionally, due to this constant velocity assumption, the forces in
the XB direction should remain in equilibrium, so the first row of the matrix can also be neglected.
Assuming initial steady flight, where γ0 and CX0 are both 0, the kinematic relation −Dcθ+

qc
V can also

be disregarded[44]. This simplifies the equation of motion to the system shown in Equation 7.35:

[
CZα + (CZα̇ − 2µc)Dc CZq + 2µc

CMα + CMα̇Dc CMq − 2µcK
2
Y Dc

] [
α
qc̄
V

]
= 0 (7.35)

The eigenvalues of this simplified matrix can be extracted and define the behavior of the motion. If
the real part of these eigenvalues is negative, the aircraft is stable.

Simplified Phugoid Motion
The phugoid is the steady-state oscillation that occurs after the disturbance of the short-period motion.
In the phugoid motion, the angle of attack is approximately constant, dropping α̇. Additionally, the pitch
rate is very low, therefore the time rate of change coefficientsDc(

qc̄
V ) andDcα can be ignored. Finally,

Czq can also be neglected as it is significantly smaller than 2µ. This leads to the following simplified
equations of motion for the phugoid [44]:
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CXu − 2µcDc CXα CZ0 0

CZu CZα 0 2µc

0 0 −Dc 1
Cmu Cmα 0 Cmq



û
α
θ
qc̄
V

 = 0 (7.36)

7.12.2. Asymmetrical Equations of Motion
The equations used to simulate the asymmetrical eigenmotions are depicted in matrix form in Sec-
tion 7.12.2 [44]:


CYβ

+
(
CYβ̇
− 2µb

)
Db CL CYp CYr − 4µb

0 −1
2Db 1 0

Clβ 0 Clp − 4µbK
2
XDb Clr + 4µbKXZDb

Cnβ
+ Cnβ̇

0 Cnp + 4µbKXZDb Cnr − 4µbK
2
ZDb



β
ϕ
pb
2V
rb
2V

 =


−CYδa

−CYδr

0 0
−Clδa

−Clδr
−Cnδa

−Cnδr

[δaδr
]

Which can also be simplified for the specific asymmetric eigenmotions.

Simplified Aperiodic Roll Motion
The aperiodic roll motion describes the transient damping of roll rate under a sudden roll disturbance.
The yawing moment is neglected, so all components due to sideslip angle β and rb

2V disappear. The
equations for lateral force and the yawing moment can be disregarded as well. Therefore, only the
second and the third row remain, and as the roll angle ϕ does not appear in the third row, the relation
−1

2Dbϕ+ pb
2V may be removed [44]. This leaves Equation 7.37 for the simplified representation.

(
Clp − 4µbK

2
XDb

) pb

2V
= 0 (7.37)

Simplified Dutch Roll Motion
During the Dutch roll motion, the UAV rolls and yaws in an oscillatory fashion after a yaw disturbance.
To approximate the eigenvalues, the rolling moment can be disregarded. This removes the two cen-
ter columns and rows. By neglecting CYβ̇

, Cnβ̇
and CYr , with this, the equations for dutchroll were

simplified into Equation (7.38).

[
CYβ
− 2µbDb −4µb

Cnβ
Cnr − 4µbK

2
ZDb

] [
β
rb
2V

]
= 0 (7.38)

Simplified Spiral Motion
When an aircraft is given a sudden roll disturbance with unstable spiral eigenmotion the roll angle
will slowly keep increasing. Typically this happens at a very slow rate, which can be corrected by
providing an opposite roll input. As the UAV goes into a spiral, it will experience sideslip, yaw, and
roll. It can be assumed that all linear and angular accelerations are negligible. This means that
Dbβ = Db

pb
2V = Db

rb
2V = 0. Additionally, CYr and CYP

can be ignored, resulting in simplified equations
of motion for spiral motion Equation 7.39 [44].


CYβ

CL 0 −4µb

0 −1
2Db 1 0

Clβ 0 Clp Clr

Cnβ
0 Cnp Cnr



β
ϕ
pb
2V
rb
2V

 = 0 (7.39)

The parameters obtained with the balancing tool and the VSPAero simulation were input into these
simplified equations of motion. The results are explained below.
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7.12.3. Dynamic Stability Results
The eigenvalues calculated using VSPAero simulation are presented in Table 7.5. These eigenvalues
indicate that the UAV exhibits instability in the phugoid and Dutch roll motions. Consequently, it is
crucial to modify the design, as this situation is highly undesirable. All eigenmotions, except for the
spiral, must be stable to ensure safe flight.

Table 7.5: Initial stability results for every eigenmotion.

Eigenmotion Eigenvalues Stable Time to half amplitude [s]
Short period motion -5.792±5.050j Yes 0.120
Phugoid 0.011±0.246j No 63.457 (double amplitude)
Aperiodic roll -0.007 Yes 98.553
Dutch roll 0.216 No 3.205 (double amplitude)
Spiral -0.007 Yes 93.449

The necessary design change can be supported with reference to Figure 7.12. The design will be
positioned in the bottom right of the graph, where E > 0 and R < 0. To achieve the desired con-
vergent Dutch roll and spiral stability, the rolling moment coefficient due to sideslip, Clβ , should be
less negative in order to shift left on the graph (2). Alternatively, increasing the weathervane stability
coefficient CNβ

can cause a shift upward on the graph (1). To enhance the weathervane stability
coefficient CNβ

, adjustments to the vertical tail sizing are necessary. However, since this may conflict
with other ongoing design considerations, such as structural and balance calculations, the decision
has been made to instead increase the rolling moment coefficient due to sideslip Clβ .

E<0

E>0, R>0

R=0

E=0

R<0

Cnß

-Clß

Spiral Instability

Spiral Stability and

Convergent Dutch Roll

Divergent Dutch Roll

Adjusment1

Adjusment2

Figure 7.12: Spiral and dutch roll stability curve.

The rolling moment coefficient due to sideslip Clβ can be increased by incorporating anhedral to the
wings [44]. Therefore, anhedral was gradually added until stability for the Dutch roll was attained. The
anhedral value for the main wing finally resulted in 1.5°. The eigenvalues corresponding to this new
design are shown in Table 7.6.

Table 7.6: Stability results for every eigenmotion after design change.

Eigenmotion Eigenvalues Stable Time to half amplitude [s]
Short period motion -1.097±6.272j Yes 0.632
Phugoid -0.001±0.091j Yes 644.112
Aperiodic roll -0.008 Yes 87.699
Dutch roll -0.023± 1.989j Yes 30.364
Spiral 0.005 No 149.419 (double amplitude)
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7.13. Tail Control Surface Design
The controllability of the aircraft depends on the size and position of the control surfaces. Tradition-
ally, control surfaces are sized by simulating the aircraft’s response in a state-space system [44]. This
approach requires highly accurate values for the control derivatives, with a control force being simu-
lated over the ailerons, rudder, and elevator. However, when applying the coefficients found with the
VSPAero aerodynamic simulation, physically impossible results were obtained.

Alternative design methods were studied; for example, elevators are typically sized based on a con-
straining requirement for horizontal take-off [34]. None of the discovered methods had been devel-
oped for hybrid fixed wing-VTOL UAV’s, and thus it was decided to select preliminary dimensions for
the tail control surfaces empirically. The final dimensions for the rudder and elevator are shown in
Table 7.8 and Table 7.7.

Table 7.7: Elevator dimensions [34].

Ch/Ce Se/Sh Bh/Be
Conventional 0.20-0.40 0.15-0.40 0.80-1
FLOWS 0.30 0.30 1

Table 7.8: Rudder dimensions [34].

Cr/Cv Sr/Sv Bh/Be
Conventional 0.15-0.40 0.15-0.35 0.80-1
FLOWS 0.30 0.30 1

The empirical estimation is expected to produce inaccuracies in further simulation. Therefore, it is
recommended that further effort is dedicated to the sizing of the control surfaces, for example by
performing a higher fidelity aerodynamic simulation and including the outputs in a state-space control
analysis.

7.14. Gust Resistance Analysis
As set in requirement R-SYS-1, the aircraft must be flyable in wind conditions of up to 14m/s. For
horizontal flight, the most constraining operational case will occur at a monitoring speed of 40m/s, as
discussed in the mission profile in Section 9.3. The stall speed was determined to occur at 26m/s in
Section 2.2. Therefore, in horizontal flight, even with an incoming wind speed of 14m/s, the require-
ment can be met.

To ensure the UAV can operate in winds of up to 14m/s in vertical flight, as set in RTL-AER-5, a
simplified static analysis of aerodynamic forces has been performed. When using the vertical motors
for flight, the maximum thrust-to-weight ratio for the heaviest loading case is 1.2, with a thrust force
of 3178N. The maximum angle that can be achieved while maintaining equilibrium (hover) appears
when the vertical thrust is equal to the weight, with a value of 2648N. This results in an angle of 33.56 °
and a horizontal thrust of 1756N, as shown in Figure 7.13.

Figure 7.13: Quadcopter free body diagram and maximum body angle.

To fulfill requirement RTL-AER-5, the UAV has to be capable of flying at a horizontal velocity of 14m/s
or more. To find the maximum horizontal velocity as a result of the horizontal thrust, a drag coefficient
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and a frontal surface area has to be estimated, as shown in Equation 7.40.

Th = D = 0.5ρV 2S (7.40)

The top-view technical drawing of the aircraft was used to conservatively estimate the surface of the
aircraft at 8m2. When angled by 33.56 °, the frontal surface area becomes 4.42m2. For the drag
coefficient, the most conservative value was selected, namely the flat plate drag coefficient of 1.28.
This conservative value was chosen to account for the downforce produced by the flow over the wing.
Using Equation 7.40, the maximum horizontal velocity was be calculated to be 25.47m/s.

This estimation results in a maximum gust resistance of 25m/s while maintaining hovering flight. How-
ever, stability effects and flow downforce are not accounted for, as the model represents a static anal-
ysis. Therefore, it is recommended to reiterate this analysis with a higher fidelity model in order to
guarantee compliance with RTL-AER-5.

7.15. Stability, Balance, and Tail Design Verification
To guarantee compliance with the requirements in Table 7.1, verification methods were defined. They
are presented in Table 7.9.

Table 7.9: Stability, balance, and tail design verification methods.

ID Verification method Discussion
RTL-AER-1 Demonstration Integrate system and perform longitudinal stability tests in various

flight conditions.
RTL-AER-2 Demonstration Integrate system and perform stall recovery maneuvers to ensure

control at stall speed.
RTL-AER-3 Analysis Analyze lateral stability using simulation software and wind tunnel

tests.
RTL-AER-4 Analysis Perform CFD analysis to ensure empennage is not in the wing wake

during a stall.
RTL-AER-5 Test Conduct wind tunnel tests to verify wind resistance of 14 m/s in ver-

tical flight.
RTL-AER-6 Test Conduct wind tunnel tests to verify wind resistance of 14 m/s in hor-

izontal flight.
RTL-STR-1 Analysis Use finite element analysis to verify tail boom twist is within accept-

able limits.
RTL-STR-2 Analysis Perform structural analysis to ensure tail boom angle is within 1°

under ultimate loads.
RTL-STR-3 Test Apply ultimate loads to tail boom in a test environment and measure

stresses and deformations.
RPR-BAL-1 Inspection Check engine mounts and their positions to ensure they are bal-

anced about the center CG position.
RPR-CSH-1 Inspection Inspect the arrangement of vertical and horizontal propellers to en-

sure no clashes during transition.
RLG-BAL-1 Analysis Perform a geometric analysis to confirm the aft landing gear pro-

vides a scrape angle of no less than 15°.
RLG-BAL-2 Test Conduct load distribution tests to verify the nose landing gear carries

between 8% and 15% of the total aircraft weight.

Most of these verification methods can be performed at the Faculty of Aerospace Engineering at TU
Delft, for example the wind tunnel tests, structural analysis and CFD. The demonstration tests require
assembly of the system and a mock mission. These tests can be performed in combination with tests
described in e.g. Section 3.7 at a range with free airspace, such as the local range at ASK ’t Harde.



8 | Fuselage Design

This chapter covers the design of the fuselage of the aircraft. As it constrains further design, the
sizing of the landing gear is first presented in Section 8.1. Then, the fuselage layout is presented in
Section 8.2, and the design of the structure is described in Section 8.3. Finally, Section 8.4 describes
the verification of the fuselage design, but also the independent verification of the structural design
process performed with the finite element method.

8.1. Landing Gear Design
The landing gear is sized to support the body of the UAV during taxi, vertical take-off, and landing.
However, the requirement for safe landing in case of propulsion system failure also needs to be met.
Table 8.1 contains the requirements identified for the landing gear.

Table 8.1: Landing gear requirements.

ID Requirement description Origin
RLG-VER-1 The landing gear shall allow for vertical take-off and landing. R-MIS-5
RLG-HOR-1 The landing gear shall allow for horizontal landing. R-SYS-16
RLG-SUP-1 The landing gear shall support the UAV maximum take-off weight during

taxi, take-off, and landing.
R-SYS-16

RLG-COM-1 The landing gear shall be composed of COTS components. R-MIS-9

• RLG-VER-1 ensures that the critical VTOL capabilities are available.
• RLG-HOR-1 ensures that the UAV is capable of a horizontal landing from gliding flight, allowing
for contingency in case of power generation or propulsion failure.

• RLG-SUP-1 ensures that the landing gear can support the heaviest possible version of the UAV
in all operational conditions.

• RLG-COM-1 follows from the top-level design intention to rely on proven, already existing com-
ponents.

RLG-HOR-1 makes it impossible for any strut- or skid-based landing gear to be selected, so a tra-
ditional wheel-based assembly is required. This results in typical aircraft landing gear design con-
straints: pitch, scrape, and tip-back angles limiting the longitudinal position, as well as lateral ground
clearance limiting the horizontal position. The former are discussed in Chapter 7, while the latter
will be evaluated after the selection of the landing gear based on the calculated wing deflection in
Chapter 6.

Several landing gear configurations are available, from the traditional tricycle to quadricycle, taildrag-
ger, mono-wheel and bicycle. To limit weight and ensure that components can be found off-the-shelf,
it was decided to pursue a traditional tricycle configuration, with a single nose landing gear and a
larger main landing gear. The main landing gear is expected to be positioned on the belly of the
fuselage, as the high wing configuration would result in overwhelmingly tall (and therefore large and
heavy) landing gear struts.

During the wing design process in Chapter 6, a maximum downward deflection of 3.3 cm was found.
Though the landing gear is only to be used for horizontal landing in case of emergency, with no
ground maneuvering being expected, clearance for the wing should still be provided. The longitudinal
position of the landing gear was calculated during the coupled stability-tail design analysis in Chapter 7,
resulting in a required height of 0.59m from the ground to the bottom of the fuselage.

The two values above, together with the maximum take-off weight of 274 kg estimated in Chapter 2,
represent the constraints for the landing gear selection procedure.

69
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After a comprehensive market study, two suppliers were discovered, one for the main landing gear
and the other for the nose landing gear. The Grove Aircraft Corby Starlet frame proved the lightest
from all evaluated options, withstanding a maximum load of 3.34 kN1. When equipped with 49-1A
wheels and Aero Classic 400-4 8 ply tires2, the ground-to-fuselage distance is equal to 54.6 cm, less
than 5 cm from the required distance . Therefore, the fuselage structure in the area of the landing gear
is to be designed with a downward bulge to allow for the minimum ground distance to be complied
with. The Corby Starlet frame is manufactured out of Al7075-T6, and was specifically chosen instead
of a composite frame due to its recyclability. The total main landing gear assembly weighs 11.5 kg.

For the nose landing gear, the AeroTelemetry Light Nose Landing Gear assembly was selected. Al-
lowing for steering and braking, this landing gear has a maximum length of 74.9 cm, which is quite
higher than the required 0.59m, and will therefore require special integration. The total mass of the
nose landing gear assembly is given as 9.1 kg, with a maximum acceptable load of 1.34 kN3. Both
landing gears are shown in Figure 8.1 below.

(a) Corby Starlet landing gear frame sketch1. (b) AeroTelemetry nose landing gear (center)3.

Figure 8.1: Landing gear components.

8.2. Fuselage Layout Design
Once all the fuselage components have been selected, a logical next step would be to determine the
position of each component within the structure. In order to facilitate this process and make sure all
components are positioned beneficially, requirements are given in Table 8.2.

Table 8.2: Fuselage layout requirements.

ID Requirement description Origin
RFU-LAY-1 The fuselage shall have a length-width ratio between 4 and 8. Aerodynamics
RFU-LAY-2 The maximum shift in c.g. throughout the mission shall be within stability

and maneuverability limits.
R-SYS-11,
R-SYS-12

RFU-LAY-3 The electrical components within the fuselage shall be located at a mini-
mum distance of 1.5 cm from each other.

TPRC-8

RFU-LAY-4 The power plant of the UAV shall be located at the rear of the fuselage. R-MIS-2
RFU-LAY-5 The communication subsystem shall not be hindered by the fuselage struc-

ture.
R-MIS-3, R-
MIS-4

RFU-LAY-6 The landing gear shall not obstruct the field of view of the monitoring pay-
load and the control camera.

R-MIS-2

• RFU-LAY-1 is an important requirement in order to guarantee beneficial aerodynamic properties
of the fuselage [41].

• RFU-LAY-2 flows from controllability and stability of the UAV. A large shift in the center of gravity
may make the UAV unstable, which is why this should be avoided.

1https://www.groveaircraft.com/landing_gear.html
2https://www.groveaircraft.com/4inch.html
3https://www.aerotelemetry.com/light-weight-uav-landing-gear
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• RFU-LAY-3 is important due to the electrical infrastructure. As many of these components will
be connected, locating them far apart will increase the mass spent on wiring significantly.

• RFU-LAY-4 follows from the monitoring requirement. Locating the instruments close to the vi-
brations and magnets of the internal power plant may diminish the quality of the measurements.

• RFU-LAY-5 flows from the data transmission and communication requirements. This is impor-
tant to consider when positioning the communication components, as they may be hindered by
other components or structural elements.

• RFU-LAY-6 flows from the requirement that the UAV shall be able to continuously monitor. This
means that the landing gear shall not obstruct the field of view of either the cameras, or the
LiDAR.

Before starting the placement of the subsystems, a note should be made on the fuselage layout.
Firstly, empty space is kept between components to account for the integration, by means of wiring
and structures. Secondly, an iterative process will be undertaken to obtain the final layout, with results
available in Chapter 13. The following considerations apply.

Intervention Payload
An important starting point for the fuselage layout determination is the determination of the compo-
nents that may shift the center of gravity. As the fuel is taken up in the wing-group, the only component
which will significantly shift the center of gravity is the intervention payload. Therefore, this interven-
tion payload should be located as closely as possible to the center of gravity. As the intervention
payload is a large component, this offers a clear starting point.

Monitoring Payload
The position of the monitoring payload is integral to the success of its objective, and should therefore
be considered early on in the layout determination. The choice has been made to position the LiDAR
in front of the wings, at the bottom of the UAV. This ensures that the LiDAR can monitor the ground
beneath, with its optimal angle of 90 °. Furthermore, the monitoring camera can be positioned under
the nose of the UAV, as it too will be observing the ground.

Power Plant and Propulsion
As determined in Chapter 5, the power plant of the UAVwill consist of four internal combustion engines
(ICE’s), which all connect to a control unit. These four engines require an air inlet. Furthermore, the
UAV consists of one electronic speed controller (ESC) per motor, leading to a total of 5 electronic
speed controllers. These components will be located in the back of the fuselage, so as to maximize
the distance between the monitoring payload and the power plant.

In addition to the ICE’s, the five ESC’s require air cooling, meaning these components can be located
close together and benefit from common air ducts. For this reason, it has been decided to locate the
ESC’s in front of the ICE’s, with one air inlet on each side of the fuselage. The engine control units
are then located in front of these components, as they benefit from a position close to the engine, but
do not require cooling. Finally the electric motor and propeller for horizontal propulsion is located at
the back of the fuselage to act as a pusher.

Communication
The UAV contains two different communication systems, which each have requirements for their re-
spective position within the fuselage. The first component is the radio communication system, for
which the Swiftlink P43 is selected. This component will include an antenna, which is mounted inside
the UAV, and requires unobstructed communication with the ground station. Secondly, the MICRO
SAT LW has been selected as the satellite communication system of the UAV. This again requires an
unobstructed path to the sky, meaning these components can be positioned together under a common
radome. This radome is positioned on top of the UAV, near the front, as can be seen in comparable
UAV’s [59].
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Electrical Components and Computers
The electrical components are located near the monitoring devices, in order to reduce the total wiring
mass. The choice has been made to implement a clearance between all electrical components to
assure that wire harnesses can be implemented as required.

Landing Gear
The landing gear components have a fixed position within the fuselage. The nose landing gear is
retractable, in order to allow for monitoring as required. It is positioned as far forward as possible, to
satisfy its loading constraint, as explained in the previous section. The main landing gear is positioned
beneath the power plant, but will not be retractable as this would increase the mass of the system far
beyond the possible aerodynamic benefits.

Final Fuselage Layout
The preliminary layout was dfined based on the component dimensions supplied by each manufac-
turer. Once all components had been assessed and set in their optimal position, a CAD model was
designed to visually assess the placement. Based on this, the final internal layout was created. It is
presented with commentary in Chapter 13.

8.3. Fuselage Structural Design
The fuselage is a key component of the UAV, protecting internal components and transferring loads
from the wingbox to the landing gear. The sizing of the fuselage structure is an iterative process,
which starts by determining the critical load cases. In order to determine these load cases of the
fuselage, it is important to examine the different operational environments. In addition, the fuselage
of the FLOWS UAV is quite different from conventional aircraft, because it is not connected directly to
the tail, which leads to different load cases than conventional fuselages.

The mission profile was analyzed, and critical load cases were identified. In each case, the load was
multiplied by a safety factor of 1.5, to account for the difference between the limit load case and the
ultimate load resistance (TPRC-43) 4. The overall requirements for the structure of the fuselage are
available in Table 8.3.

Table 8.3: Requirements for the structure of the fuselage.

ID Requirement description Origin
RFU-STR-1 The aircraft fuselage shall be able to withstand loads caused by a 3.6 g

maneuver.
R-STK-5

RFU-STR-2 The aircraft fuselage shall be able to withstand loads caused by landing
up to 2.0 g.

R-STK-5

RFU-STR-3 The aircraft fuselage skin shall not carry any loads other than aerody-
namic forces.

R-STK-5

RFU-STR-4 The aircraft fuselage shall be able to withstand loads caused by the
horizontal propeller.

R-STK-5

RFU-STR-5 The aircraft fuselage deflection shall not interfere with safe operations. R-STK-8
RFU-STR-6 The load bearing structure of the fuselage shall not hinder functionality

of the internal subsystems.
R-MIS-2

RFU-STR-7 The fuselage structure shall have a precipitation tolerance of up to
50mm/h.

R-SYS-2.

• RFU-STR-1 flows from the maximum load case during flight. This load occurs during the 3.6 g
maneuver, which results in a load factor of 3.6 [60].

• RFU-STR-2 follows from the maximum load case during landing and ground operations. This
load case is inherently different from the first case, due to the induced forces of the landing gear

4https://www.law.cornell.edu/cfr/text/14/25.303
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and the weight of the wing acting on the fuselage. The maximum loading for this is taken as
2.0 g [61].

• RFU-STR-3 is a result of the many cutouts and obstructions of load paths throughout the skin.
Therefore, the choice has been made to not make the skin load bearing. This means that the
only loads experienced by the skin will be the aerodynamic loads.

• RFU-STR-4 takes into account compression loads caused by the propeller. At maximum power,
the propeller causes a compressive force of 365N.

• RFU-STR-5 flows from the European Union Safety Aviation Agency, which states this require-
ment in the structural regulations of aircraft 5.

• RFU-STR-6 is important to consider, as it states that the fuselage structure should not refrain
the internal components from fulfilling their purpose.

• RFU-STR-7 is an important requirement to satisfy, as a large number of components within the
fuselage are not waterproof.

8.3.1. Internal Structural Configuration
Due to RFU-STR-3, the fuselage structure can be simplified to consist of two distinct parts. The first
part will be the longeron, a structural element following the longitudinal body axis of the fuselage. The
second element is the frame, which acts as a way of distributing the loads between the longerons,
and by reducing the length of the longerons, which in turn counters buckling.

The shape and positioning of the subsystems provides a clear starting point for the determination of
the fuselage structure, both in terms of position and layout. The largest, and therefore most limiting
component is the intervention payload bay. With a width of 46 cm and an unobstructed floor due to
the payload bay doors, this will determine the location of the lower two longerons, which are therefore
set at 156.7mm from the center of the fuselage.

Because load transfer between the wings and fuselage is integral for the 3.6 g maneuver, the choice
has been made to run three longerons through the wing box. This combination of five longerons leads
to the configuration shown in Figure 8.2. In this figure, the position of the longerons with respect to the
frames can be observed. In addition, the choice has been made to give the longerons a thin-walled
cylindrical shape, which ensures ease of manufacturing and a relatively high moment of inertia.

The frame spacing is also limited by the intervention payload. As the payload bay has a length of 78 cm,
the frame spacing which is able to withstand the loading should be no lower than 78 cm. The frame
shape has been set as a thin walled I-beam. Similarly to the longeron, this increases the ease with
which it can be manufactured and provides a flat surface to which the fuselage skin can be attached.

Figure 8.2: Position of the longerons with respect to the frames.

5https://www.easa.europa.eu/en/document-library/easy-access-rules/online-publications/easy-access-rules-large-
aeroplanes-cs-25?page=13#_Toc256000060
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The detailed design of the structural components of the airborne segment begins with an evaluation
of the mission profile that should result in the critical load cases being identified. These critical loads
are multiplied by the load factors and the loads on the structure are identified.

The aircraft system parameters identified during the Class-II weight estimation, together with data
defined during the detail design of other subsystems, act as inputs and constraints on the structural
design procedure. The following mission phases were identified:

1. Pre-take-off taxi: UAV is stationary on a horizontal surface, with full fuel tanks.
2. Vertical take-off: UAV vertical motors push the aircraft upwards, with full fuel tanks.
3. Vertical landing: UAV vertical motors allow the aircraft to slowly hover downwards, with either

full or empty fuel tanks.
4. Maximum speed: UAV moves horizontally with maximum speed.
5. Monitoring: UAV moves horizontally at monitoring/cruise speed.
6. Hover: UAV hovers in place.

Based on the defined conceptual and preliminary design, the following structural components may be
defined:

1. The wing is the largest structural component, and supports the VTOL motors, contains the fuel,
and provides flight and attitude control capabilities.

2. The fuselage contains the avionics, data handling, payload bay, and horizontal flight capabilities.
3. The tail contains the horizontal and vertical stabilizer.
4. The VTOL booms contain the vertical motors and connect the wing to the tail.

The defined load cases and components were modeled analytically to calculate the required structural
properties, as discussed in what follows.

8.3.2. Structural Modeling
To calculate the necessary structure to comply with the requirements, different failure modes must be
analyzed. The following failure modes were analyzed:

• Yielding due to bending. This failure mode is analyzed to size the longerons such that they can
withstand the bending loads when performing high-g maneuvers or when landing.

• Yielding due to compression of the frames. The frames must carry the aerodynamic loads, but
most importantly must carry the loads from the landing gear shock.

• Buckling of longerons. Due to the bending and the force of the horizontal propeller applied on
the fuselage, a compression force is introduced in the fuselage. This can cause the longerons
to buckle if the frames are not spaced close enough.

The bending moments introduced are analyzed to find the necessary moment of inertia Iyy needed for
the fuselage to not yield. A similar approach to the wing structure calculations was taken as described
in Section 6.3.4. Each individual component in the fuselage is treated as a point load and the shear
stress is calculated as shown in Equation 6.8.

The force of the wing on the fuselage is calculated as an evenly distributed load along the wingbox
connection, starting from xWstart to xWend

. During the 3.6g maneuver, the wing load Fwing3.6g can be
seen as the reaction force, hence it carries the weight of the whole fuselage, shown in Equation 8.1.
During landing, the wing acts as a point load on the fuselage structure. The force Fwingland

shown in
Equation 8.2 is the sum of the weights of the wing group. This is multiplied with the landing gravita-
tional factor.

Fwing3.6g =
Wfus ∗ f3.6g

xWend
− xWstart

(xWstart < x < xWend
) (8.1) Fwingland

= −Wwing ∗ fland (8.2)

The weight of the fuselage itself is modeled as a distributed load along the length of the fuselage and
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the shear is calculated following Equation 6.9.

Finally, during landing, the shock of the landing gear on the fuselage is considered as two point loads
on themain and nose landing gear position. These forces are calculated as 85% and 15% of theMTOW
including the landing gravitational factor, as discussed in Chapter 7. The shear stresses caused by
the landing shock load is again calculated as shown in Equation 6.8, with the respective forces and
applied position of the force.

The moment during the two most constraining load cases can again be calculated as shown in Equa-
tion 6.10. By positioning the longerons in the determined position, the centroid of the fuselage struc-
ture can be calculated. The necessary moment of inertia is then calculated as shown in Equation 6.11.
Each longeron is modelled as a point mass. This assumption can be made since the distance from
the centroid of each longeron is an order of magnitude bigger than the diameter of the longeron cross-
section (final longeron cross-section is 27.6mm). The necessary area Alongeron can be calculated as
shown in Equation 8.3, when h is the distance from the centroid to the longeron, p is the amount of
longerons. This equation can be solved for the area of the longerons. The exact diameter of the
longeron is calculated by choosing the thickness of the tube to be one tenth of the diameter, this is
done so that thin wall assumption can be applied [31]. Equation 8.4 shows how the final dimensions
of the tube such as the diameter d can be calculated.

Ixx =

p∑
n=0

h2 ∗Alongeron (8.3) Alongeron = π ∗ d ∗ d

10
(8.4)

The longerons could also fail due to buckling. To prevent buckling, the frames may be placed closer
together, or the longeron may increase in size. Throughout the length of the payload bay, no frames
may be placed since the bay must be able to open. Hence, this is the longest distance l that the
longerons must not buckle. The critical force Pcrit calculated in Equation 8.6 is the compressive force
caused by the thrust Fthrust plus the compressive force applied on the longeron due to bendingM . The
moment must be divided by the distance from the centroid c to get the bending force. The moment
of inertia needed of the cross-section of the longeron Ilongeron can be calculated using Euler buckling
of columns calculation shown in Equation 8.5 [31]. The longeron most prone to buckle is the bottom
longeron during a 3.6g maneuver, because it has the largest Pcrit. The maximum moment at the 3.6g
maneuver is used as this is the most constraining load case.

Pcrit =
π2 ∗ E ∗ Ilongeron

l2
(8.5) Pcrit =

Fthrust
n

+
M

c
(8.6)

The final failure mode analyzed is the compression of the frames. The most critical point is the main
landing gear shock load. The maximum bending moment Mmax on a tube with a point load in com-
pression can be expressed as shown in Equation 8.7 [31], where P is the point load applied, and R
is the radius of the tube. The maximum bending moment occurs on the top and bottom of the tube,
where the load is applied.

Mmax =
P ∗R
π

(8.7) II-beam =
7 ∗ h4

120
(8.8)

From, Mmax the necessary moment of inertia can be calculated using Equation 6.11. The height h
of the I-beam can be calculated from the moment of inertia needed as shown in Equation 8.8 [31]
(because the thickness is one tenth the height of the I-beam, thin-walled analysis is assumed). The
same dimensions of the frames are used for all frames in the fuselage to facilitate manufacturing.

8.3.3. Final Fuselage Structure
The material selected for the fuselage was once again Aluminum 6061-T6, as mentioned in Sec-
tion 6.4. This aluminum alloy provides excellent specific strenth and stiffness, and allows for a high
recycling percentage [33].
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The results of the structural model, including shear and moment distributions and the maximum deflec-
tion, are available in Figure 8.3. From these deflections, the component dimensions can be calculated.

(a) Shear distribution. (b) Moment distribution. (c) Deflection during 3.6g maneuver.

Figure 8.3: Results of the analytical structural model.

For the longerons, resistance to buckling over a length of 780mm proved to require a diameter of
27.5mm, while for yielding only 8.3mm was needed. The plates of the frame I-beams were also
calculated to require a length of 23.3mm to withstand the compression during landing. The dimensions
are shown in Figure 8.4.

(a) Longeron cross-section dimensions in
mm. (b) Frame cross-section dimensions inmm.

(c) 3-view including the modular payload
bay.

Figure 8.4: Structural component properties.

As mentioned in RFU-STR-3, the skin is expected to not carry any loads except aerodynamic loads.
Therefore, a skin thickness of 0.4mm was estimated based on literature, which is considered suffi-
cient to withstand the aerodynamic load profile [32]. Using the aluminum density of 2700 kg/m3 in
Section 6.4, the mass of the structure totals to 21.82 kg, as seen in Table 8.4 below.

Table 8.4: Total structural mass of the fuselage.

Component Amount [-] Individual mass [kg]
Longeron 5 2.08
Frame 5 1.04
Skin - 6.22
Mounting - 8.44
Total - 30.26

As observed in Table 8.4, the total structural mass includes an additional 8.44 kg for mounting. Due to
the limited scope of the design project, the exact mounting structure for each individual component in
the fuselage has not been designed. Therefore, this mass allocation has been obtained from literature
as a conservative estimate [5], leading to a total structural mass of 30.26 kg.
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8.4. Fuselage Design Verification
To guarantee compliance with requirements set on the landing gear and fuselage, the verification
methods set in Table 8.5 can be used.

Table 8.5: Fuselage design verification methods.

ID Verification method Discussion
RLG-VER-1 Demonstration Integrate system and perform test vertical take-off and landing.
RLG-HOR-1 Demonstration Integrate system and perform test horizontal landing.
RLG-SUP-1 Demonstration Apply equivalent load to nose and main landing gear, or integrate

system and load to MTOW.
RLG-COM-1 Analysis Check that the components are not designed in-house.
RFU-LAY-1 Inspection Measure fuselage length and width.
RFU-LAY-2 Analysis Use component mass and position to calculate center of gravity shift

during operational lifetime.
RFU-LAY-3 Inspection Measure distance between electrical components.
RFU-LAY-4 Inspection Check power plant position.
RFU-LAY-5 Demonstration Test communications system signal from above.
RFU-LAY-6 Demonstration Integrate components into fuselage and check field of view.
RFU-STR-1 Analysis,

Test
Analyze fuselage structure with high-fidelity techniques, then man-
ufacture and test prototype.

RFU-STR-2 Analysis,
Test

Analyze fuselage structure with high-fidelity techniques, then man-
ufacture and test prototype.

RFU-STR-3 Analysis Check skin loads during combined fluid-structure analysis.
RFU-STR-4 Analysis,

Test
Analyze fuselage structure with high-fidelity techniques, then man-
ufacture and test prototype with propeller integrated.

RFU-STR-5 Analysis,
Test

Analyze fuselage deflection with high-fidelity techniques, then man-
ufacture and test prototype.

RFU-STR-6 Demonstration Perform integration test with all components in the fuselage.
RFU-STR-7 Test Test prototype in adverse weather simulation conditions.

Though several verification methods in Table 8.5 require dedicated mechanical/weather testing facili-
ties (for example, the Delft Aerospace Structures andMaterials Laboratory in the Faculty of Aerospace
Engineering at TU Delft), compliance of the fuselage structure with the maximum load case require-
ment can be verified with a high-fidelity analysis.

Finite Element Analysis
As described in the verification strategy for RFU-STR-1, RFU-STR-2, RFU-STR-3, RFU-STR-4, and
RFU-STR-5, the fuselage structural design can be verified with an external solver. The ANSYS Me-
chanical suite was chosen to perform this verification. Due to the limited scope of the project, it was
decided to limit the analysis to the most critical aspects of the structural design, namely the heavily-
loaded circumferential fuselage frames.

The model of the fuselage frames was used as input geometry, with Al6061-T6 (elastic modulus of
69GPa, Poisson Ratio of 0.33) being assigned to the geometry. A two-tiered tetragonal mesh was
applied to the frame, with 4 cm elements in the upper half of the frame (which is expected to develop
lower stresses) and smaller 0.5 cm elements in the lower half of the frame. This mesh was observed
to converge to the solution in 8 s, and is represented in Figure 8.5a.

To simulate the real world scenario, the most constraining load case was selected, namely the frame
that supports the main landing gear (and therefore needs to transfer the highest load during taxi and
horizontal landing). To simulate the transfer of this load through the longerons, a 4504N static load
was applied on the upper surface of the frame, and a fixed support was applied to the bottom of the
frame, simulating the connection to the main landing gear. Frictionless boundary conditions were
applied to the vertical surfaces of the frame, as the structure is assumed to be stiff in the longitudinal
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direction. Therefore, only vertical deflection was analyzed. The loading and boundary conditions are
shown in Figure 8.5b.

(a) Fuselage frame finite element mesh. (b) Fuselage frame applied loads.

Figure 8.5: Fuselage finite element analysis settings.

Figure 8.5a includes an overview of element skewness. High element skewness can result in unreal-
istic deformation values. It may be observed that only 7 percent of elements have a skewness above
0.9, with these elements being observed to be the larger elements on the upper side of the frame. As
these elements are not in the area of expected maximum stress, the mesh is considered acceptable
for the analysis.

The static structural analysis was performed, resulting in a maximum vertical deflection of about
3.7mm at the top of the frame, as shown in Figure 8.6a. A maximum stress of 183MPa was found in
the lower flange of the frame, at the point where the flange connects to the landing gear. The stress
distribution for the lower side of the frame is shown in the close-up in Figure 8.6b.

(a) Fuselage frame deformation (exaggerated). (b) Local maximum equivalent stress.

Figure 8.6: Fuselage finite element analysis static results.

The static finite element analysis shows that the preliminary structural design is highly conserva-
tive, with lower deflections and stresses expected than calculated. However, an aspect that was
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not considered previously is the buckling of the frame, a factor to which it is susceptible due to its
one-dimensional loading scenario.

The ANSYS Workbench has also allowed for a linear eigenvalue buckling analysis to be performed.
The same constraints and loading case as in the static analysis were maintained (with the note that
out-of-plane buckling is not considered, as it is expected to be blocked by the stiffener longerons).
The first two modes were analyzed, and are shown in Figure 8.7a and Figure 8.7b.

(a) First buckling mode. (b) Second buckling mode.

Figure 8.7: First two fuselage buckling modes.

As observed in Figure 8.7, the first buckling mode represents full-frame lateral movement of the struc-
ture, while the second buckling mode represents localized flange buckling at the connection between
the landing gear support and the frame (in agreement with the maximum stress point shown above
in Figure 8.6b). The load multiplication factor for these two modes was found to be 14.2 and 32.6 re-
spectively, which means that the 4504N load needs to be multiplied with these factors for the buckling
mode to occur. As the simulated load represents the maximum load case, it is considered that these
buckling modes will not appear during the operational lifetime of the frame.

The finite element analysis has allowed for the structural design of the flight-critical fuselage frame to
be verified independently. As discussed in Table 8.5, further verification involves continued analysis
of the other structural components, as well as subsystem-level testing in a dedicated facility.



9 | Ground System and Operations

Similar to many UAV systems, the airborne segment is accompanied by a ground segment. In this
chapter, first the requirements for the ground system are identified in Section 9.1. Then, the ground
segment design is explained in Section 9.2 after which details are given on the mission profile and
operations of the entire system in Section 9.3. Finally, verification methods for compliance with the
ground system requirements are discussed in Section 9.4.

9.1. Ground Station Requirements
A multitude of requirements for the ground system design have been identified, which are repre-

sented in Table 9.1. These requirements are divided into two categories, firstly treating the operational
requirements, after going into communications. Finally, after the requirements are presented, each
requirement is rationalized appropriately.

Table 9.1: Identified operation requirements of mobile ground system.

ID Requirement description Origin
RGR-OPR-1 The ground station UAV deployment zone shall be capable of relocation. R-STK-5
RGR-OPR-2 Themobile ground station shall be able to transport the UAV according to

the road haulage regulations established by the European Commission.
R-STK-8

RGR-OPR-3 The mobile ground station shall be able to refuel and or charge the UAV
to full capacity.

R-STK-5

RGR-OPR-4 The mobile ground station shall be equipped for routine maintenance on
the UAV.

R-STK-4

RGR-OPR-5 The mobile ground station shall contain all necessary equipment to con-
nect the payload to the UAV.

R-STK-5

RGR-OPR-6 The mobile ground station shall have integrated storage space for alter-
native payloads.

R-SYS-8

RGR-OPR-7 The mobile ground station shall be able to autonomously power the
equipment necessary to perform the mission for no less than 14 days.

RGR-OPR-3

RGR-OPR-8 The mobile ground station shall fit into a space of 2.55 x 4 x 12m. RGR-OPR-2
RGR-OPR-9 The mobile ground station shall weigh no more than 40 t. RGR-OPR-2
RGR-OPR-10 The walls of the mobile ground station shall be manually deployable. RSK-TEC-

MGS-1.1
RGR-COM-1 The mobile ground station shall be able to communicate with external

sources about flood progression.
R-STK-2

RGR-COM-2 The mobile ground station shall autonomously process data provided by
the UAV.

R-MIS-4

RGR-COM-3 The mobile ground station shall have a direct link antenna to communi-
cate with the UAV.

R-MIS-4

RGR-COM-4 The mobile ground station shall have a secondary satellite communica-
tion option with the UAV.

R-MIS-3

RGR-COM-5 The mobile ground station shall be able to store 336 hours worth of
telemetry data locally.

R-SYS-3

RGR-COM-6 The mobile ground station shall be able to maintain a bandwidth of no
less than 10Mbps.

R-MIS-4

RGR-COM-7 The mobile ground station antenna shall have a link frequency between
30MHz and 10GHz.

R-MIS-4

RGR-COM-8 The mobile ground station shall be able to maintain a steady, uninter-
rupted connection for a range of 200 km.

R-MIS-3

RGR-COM-9 The mobile ground station main antenna shall have a 58.73 km commu-
nication range within direct line of sight of the UAV.

RGR-COM-3

Continued on next page

80



9.1. Ground Station Requirements 81

Table 9.1: Identified operation requirements of mobile ground system.

ID Requirement description Origin
RGR-COM-10 The link shall have a latency of no more than 250ms within 8.25 km of

the ground station.
RGR-COM-3

RGR-COM-11 The link shall have a latency of no more than1.25 s beyond 8.25 km from
the ground station.

RGR-COM-4

RGR-COM-12 The mobile ground station shall communicate unprocessed telemetry
data with external data processing servers in case of ground station data
processing unit failure.

RSK-TEC-
MGS-5

RGR-COM-13 Themobile ground station shall be able to connect to the cellular network
to send and receive data.

RSK-TEC-
MGS-6

• RGR-OPR-1 flows from R-STK-5. Flexibility in deployment location can be achieved by making
the ground station mobile. Additionally, mobility of the ground station reduces downtime, since
inactive ground stations could be moved to an area of risk preemptively.

• RGR-OPR-2 flows from the European public road regulations1. As these are considered the
strictest in the world, these are taken as a baseline for the ground station requirement.

• RGR-OPR-3 flows from the circumstance in which the UAV is deployed. As floods may occur
for prolonged amounts of time, is it integral that the UAV can be refueled at the ground station.

• RGR-OPR-4 follows logically from the previous requirement. When monitoring a disaster area
for prolonged periods of time, it is important that the mobile ground system is able to repair minor
damages that might occur to the UAV during regular operation.

• RGR-OPR-5 flows from R-SYS-8, according to which the UAV is to possess a modular payload
bay, so the mobile ground system should contain the correct tools to integrate different payloads.

• RGR-OPR-6 follows from the previous requirement. The distinct payloads should have an inte-
grated storage place on the mobile ground system.

• RGR-OPR-7 has been set up so that the operations of the ground systems can be carried out
continuously, even if the power grid fails, which is common during disaster events [62]. Serinaldi
et al. found that the probability of a flood lasting longer than 7 days is above 10% (excluding
avalanche-related floods), and can reach up to 67% for monsoon and snowmelt-related floods
[63], fourteen days were therefore chosen to stay above the median length of a monsoonal rain
flood, which is the longest type of flooding event.

• RGR-OPR-8 is again a result of the European road regulations.
• RGR-OPR-9 flows from the road regulations, similar to RGR-OPR-8.
• RGR-OPR-10 flows from an identified risk, RSK-TEC-MGS-1.1, which states the importance of
manually deployable container walls (TRRC-17), as failure to do so may jeopardize the success
of the mission by preventing UAV preparations or take-off.

• RGR-COM-1 follows directly from R-STK-2.
• RGR-COM-2 follows from the need to process the down-link data in such a way that it is di-
gestible for the operators. For example, by displaying the information on a HUD and displaying
sensor data such as live overlaying of photogrammetry and LIDAR data.

• RGR-COM-3 follows from the existence of the satellite connection imposed by RG-COM-4. It
cannot be guaranteed that the latency requirement imposed by RG-COM-10 is met, and there-
fore a direct link shall be employed.

• RGR-COM-4 flows from the use of the 4/3 curving radio wave propagation rule, which is valid
for low altitudes [64, 65], a minimum ground station height or aircraft altitude of 2549.4m can be
calculated for direct line of sight at 200 km. Since the UAV may need to operate below 500m
while performing monitoring or intervention tasks, using only a ground station antenna is unfea-
sible. Though other options were also investigated, such as a tethered balloon, low-frequency
radiowaves or a secondary UAV relay, these options were also found to be unfeasible due to
low resistance to inclement weather [66], inconsistent bandwidth [65, 67, 68], or unacceptable

1https://transport.ec.europa.eu/transport-modes/road/weights-and-dimensions_en/
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design effort. The only remaining feasible option is having a satellite terminal on both the UAV
and the ground station to allow for operations outside direct line of sight.

• RGR-COM-5 uses the justification as RG-OP-7, in case of a communications blackout during a
flood. Local data storage ensures that non-critical imaging data will not tax the local emergency
communication network [63].

• RGR-COM-6 flows from the link budget as determined in Chapter 3. This is the bit rate which
the ground station shall be able to communicate with the UAV.

• RGR-COM-7 dictates a frequency of 30MHz number, which follows from the 30 to 300MHz VHF
range. From this point, antenna size becomes reasonable, and these frequencies are typically
used for air radio [65]. Beyond 10GHz the atmospheric attenuation becomes unreasonable. For
example, the attenuation at 10GHz is only 0.012 dB/km, and at 20GHz it climbs to 0.1 dB/km,
or an increase of 3 dB to 20 dB over 200 km [69]. Similar drones with high range such as the PD-
2 operate in a variety of frequency bands: 433MHz, 868MHz, 900MHz, 2.4GHz, and 5.8GHz
2. This range is primarily given as a constraint for a possible link budget analysis in detailed
design.

• RGR-COM-8 follows directly from R-MIS-3.
• RGR-COM-9 follows from the cruising height of 150m and the ground station height of 4m from
RG-OP-8. With this altitude, a maximum line of sight distance can be calculated of 58.73 km
using the 4/3 radio wave propagation rule [64].

• RGR-COM-10 follows from the findings of de Vries [70], demonstrating that delays beyond
250ms lead to unacceptable handling qualities, which is not tolerable during a possible man-
ual takeoff and landing of the UAV. Another reason supporting this number is the similarity of
this finding with the median reaction time of a human, which is 273ms 3. The 8.25 km value fol-
lows from how far a 4-meter high ground station can see over the horizon, where the 4m comes
from RG-OP-8, the calculation was performed using the 4/3 rule [64].

• RGR-COM-11 follows from an analysis of pilot performance during simulated dogfights at differ-
ent latencies, where it was found that delays above 1.25 s were unacceptable for manual flying
[71]. Even though dogfighting is an extreme example, maneuvering in stormy conditions might
require sudden corrections. The 8.25 km number follows from the rationale of RG-COM-10.

• RGR-COM-12 is an important requirement, allowing the ground station to perform its task of
data processing and alerting external parties even when the internal processor fails (TPRC-38).

• RGR-COM-13 hooks into RGR-COM-12, which allows the ground station to communicate with
external parties (TRRC-21).

9.2. Ground Station Design
Following the identification of the requirements discussed above, the decision has been made to base
the design of the ground station on a standard high cube 12-meter sea container. This container has
a width of 2.35m, a length of 12m, and a height of 2.93m 4. Using such a standardized base of
operations ensures that it can be transported anywhere with typical land or sea logistics.

The ground segment is to be divided into two 6-meter-long segments. The first segment would con-
tain everything required for operations and minor maintenance, including a small office space, a work-
bench, space for electronics, generator storage, a fuel tank, personal storage space, and payload
storage space. This segment would also contain the antenna dish on top of the container, which
would unfold upward to increase its height above the ground.

The second segment would contain the drone itself, including its components, and would be capable
of unfolding to allow for assembly and vertical take-off and landing of the airborne segment. The idea
is that the drone fuselage, wing, and powerplant would be stored separately, and attached together

2https://ukrspecsystems.com/uascomponents/tracking-antenna-system-uav
3https://humanbenchmark.com/tests/reactiontime
4https://www.tts-transocean.com/en/information/container-dimensions/
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after the second segment unfolds. The feasibility of constructing the drone on location is based on
the fast deploy design visible on many drones by YANGDA where wings, engines and, empennage
can be attached quickly using clips 5.

With the main functionalities explained, significant design effort has been dedicated to the design of
individual subsystems for the ground segment. These capabilities are discussed below.

1. Power and Refueling System: To adhere to RG-OP-3, the ground station is to include an
onboard power system. For this, it will provide two different options. The first and preferred
option is plugging the station into the local power grid. This allows the ground station to be
powered for indefinite lengths of time. However, in case of a power outage, an on-site generation
option must also be included.

For this, the station will contain a battery, capable of running the ground system for 12 hours.
This should be enough to run one mission cycle on batteries. To adhere to RG-OP-7, the ground
station will include a generator and fuel tank. This generator can, when necessary, be activated
to recharge the battery and power the systems.

Additionally, a fuel tank is included to fuel the generator. This fuel tank would require a capacity to
power the generator for the 14-day duration. It has been determined that this generator should
be a standby generator, as these are designed to run continuously for prolonged durations 6.
This generator can be moved outside of the ground system when operational, to reduce internal
heat, prevent dangerous emissions for the operating crew, and reduce noise for the operators.

By using a generator that runs on the same fuel source as the UAV, a single fuel tank can be
used for both powering the ground station and refueling the UAV.

2. Maintenance and Storage Capabilities: To adhere to RGR-OPR-4, an onboard system for
maintenance needs to be included for the ground system. Therefore the mobile ground station
includes a workbench where smaller parts can be repaired or prepared for the flight. This only
treats damage or effects that occur during normal operation of the UAV. In addition, the ground
station should include all tools necessary to assemble the aircraft and to apply the different
payloads to adhere to RGR-OPR-5.

In addition, the modular nature of the UAV allows for easy replacement of damaged components
such as the tail and vertical propellers. This ensures prolonged operations from the ground
station, without the requiring reliability on outside resources.

The mobile ground station shall also include ample storage space to adhere to RGR-OPR-6.
For this, it will include storage for personal belongings, food, and basic safety equipment such
as fire extinguishers. As well as a storage space for the different payloads.

3. Command and Data Handling System: One of the main functionalities of the ground system
is to function as a command center for the UAV. For this reason, the preliminary design of
the ground system includes a desk with monitors from where the UAV can be controlled and
monitored by two operators. The data handling itself is done through the computer present
within the mobile ground station.

4. Data Transmission System: To adhere to RGR-COM-9 the ground station will have an RF
antenna on top to allow near-range communication with low latency to adhere to RGR-COM-10
for primarily takeoff and landing. To reach the 200 km range imposed by RGR-COM-8, and to
provide onboard internet access for external communication forRGR-COM-1, a satellite terminal
will be installed on the ground station. Backup internet acess for smaller commands can be
handled by surrounding cellular networks, if available.

5https://www.yangdaonline.com/vtol/
6https://rcaelectric.com/2022/10/25/how-long-can-a-backup-generator-continuously-run/
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In Figure 9.1, a graphical representation of the designed ground station is shown. Each component
is numbered, with further description below.
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Figure 9.1: Visualization of the ground station layout, with numbers representing each component. The bottom left corner
shows the stowed configuration (with the antenna still upright). The roof is made transparent, and the chair model
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1. Container section containing crew during
ground operations

2. Command center including monitoring and
operating displays

3. Radio dish for medium-distance communi-
cation with UAV

4. Storage space for personnel and safety
equipment

5. Workbench with storage for UAV spare parts
6. Data handling electronics and a satellite in-

ternet terminal
7. Battery pack and electrical systems
8. Payload storage space and assembly/pay-

load tools. It would open from the side of

the UAV platform.
9. Fuel tank and refueling system for UAV
10. External generator (normally stored under

battery and accessible from outside)
11. VTOL propeller storage during transport

(disconnected)
12. UAV fuselage
13. Wing storage during transport (discon-

nected)
14. Walls of the container, functioning as a

VTOL platform for UAV when deployed.
15. Wall of the container, functioning as a ramp

for on- and offloading of UAV and supplies
when deployed

Notes on Mobile Ground System Design
The configuration described above covers the functionality required for the mission of the UAV, but
may still lack some practicalities. Firstly, as floods can last multiple days or even weeks, additional
living quarters and sanitary facilities for the crew should be considered. However, this falls within the
responsibilities of the client and is thus not considered within the scope of this project. Furthermore,
climate control, windows, and insulation would be required in the final design, to provide a comfortable
working environment.

7https://grabcad.com/library/cr-gw3015e1kz1k-chair-1
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Secondly, some safety considerations have been made. In the current layout, the UAV VTOL platform
is distanced as far as possible from the ground crew. Also, a second door has been implemented for
fire safety, in case electronics or fuel catch fire and escape from the back is not possible.

Next, a small note should be made on the sizing of subsystems within the current layout. As this is still
a conceptual design, the exact sizes have not been determined. This acts as a schematic and as an
aid for future detail design. However, it does provide a reasonable overview on the budget allocation
for such a ground station. For example, the current size of the fuel tank in this infographic (9) is 1.792
x 1 x 0.8m, already providing 1433.6L of fuel, despite its seemingly small size in the figure.

9.3. Mission Profile
Due to the strong integration between the mobile ground system and the UAV, the complete mission
can be seen as three separate segments. Firstly, the Joint Segment (abbreviated as JS) consists of
the UAV and the mobile ground system together. This is applicable during transport and the setup of
the system. Secondly, there is the Airborne Segment (AS), which consists solely of the UAV once it is
operated separately from the ground segment. This includes any payload it may carry. Finally, there
is the Ground Segment (GS). This consists of the mobile ground system, which during the airborne
mission is mostly used to control the UAV, and handle data.

On Page 89, the mission profile is shown for an optimal mission. It is important to note that this
diagram only depicts each event happening once. However, in reality, it may be possible to monitor
multiple areas, requiring the UAV to go in and out of cruise flight before performing its task again.
Similarly, it is also possible to refuel the UAV after landing and repeat a similar mission, without fully
packing up the joint segment.

In the following subsections, every mission section is elaborated upon, along with characteristic data
per phase. Here, the same identifiers are used as in the mission profile graphic. After the mission
phases have been discussed, an overview is given of communication and data handling per phase
of the airborne mission phases.

9.3.1. Joint Segment Phases
The following mission profile phases are handled by the joint segment.

• MP-JS-1 - Transport to determined ground station location: The mission starts when the
operator determines that the deployment of the UAV is necessary. Once this decision has been
made, the mobile ground station (which includes the disassembled UAV) will be transported to
the deployment location. In this phase, either road, train, air, or naval infrastructure may be
used.

• MP-JS-2 - Arrive at take-off location and start preparations: Once the destination has been
reached, the mobile ground station will start its set-up, which consists of starting up its power
supply and deploying the container walls. In addition, the satellite internet terminal is initiated.
If available at the determined location, the ground station can connect to the power grid.

• MP-JS-3 - Assemble UAV and insert required payloads: During transportation, the UAV is not
fully assembled. Therefore, the first step for the UAV is to be assembled, using the tools present
on the ground station. Finally, the mission specific payload can be prepared and inserted into
the UAV.

• MP-JS-4 - Shut down and disassemble UAV: Once the UAV finishes performing its mission,
and it has landed back on the ground station, it can be shut down and disassembled. Its com-
ponents should also be checked for damage, which if applicable can be repaired on the ground
station.

• PM-JS-5 - Prepare ground station and UAV for transport: In order for the mobile ground
system to be transported back to the standby location, it should be prepared for transport. This
means retracting the ground station walls, applying the tarp, and stowing loose components.
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• PM-JS-6 - Transport to standby location: Finally, themobile ground station can be transported
back to its standby location. Here, it can again be stored until the next deployment. Similarly to
PM-JS-1, this can be done using existing infrastructure.

9.3.2. Ground Segment Phases
Once the ground segment and the airborne segment separate, their respective functionalities are
treated as different mission phases even when running in parallel. In the following list, the ground
segment mission phases are elaborated upon. Overall, the combined mission profile is shown in
Figure 9.4 on Page 89.

• MP-GS-1 - Prepare ground station formission and build up antenna: This is the first mission
phase where the ground segment is treated separately. Here, the control systems are set up,
and the antenna stationed atop the station is initiated.

• MP-GS-2 - Control, communicate and share data with UAV: For the majority of the mission,
this will be the function of the ground station. It will both directly and indirectly control the UAV,
and transmit data from external flood monitoring parties. From the UAV, it will receive a variety
of data, which is to be discussed in more detail below. During this phase, it is connected to the
satellite network.

• MP-GS-3 - Shut down ground station and pack up antennae: After the UAV has returned to
the mobile ground station, the ground system can be shut down and packed up. Power systems
can be disconnected or turned off, and the antenna can be folded down.

9.3.3. Airborne Segment Phases
For the majority of the mission, the UAV will be airborne and therefore it is necessary to assess its
different phases throughout the mission. As the mission types vary greatly, the shared phases are
summed up below.

• MP-AS-1 - Perform vertical take-off, transition to horizontal flight, and climb to required
altitude: After assembly, the UAV can perform vertical take-off. The vertical motors elevate
the UAV to the transition altitude of 50m. The UAV will transition to horizontal flight by using
the horizontal pusher motor to accelerate to stall velocity. The vertical motors can then be shut
off. In horizontal flight, the UAV will climb to a mission-specific altitude. This phase can take
between 0.1 hours and 0.2 hours, depending on the altitude of the required climb. During this
time, direct link communication is used to ensure low latency controllability, for which the radio
antenna is used.

• MP-AS-2 - Perform Mission: After climb, the UAV can perform its mission. This phase can
take up to 10 hours, depending on the amount of flight to reach the location and the fuel used to
reach it. In this phase, the UAV communication method will transition to satellite communication.
During cruise, the drone can either be manually controlled or commanded to follow specified
waypoints.

• MP-AS-3 - Descend, transition to vertical flight and perform vertical landing: The UAV will
descend to the transition altitude of 50m and slow to the stall speed of 26 m

s . From stall speed,
the UAV transitions into vertical flight by slowing down beyond stall while turning on the vertical
engines to produce lift. In vertical flight, the UAV will perform a vertical landing at the ground
station. This phase can take between 0.1 hours and 0.2 hours, depending on the altitude of the
required descent. The communication method will switch back to radio control, to ensure low
latency during the vertical landing phase.

9.3.4. Operational Mission Specification
These phases can be varied based on the mission performed. Two distinct types of missions will be
performed, however in reality a combination of these mission types might be performed. The first
mission type is the monitoring mission, which is optimized for endurance, and aims to cover large
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areas to effectively monitor the flooding or risk areas. This mission type is graphically represented in
Figure 9.2. In this graphic, the different mission phases, durations and characteristics can be found.

Figure 9.2: Visualization of monitoring mission profile

The second distinct mission profile is the intervention mission, which is a rapid-response mission to
drop an intervention payload at a distant location, after which it will fly back at cruise speed. Again,
the mission phases, durations and characteristics can be seen in Figure 9.3.

Figure 9.3: Visualization of intervention mission profile

Overall, the combined mission profile is shown in Figure 9.4 on Page 89.

9.4. Ground System Verification
In this section, the verification methods and for the ground station requirements are listed, originating
from Table 9.1.

Table 9.2: Ground system requirement verification methods

ID Verification method Discussion
RGR-OPR-1 Demonstration This can easily be demonstrated by moving the ground station

using various modes of transport.
RGR-OPR-2 Inspection,

Demonstration
The large number of requirements can be satisfied by inspecting
and demonstrating the system, to show its compliance.

Continued on next page
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Table 9.2: Ground system requirement verification methods

ID Verification method Discussion
RGR-OPR-3 Demonstration The ground system should refuel the UAV to demonstrate the func-

tionality of this requirement.
RGR-OPR-4 Inspection,

Demonstration
The necessary components should be inspected, after which a
demonstration of maintenance procedures will verify compliance.

RGR-OPR-5 Inspection,
Demonstration

The necessary components should be inspected, after which a
demonstration of a payload switch will verify the compliance.

RGR-OPR-6 Inspection,
Demonstration

The designated spaces should be inspected, after which a demon-
stration of alternative payload storage will verify the compliance.

RGR-OPR-7 Test A test should be performed to assess the functioning of the gener-
ator, to assess its long-term performance and fuel consumption.

RGR-OPR-8 Inspection The dimensions of the ground system can easily be verified by
inspection.

RGR-OPR-9 Inspection The ground system can be placed on a specialized scale, and its
mass can be verified by inspection.

RGR-OPR-10 Demonstration Themanual deployment of the ground station walls can be demon-
strated.

RGR-COM-1 Demonstration A functional link with external parties can be verified by demon-
stration the live connection.

RGR-COM-2 Demonstration The complete data infrastructure can be verified by demonstrating
its functionality.

RGR-COM-3 Demonstration The ground and the airborne segment can be taken a sufficient
distance apart to demonstrate the functionality of the link.

RGR-COM-4 Demonstration A functional link with external parties can be verified by demon-
stration the live connection.

RGR-COM-5 Test The data storage component of the ground station can be tested
to determine its functional data capacity.

RGR-COM-6 Demonstration The required data rate can be demonstrated by sending and re-
ceiving data of known size, and testing its limits.

RGR-COM-7 Test This can be tested in a cost-effective manner in a laboratory.
RGR-COM-8 Demonstration This can be demonstrated by performing a fully integrated flight

test and flying further to test communication limits.
RGR-COM-9 Demonstration This calculation can be verified by performing a flight test and de-

termining at what distance the line-of-sight communication fails.
RGR-COM-
10

Test This can be tested by positioning the communication system on
the ground, and moving it further away from the ground system.
At the given distance, the connection should lose line-of-sight.

RGR-COM-11 Test The communication system should be tested in worst-case condi-
tions, to confirm that the maximum latency is not exceeded.

RGR-COM-
12

Demonstration The ground station should send its data over the cellular network
to an external processing server, where the data can be analyzed
and this requirement can be verified.

RGR-COM-
13

Test The data handling and communication infrastructure of the ground
station will receive and send test data over the cellular network.

The verification methods in section 9.4 involve either test, inspection, or demonstration of ground sys-
tem capabilities. Therefore, they will have to be performed once the ground station is itself integrated
(either by refitting a transport container or by manufacturing it directly). It is expected that individual
ground control components can be acquired before or during this integration, so individual function-
alities related to communications and/or data control may be tested in an accelerated manner. As
discussed in Chapter 3, such testing could occur at a rented out range with free airspace, such as the
local range at ASK ’t Harde.
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10 | Technical Risk Assessment

Based on the functionality of the FLOWS mission in its entirety, the technical risks concerning the
system can be assessed. In detailed design, subsystems designs were worked out, and their spe-
cific failure modes are identified in item 10.1. These risks, along with those previously identified, are
explained in Section 10.2, together with the framework used for quantification. Then, Section 10.3
covers the strategies employed for contingency and mitigation, and their application to the risks pre-
viously described, and Section 10.4 quantifies these aspects in a dedicated risk map.

10.1. Fault Tree Analysis
Within a complex design, determining the possible failure modes that may bring about undesired
events and faults is an essential procedure to ensure the safety and reliability of the mission. To
identify these events, a fault tree diagram is created by separating the subsystems and analyzing the
individual failure modes for each of their components. By identifying the set of events that may cause
the failure of a component, they can be subsequently analyzed to determine what action is needed to
maintain operation through redundancy, maintenance, or replacement.

The UAV was split up into the following subsystems. The subsystems are split up into smaller failure
modes. If any section fails, the UAV will not be able to complete its mission.

1. Propulsion System Failure: Issues occurring in either the electric motors or the propellers
affect UAV’s capability of producing thrust.

2. Structural Failure: Issues in any structural component, affecting the UAV’s ability to resist
physical loads.

3. Power System Failure: Issues in the power generation or distribution substructure, affecting
any component that requires electricity.

4. Control System Failure: Issues in control surfaces and operational architecture, affecting the
controllability of the UAV.

5. Communication System Failure: Issues in communication to and from the ground station,
affecting the data transfer and command handling.

6. Payload Failure: Issues in the monitoring or intervention payload, preventing the UAV from
performing the mission.

These failure modes were broken down and assessed in detail in a fault tree diagram as shown in
Figure 10.1.
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10.2. Risk Assessment
A technical risk analysis is performed to assess what functionalities of the FLOWS system present the
highest risk such that they can be mitigated, guaranteeing system performance. Table 10.1 shows
the system used for accessing the risk level. This risk is calculated as follows: Risk (R) = Likelihood
(L) x Consequence (C), with the description of each of these being presented in Table 10.1. Due to
the large engineering effort required to quantify every risk on basis of historical data, these risk scales
are qualitative.

Table 10.1: Qualitative scales used during risk assessment.

Potential Likelihood (L) Potential Consequence (C) Risk Levels

1
Extremely Unlikely: Failure
condition never expected to occur
during operational lifetime.

1
Negligible: Failure condition has negligible effect on
schedule, technical performance, cost or other available
resources. There is no observable change in the project.

1-3 = Low

2

Unlikely / Remote: Failure
condition is expected to occur -
at most - once during its
operational lifetime.

2

Minor: Failure condition does not significantly impact
schedule, technical performance or other available
resources. There may be minor delays and/or changes
required in available budgets.

4-9 = Medium

3

Possible / Occasional: Failure
condition is expected to occur
once or twice during its
operational lifetime.

3

Major: Failure condition results in noticeable schedule
delay and/or change in other available resources.
Action must be taken by design team and/or
operator in order to resolve the problem.

10-16 = High

4

Likely / Reasonably Possible:
Failure condition is expected to
occur several times during its
operational lifetime.

4

Hazardous: Failure condition results in a major
schedule delay or has significant effect on other
available resources. Action must be taken by the
design team and/or operator to resolve the problem.

20-25 = Very High

5

Almost certain / Frequent:
Failure condition is expected to
occur during almost every mission
during operational lifetime.

5

Catastrophic: Failure condition results in the worst
credible outcome and may halt the project to a complete
stop due to a lack of resources. Action must be taken by
the design team and/or operator to resolve the problem.

The technical risks associated with FLOWS mission are presented in Table 10.2. The identifiers of
the risks are constructed as follows: firstly, RSK-TEC stands for ’Risk Technical’ to differentiate it from
an organizational risk. Then, the category under which the risk falls is specified. These categories
are: JS (Joint Segment), VTOL (Vertical Take-Off and Landing), PROP (Propulsion), PLD (Payload),
POW (Power), STR (Structures), ADC (Attitude Determination and Control), CDH (Command and
Data Handling), and GS (Ground Segment). In addition, although these are not the main focus of
the assessment, there are several risks outside of the mission: PROD (Production), TRANS (Trans-
portation), MAINT (Maintenance), and EOL (End Of Life). Any other risks that do not fall under any
of the aforementioned categories are handled in MISC (Miscellaneous). The final part of the identifier
contains two numbers separated by a decimal point, the first one specifying the event and the second
being the specific cause for that event.

Table 10.2: Initial risk assessment.

ID Event Cause Effect L C R
Production (PROD)

RSK-TEC-
PROD-1.1

Parts not avail-
able Shortage of materials

Production is delayed and possible design re-
visions are needed if material unavailability is
permanent

3 3 9

RSK-TEC-
PROD-1.2

Manufacturing of parts by external
parties is delayed Assembly is delayed 4 3 12

RSK-TEC-
PROD-2.1

Injury to per-
sonnel during

Inadequate handling of heavy equip-
ment or dangerous machinery

Reduced productivity, delay in production
times 3 2 6

RSK-TEC-
PROD-2.2

production or
assembly

Inadequate handling of other risk
sources (electronics, hazardous
substances, etc.)

Reduced productivity, delay in production
times 3 3 9

RSK-TEC-
PROD-3.1

Parts or sys-
tems fail dur-
ing testing

Manufacturing defect found during
non-destructive testing

New part needs to be manufactured causing
delays that might propagate to the assembly
phase

3 2 6

Continued on next page
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Table 10.2 – continued from previous page
ID Event Cause Effect L C R
RSK-TEC-

PROD-3.2
Integrated software fails testing Software needs bugfixing or redesign caus-

ing delays and cost 3 3 9

RSK-TEC-
PROD-3.3

Fluid leaks found
Leaks need to be repaired or new parts need
to be installed causing delays and cost. Pos-
sible damage to other parts due to the fluids

3 3 9

RSK-TEC-
PROD-3.4

Fluid leaks found
Leaks need to be repaired or new parts need
to be installed causing delays and cost. Pos-
sible damage to other parts due to the fluids

3 3 9

RSK-TEC-
PROD-3.5

Installation or assembly error Disassembly and rework required causing
delays and additional costs 4 3 12

RSK-TEC-
PROD-4.1

Injury to per-
sonnel during
testing

Inadequate handling of equipment
or testing machinery

Reduced productivity, delay in production
times 2 3 6

Transportation (TRANS)
RSK-TEC-
TRANS-1.1

Part or assem-
bly is Inadequate packaging of hardware Parts need repairing causing delays and cost 2 2 4

RSK-TEC-
TRANS-1.2

damaged dur-
ing transport

Hardware is dropped during han-
dling Parts need repairing causing delays and cost 3 2 6

RSK-TEC-
TRANS-1.3

Hoisting equipment malfunctions
during transport

Assembly needs repairing, causing delays
and cost 1 3 3

RSK-TEC-
TRANS-2.1

Injury to per-
sonnel during
transport

Inadequate handling of heavy or
hazardous equipment

Reduced productivity, delay in transport
times 3 2 6

RSK-TEC-
TRANS-3.1

Parts go miss-
ing Parts are lost during transport

Time is needed to find the missing parts or
new parts must be manufactured which also
increases cost

2 2 4

RSK-TEC-
TRANS-3.2

Access by unauthorized personnel
Time is needed to find the missing parts or
new parts must be manufactured which also
increases cost

2 2 4

Joint Segment (JS)

RSK-TEC-
JS-1.1

Faulty mission
plan

Incorect payload and fuel estimated
to perform mission

Mission cannot be performed and a new mis-
sion with a different payload and/or fuel must
be planned causing delays

2 3 6

RSK-TEC-
JS-1.2

Situation drastically changes after
system deployment

Mission cannot be performed and a new mis-
sion with a different payload must be planned
causing delays

3 3 9

RSK-TEC-
JS-1.3

Container
walls cannot
be deployed

Wall deployment mechanism actua-
tors fail

The ground system cannot be deployed and
the UAV cannot be assembled 3 3 9

RSK-TEC-
JS-1.4

System can-
not be de-
ployed

System fails one or more pre-flight
calibration tests Parts might need repairing or replacement 3 3 9

RSK-TEC-
JS-1.5

The wind im-
pairs ground

The deployable walls cannot be de-
ployed

The ground system cannot be deployed and
the UAV cannot be assembled 3 3 9

RSK-TEC-
JS-1.6

station deploy-
ment

The heavy winds prevent or jeopar-
dize the assembly of the UAV

The UAV cannot be assembled, or becomes
damaged during the assembly attempt 4 4 16

RSK-TEC-
JS-1.7

Ground sta-
tion tools

No power available from external
power grid

The UAV assembly and deployment is de-
layed or not possible 3 3 9

RSK-TEC-
JS-1.8

fail The assembly tool itself fails 3 3 9

RSK-TEC-
JS-2.1

Ground sta-
tion relocation Traffic present on roads The ground station cannot perform its mis-

sion on time 4 3 12

RSK-TEC-
JS-2.2

is delayed Selected location is not available or
reachable

Ground station must move to an alternate lo-
cation 3 3 9

RSK-TEC-
JS-2.3

System can-
not be de-
ployed

System is damaged during trans-
port

System needs to be repaired with spare parts
if available, else the mission cannot be per-
formed and must be planned for a later date

2 3 6

Vertical Take-Off and Landing (VTOL)

RSK-TEC-
VTOL-1.1

System can-
not take off

Weather conditions are incomp-
taible with vertical take-off capabili-
ties

Mission is delayed or cannot be performed at
all 3 4 12

RSK-TEC-
VTOL-1.2

Obstructed take-off surface or sur-
rounding area

Relocation of take-off site is required and
may cause delays to the mission 2 2 4

RSK-TEC-
VTOL-2.1

System can-
not land

Weather conditions are incomp-
taible with landing capabilities

Loitering is needed to wait until better
weather conditions or a horizontal emer-
gency landing must be performed

3 3 9

Continued on next page
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Table 10.2 – continued from previous page
ID Event Cause Effect L C R
RSK-TEC-

VTOL-2.2
System cannot transition to vertical
flight mode Horizontal emergency landing is required 2 3 6

RSK-TEC-
VTOL-2.3

Obstructed landing surface Relocation of landing site is required andmay
cause delays to the mission 2 2 4

Propulsion (PROP)
RSK-TEC-
PROP-1.1

Failure of hori-
zontal or Shaft failure Motor failure, loss of propulsion function;

emergency landing is necessary 2 4 8

RSK-TEC-
PROP-1.2

vertical motor Ingress protection failure 3 4 12

RSK-TEC-
PROP-1.3

Stator winding failure 2 4 8

RSK-TEC-
PROP-1.4

Cooling failure 3 4 12

RSK-TEC-
PROP-1.5

ESC Unit failure 2 4 8

RSK-TEC-
PROP-2.1

Failure of hori-
zontal or Seizure Propeller failure, loss of propulsion function;

emergency landing is necessary 2 4 8

RSK-TEC-
PROP-2.2

vertical pro-
peller Blade damage 2 4 8

RSK-TEC-
PROP-2.3

Foreign object damage 3 4 12

Payload (PLD)
RSK-TEC-
PLD-1.1

Deployment
failure

Payload bay or release mechanism
hardware failure

Loss of intervention payload functions; mis-
sion may be terminated and return to base 3 3 9

RSK-TEC-
PLD-1.2

Payload bay or release mechanism
software error for repairs may be required 4 3 12

RSK-TEC-
PLD-1.3

Failure to per-
form mission Target acquisition issues 4 3 12

RSK-TEC-
PLD-1.4

Unsuitable weather conditions 3 3 9

RSK-TEC-
PLD-2.1

Multispectral
Gimbal failure Hardware failure Loss of monitoring payload functions, loss of

data measurement and gathering; mission 2 3 6

RSK-TEC-
PLD-2.2

or Bathymetric
LIDAR failure Sensor obstruction may be terminated and return to base for re-

pairs may be required 5 3 15

RSK-TEC-
PLD-2.3

Software error 2 3 6

Power (POW)
RSK-TEC-
POW-1.1

Power Man-
agement CAN failure Power Management System failure; all sys-

tems become inoperative, unpowered 3 5 15

RSK-TEC-
POW-1.2

System failure Relay failure emergency landing may result in collateral
damage 2 5 10

RSK-TEC-
POW-1.3

Microcontroller failure 2 5 10

RSK-TEC-
POW-1.4

Wiring failure 4 5 20

RSK-TEC-
POW-1.5

PDU Unit failure 2 5 10

RSK-TEC-
POW-2.1

ICE failure Fuel is exhausted Power supply failure; loss of power; emer-
gency landing is required 3 5 15

RSK-TEC-
POW-2.2

Cooling failure 3 5 15

RSK-TEC-
POW-2.3

Hardware failure 3 5 15

RSK-TEC-
POW-2.4

Rotor seizure 2 5 10

RSK-TEC-
POW-2.5

Battery failure Cooling failure Power supply failure; loss of power; emer-
gency landing is required 3 5 15

RSK-TEC-
POW-2.6

Short/Open circuit 3 5 15

RSK-TEC-
POW-2.7

BMS Unit failure 2 5 10

RSK-TEC-
POW-2.8

Battery degradation 3 5 15

Structures (STR)
Continued on next page
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Table 10.2 – continued from previous page
ID Event Cause Effect L C R

RSK-TEC-
STR-1.1

Structural fail-
ure of empen-
nage

Fatigue, physical damage Primary structural failure; total loss of aircraft
functions 3 5 15

RSK-TEC-
STR-2.1

Structural fail-
ure of wing 3 5 15

RSK-TEC-
STR-3.1

Structural fail-
ure of boom 3 5 15

RSK-TEC-
STR-4.1

Structural fail-
ure of mount-
ing structure

Fatigue, physical damage Secondary structural failure; emergency
landing and repair is necessary 3 3 9

RSK-TEC-
STR-5.1

Structural fail-
ure of landing
gear

Fatigue, physical damage, brake
failure

Secondary structural failure; loss of VTOL
functions, horizontal emergency landing is re-
quired

3 4 12

RSK-TEC-
STR-6.1

Insulation fail-
ure

Fatigue, physical damage, mount-
ing structure misalignment

Secondary structural failure; substances can
enter the UAV and contaminate hardware;
emergency landing and repair is necessary

3 4 12

Attitude Determination and Control (ADC)
RSK-TEC-
ADC-1.1

Flight Com-
puter or INU Software error Autopilot failure, increased pilot workload;

emergency landing is required 3 4 12

RSK-TEC-
ADC-1.2

failure Hardware failure 2 4 8

RSK-TEC-
ADC-2.1

Aileron, rud-
der, or Servo failure Control surface malfunction, loss of roll rate,

yaw, or pitch control; emergency landing is 2 3 6

RSK-TEC-
ADC-2.2

elevator fail-
ure Fatigue required 3 3 9

RSK-TEC-
ADC-2.3

Physical damage 3 3 9

RSK-TEC-
ADC-3.1

Control cam-
era failure Hardware failure Control failure: loss of pilot vision; emer-

gency landing is required 2 5 10

RSK-TEC-
ADC-3.2

Software error 2 5 10

RSK-TEC-
ADC-3.3

Lens obstruction 5 5 25

Command and Data Handling (CDH)
RSK-TEC-
CDH-1.1

Data handling
unit failure Hardware failure Radio or satellite communication failure: atti-

tude, control, and/or measurement data is 2 4 8

RSK-TEC-
CDH-1.2

Software error (partially) lost, corrupted or incorrect. Emer-
gency landing is required 2 4 8

RSK-TEC-
CDH-2.1

Receiver or
antenna Material degradation 4 4 16

RSK-TEC-
CDH-2.2

failure Software error 2 4 8

RSK-TEC-
CDH-3.1

Data link loss Internal signal interference 3 3 9

RSK-TEC-
CDH-3.2

External signal interference 5 3 15

Ground Segement (GS)

RSK-TEC-
GS-1.1

The ground
station is not
processing

The data processing unit is not func-
tioning

The data supplied by the UAV is not pro-
cessed on the ground station and themission
is not successful

1 4 4

RSK-TEC-
GS-1.2

data The data processing unit is not re-
ceiving the data correctly

The data cannot be processed on the ground
station and the mission is not successful 2 4 8

RSK-TEC-
GS-2.1

Ground sta-
tion radio

Signal is blocked by buildings or ter-
rain

The UAV cannot be contacted by the ground
station resulting in a loss of 4 4 16

RSK-TEC-
GS-2.2

communication
fails

Radio antennae itself is not function-
ing low-latency control 2 4 8

RSK-TEC-
GS-2.3

The ground
station does
not have

The satellite internet terminal is not
functioning

The ground station does not have a long-
distance connection to the UAV and possibly
cannot receive data from external parties

3 4 12

RSK-TEC-
GS-2.4

a satellite con-
nection

The area of deployment does not
have satellite coverage 2 4 8

Maintenance (MAINT)

RSK-TEC-
MAINT-1.1

UAV requires
update or re-
design

A common problem is discovered
during the operational life of the sys-
tem

Depending on the severity an update to all
operational systems might be required 4 3 12

Continued on next page
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Table 10.2 – continued from previous page
ID Event Cause Effect L C R

RSK-TEC-
MAINT-1.2

An uncommon but critical problem
is discovered during the operational
life of the system

All operational systems must be grounded
until the problem has been resolved 2 5 10

RSK-TEC-
MAINT-2.1

Damage goes
unnoticed

Inadequate post-flight maintenance
check

Damagemay propogate over time and cause
failures during the next mission 3 4 12

RSK-TEC-
MAINT-2.2

after mission Damage could not be found with
methods used

Damagemay propogate over time and cause
failures during the next mission 3 4 12

End Of Life (EOL)

RSK-TEC-
EOL-1.1

Parts are not
reusable

Damage is found in part at end of
life

In case of no available storage space, part is
discarded and inventory is decreased by part
value

4 3 12

RSK-TEC-
EOL-1.2

No buyers interested in the part
In case of no available storage space, part is
discarded and inventory is decreased by part
value

3 3 9

RSK-TEC-
EOL-2.1

EOL proce-
dure cannot

Company producing UAV does not
exist anymore

Owners of the UAV don’t follow the EOL pro-
cedures and unnessecary waste is produced 2 3 6

RSK-TEC-
EOL-2.2

be performed Regulations change making recy-
cling impossible

Parts that were intended to be recycled be-
come waste 2 2 4

Miscellaneous (MISC)
RSK-TEC-
MISC-1.1

UAV causes
panic to public Sound of the UAV scares people People think they cannot flee from the flood

as they believe they are in danger 4 2 8

RSK-TEC-
MISC-1.2

People mistake the UAV as military
weapon

People think they cannot flee from the flood
as they believe they are in danger 4 2 8

RSK-TEC-
MISC-2.1

Unidentified
risks Technical risks are not foreseen No contingency plan available to reduce the

effect of the risk when it occurs 4 3 12

10.3. Risk Reduction
The risks presented in Table 10.2 were analyzed and two types of measures were developed to
address them. On one hand, mitigation strategies in the form of preventive risk controls were designed
to reduce the likelihood of risk events. On the other, contingency plans in the form of reactive risk
controls were defined to reduce their severity. These mitigation plans and contingency plans have
their own identifier, as some strategies can be applied to several risks. The IDs for the mitigation
strategies start with the abbreviation TPRC (Technical Preventive Risk Control) and end with a number
specifying the exact strategy. Similarly, the contingency plans use the abbreviation TRRC (Technical
Reactive Risk Control) with a number to construct the ID.

Risk Control Measures
All mitigation strategies and contingency plans can be found in Table 10.3 and Table 10.4 respectively,
together with responsible individuals. If these measures are to be implemented during the operational
life of the system, the operator of the system is deemed responsible.

Table 10.3: Technical Preventive Risk Control

ID Description Responsible
TPRC-1 Monitor the commercial market for possible delays Materials Engineer
TPRC-2 Avoid using materials that have a history of shortages Materials Engineer
TPRC-3 Order, store, and/or produce parts in batches (reserve quantities) Materials Engineer
TPRC-4 Maintain product and/or material inventory and delivery checklist, e.g. part tracking

system with (bar)codes
Chief Engineer

TPRC-5 Order from trustworthy part suppliers Chief Engineer
TPRC-6 Order off the shelf components instead of custom parts Chief Engineer
TPRC-7 Account for delays in assembly planning Project Manager
TPRC-8 Implement handling, installation, engineering validation testing, and/or design verifica-

tion (e.g. functional, performance, environmental, safety) testing procedures
Risk Manager

TPRC-9 Make use of PPE (Personal Protective Equipment, e.g. safety shoes, gloves, glasses) Risk Manager
TPRC-10 Employ only licensed operators Risk Manager
TPRC-11 Incorporate validation of physical, mathematical, or sofwaremodel integrated in system

environment
Technical Quality Control

TPRC-12 Implement certified software, i.e. Design Assurance Levels (DALs) Software Manager
Continued on next page
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Table 10.3 – continued from previous page
ID Description Responsible Member
TPRC-13 Perform Qualification Model Testing Technical Quality Control
TPRC-14 Implement quality control by external experts Technical Quality Control
TPRC-15 Use hoisting equipment that is suitable for its intended function and meets machine

directive or equivalent
Risk Manager

TPRC-16 Ensure safeguarding of parts (i.e. secure storage and transport) Risk Manager
TPRC-17 Incorporate fuel reserves into system Chief Engineer
TPRC-18 Perform occasional maintenance in accordance with maintenance checklist Operator
TPRC-19 Perform weather forecasting prior to flight to ensure sufficient flight conditions Operator
TPRC-20 Accommodate for high gusts and turbulence resistance Flight Performance Engineer
TPRC-21 Incorporate conventional landing capabilities (under extreme weather conditions) Chief Engineer
TPRC-22 Appoint designated take-off and landing platforms at remote area, clear of any obsta-

cles
Operator

TPRC-23 Implement pre-flight checklist (in chronological order) for the establishment of data links
and operating of ADC system, airflow sensors, monitor and control cameras, control
mechanisms, motors, propellers, and payload deployment bay

Operator

TPRC-24 Incorporate control system redundancy by use of built-in Flight Computer failure redun-
dancy

Control Engineer

TPRC-25 Assess and monitor maintenance intervals of each component Operator
TPRC-26 Incorporate signal redundancy in link budget Ground Systems Engineer
TPRC-27 Ensure non-threatening noise levels of propulsion systemwith respect to general public Propulsion Engineer
TPRC-28 Design verification and validation tests that aim to simulate the long term functioning

of the system
Technical Quality Control

TPRC-29 Find possible buyers before the part’s end of life Materials Engineer
TPRC-30 Distribute recycling and waste management methods with users Materials Engineer
TPRC-31 Avoid use of highly experimental materials where recycling regulations have not yet

matured
Materials Engineer

TPRC-32 Maintain the technical risk assessment during further development Risk Manager
TPRC-33 Select nearby backup deployment location in advance for the mobile ground station Ground Systems Engineer
TPRC-34 Employ backup battery system and generator in the mobile ground station Ground Systems Engineer
TPRC-35 Limit amount of different tools necessary and carry backup tools and parts on ground

station
Ground Systems Engineer

TPRC-36 Use detachable radio antenna of the ground station to deploy at a different location Ground Systems Engineer
TPRC-37 Supply ground station with a small backup radio antenna for landing and take-off Ground Systems Engineer
TPRC-38 Implement independent back-up data processing unit on the ground station Ground Systems Engineer
TPRC-39 Mount radio antenna of the ground system on an extendable structure Ground Systems Engineer
TPRC-40 Constrain UAV components to ground station until fully assembled Ground Systems Engineer
TPRC-41 Design protective housing for horizontal and vertical motors Propulsion Engineer
TPRC-42 Use of multispectral (infrared + visual) camera to more easily identify targets under any

conditions
Sensor Array Engineer

TPRC-43 Incorporate design safety factors Structures Engineer
TPRC-44 Establish two communication links (radio + satellite) with ground station for redundancy Ground Systems Engineer
TPRC-45 Integrate receiver and antenna into a protective radome structure Ground Systems Engineer

Table 10.4: Technical Reactive Risk Control

ID Description Responsible Member
TRRC-1 Search for different materials that are currently available Materials Engineer
TRRC-2 Search for different companies that can produce the part more quickly Materials Engineer
TRRC-3 Consider substitute personnel Risk Manager
TRRC-4 Order, store, and/or produce parts in batches (reserve quantities) Materials Engineer
TRRC-5 Use short, straight fluid lines in the wing Integration Manager
TRRC-6 Move to a different location where conditions allow for continued mission operation Operator
TRRC-7 Transition to vertical flight if VTOL system has a seperate propulsion system that is still

functioning
Operator

TRRC-8 Use unpowered gliding capabilities Flight Performance Enginer
TRRC-9 Perform Particular Risk Analysis (identification and management of events external to

the system)
Risk Manager

TRRC-10 Incorporate redundant sensor design by using two multispectral cameras Sensor Array Engineer
Continued on next page
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Table 10.4 – continued from previous page
ID Description Responsible Member
TRRC-11 Incorporate control system redundancy by use of built-in Flight Computer failure redun-

dancy
Control Engineer

TRRC-12 Incorporate conventional landing capabilities (under extreme weather conditions) Flight Performance Enginer
TRRC-13 Implement automated return-to-base or emergency landing procedure in case of loss

of communication
Ground Systems Engineer

TRRC-14 Implement infrastructure to communicate with emergency services (e.g. NL alert) and
alert the general public

Chief Engineer

TRRC-15 Establish recycling and/or waste management methods Materials Engineer
TRRC-16 Establish additional repurposing concepts for parts external to the usual EOL proce-

dure
Materials Engineer

TRRC-17 Ensure manual deployment option for the container walls Ground Systems Engineer
TRRC-18 Communicate with first responders and authorities about the quickest route to deploy-

ment location
Operator

TRRC-19 Send data to external server for processing upon ground station failure Ground Systems Engineer
TRRC-20 Orient, position and design the ground system in a way to reduce wind effects Chief Engineer
TRRC-21 Use nearby cellular network for internet connection, if available Ground Systems Engineer
TRRC-22 Establish error diagnostics protocol for the ground system radio antenna Ground Systems Engineer
TRRC-23 Power avionics and ADCSwith back-up battery to ensure controlled glide during propul-

sion failure
Power Engineer

TRRC-24 Accommodate for high gusts and turbulence resistance Flight Performance Enginer
TRRC-25 Incorporate fuel reserves into system Chief Engineer
TRRC-26 Incorporate fail-safe philosophy into design Structures Engineer
TRRC-27 Implement thrust vectoring strategies to counter loss of control Propulsion Engineer

10.4. Mitigated Risks and Risk Maps
The objective of the riskmanagement process is to reduce risk by correctly implementing themitigation
strategies and contingency plans described above. In Table 10.5, the strategies applied to each
risk are specified, along with the updated risk score and the engineer responsible for applying the
mitigation strategy and contingency plan for that specific risk. If no clear responsible engineer could
be assigned, the risk manager was deemed responsible.

Table 10.5: Applied risk mitigation methods and contingency plans per risk

ID Old
R

Mitigation Strategy New
L

Contingency Plan New
C

New
R

Responsible Engi-
neer

RSK-TEC-PROD-1.1 9 TPRC-1, TPRC-2, TPRC-3,
TPRC-4

2 TRRC-1 3 6 Materials

RSK-TEC-PROD-1.2 12 TPRC-3, TPRC-5, TPRC-6,
TPRC-7

3 TRRC-2 2 6 Materials

RSK-TEC-PROD-2.1 6 TPRC-8, TPRC-9, TPRC-10 2 TRRC-3 1 2 Risk Manager
RSK-TEC-PROD-2.2 9 TPRC-8, TPRC-9, TPRC-10 2 TRRC-3 3 6 Risk Manager
RSK-TEC-PROD-3.1 6 TPRC-5 2 TRRC-4 1 2 Risk Manager
RSK-TEC-PROD-3.2 9 TPRC-11, TPRC-12 1 N/A 3 3 Software Manager
RSK-TEC-PROD-3.3 9 TPRC-11 3 TRRC-5 2 6 Integration Manager
RSK-TEC-PROD-3.4 8 TPRC-13 1 N/A 4 4 Risk Manager
RSK-TEC-PROD-3.5 12 TPRC-8, TPRC-14 3 N/A 3 9 Technical Quality

Control
RSK-TEC-PROD-4.1 6 TPRC-8, TPRC-9 2 N/A 3 6 Risk Manager
RSK-TEC-TRANS-1.1 4 TPRC-8 1 TRRC-4 1 1 Risk Manager
RSK-TEC-TRANS-1.2 6 TPRC-8 2 TRRC-4 1 2 Risk Manager
RSK-TEC-TRANS-1.3 3 TPRC-15 1 TRRC-4 2 2 Risk Manager
RSK-TEC-TRANS-2.1 6 TPRC-8, TPRC-9 2 TRRC-3 1 2 Risk Manager
RSK-TEC-TRANS-3.1 4 TPRC-4 2 TRRC-4 1 2 Risk Manager
RSK-TEC-TRANS-3.2 4 TPRC-16 1 TRRC-4 1 1 Risk Manager
RSK-TEC-JS-1.1 6 TPRC-17 1 N/A 3 3 Chief
RSK-TEC-JS-1.2 9 TPRC-17 2 N/A 3 6 Chief
RSK-TEC-JS-1.3 9 TPRC-18 2 TRRC-17 2 4 Ground Systems
RSK-TEC-JS-1.4 9 TPRC-11, TPRC-18 2 3 6 Risk Manager

Continued on next page
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Table 10.5 – continued from previous page
ID Old

R
Mitigation Strategy New

L
Contingency Plan New

C
New
R

Responsible Engi-
neer

RSK-TEC-JS-1.5 9 TPRC-19, TPRC-20 2 TRRC-6, TRRC-17,
TRRC-20

2 4 Ground Systems

RSK-TEC-JS-1.6 16 TPRC-8, TPRC-19 TPRC-40 3 TRRC-6, TRRC-20 2 6 Ground Systems
RSK-TEC-JS-1.7 9 TPRC-34 1 N/A 3 3 Ground Systems
RSK-TEC-JS-1.8 9 TPRC-35 2 N/A 3 6 Chief
RSK-TEC-JS-2.1 12 TPRC-33 3 TRRC-18 1 3 Ground Systems
RSK-TEC-JS-2.2 9 TPRC-33 3 TRRC-6 2 6 Ground Systems
RSK-TEC-JS-2.3 6 TPRC-8, TPRC-15 1 N/A 3 3 Risk Manager
RSK-TEC-VTOL-1.1 12 TPRC-19, TPRC-20 2 TRRC-6 3 6 Chief
RSK-TEC-VTOL-1.2 4 TPRC-22 1 TRRC-6 1 1 Risk Manager
RSK-TEC-VTOL-2.1 9 TPRC-19, TPRC-20, TPRC-21 3 TRRC-6, TRRC-25 2 6 Flight Performance
RSK-TEC-VTOL-2.2 6 TPRC-21, TPRC-23 2 TRRC-12 1 2 Flight Performance
RSK-TEC-VTOL-2.3 4 TPRC-22 1 TRRC-6 1 1 Flight Performance
RSK-TEC-PROP-1.1 8 TPRC-18, TPRC-23 2 TRRC-7, TRRC-8,

TRRC-9, TRRC-23
3 6 Propulsion

RSK-TEC-PROP-1.2 12 TPRC-41 2 3 6 Propulsion
RSK-TEC-PROP-1.3 8 TPRC-18, TPRC-23 1 3 3 Propulsion
RSK-TEC-PROP-1.4 12 TPRC-11, TPRC-23 2 3 6 Propulsion
RSK-TEC-PROP-1.5 8 TPRC-23 1 3 3 Power
RSK-TEC-PROP-2.1 8 TPRC-18, TPRC-23 2 TRRC-7, TRRC-8,

TRRC-9
3 6 Propulsion

RSK-TEC-PROP-2.2 8 TPRC-18, TPRC-23 1 3 3 Propulsion
RSK-TEC-PROP-2.3 12 N/A 3 3 9 Propulsion
RSK-TEC-PLD-1.1 9 TPRC-18, TPRC-23 2 N/A 3 6 Mechanisms
RSK-TEC-PLD-1.2 12 TPRC-12, TPRC-23 2 N/A 3 6 Mechanisms
RSK-TEC-PLD-1.3 12 TPRC-11, TPRC-23, TPRC-42 2 TRRC-25 4 8 Intervention
RSK-TEC-PLD-1.4 9 TPRC-19, TPRC-20, TPRC-42 1 TRRC-6, TRRC-12,

TRRC-24
3 3 Intervention

RSK-TEC-PLD-2.1 6 TPRC-18, TPRC-23 1 TRRC-10 2 2 Sensor Array
RSK-TEC-PLD-2.2 15 TPRC-23 4 TRRC-10 2 8 Sensor Array
RSK-TEC-PLD-2.3 6 TPRC-12, TPRC-23 2 TRRC-10 2 4 Sensor Array
RSK-TEC-POW-1.1 15 TPRC-8, TPRC-12, TPRC-23 2 TRRC-8, TRRC-12 4 8 Power
RSK-TEC-POW-1.2 10 TPRC-8, TPRC-23 1 TRRC-8, TRRC-12 4 4 Power
RSK-TEC-POW-1.3 10 TPRC-8, TPRC-23 1 TRRC-8, TRRC-12 4 4 Power
RSK-TEC-POW-1.4 20 TPRC-8, TPRC-14, TPRC-23 2 TRRC-8, TRRC-12 4 8 Power
RSK-TEC-POW-1.5 10 TPRC-8, TPRC-23 1 TRRC-8, TRRC-12 4 4 Power
RSK-TEC-POW-2.1 15 TPRC-17, TPRC-23 2 TRRC-23 4 8 Power
RSK-TEC-POW-2.2 15 TPRC-11, TPRC-23 2 TRRC-23 4 8 Power
RSK-TEC-POW-2.3 15 TPRC-18 TPRC-23 2 TRRC-23 4 8 Power
RSK-TEC-POW-2.4 10 TPRC-18, TPRC-23 1 TRRC-23 4 4 Power
RSK-TEC-POW-2.5 15 TPRC-11, TPRC-23 2 TRRC-8, TRRC-12 4 8 Power
RSK-TEC-POW-2.6 15 TPRC-8, TPRC-14, TPRC-23 2 TRRC-8, TRRC-12 4 8 Power
RSK-TEC-POW-2.7 10 TPRC-8, TPRC-23 1 TRRC-8, TRRC-12 4 4 Power
RSK-TEC-POW-2.8 15 TPRC-8, TPRC-23, TPRC-25 2 TRRC-8, TRRC-12 4 8 Power
RSK-TEC-STR-1.1 15 TPRC-18, TPRC-25, TPRC-43 1 N/A 5 5 Structures
RSK-TEC-STR-2.1 15 TPRC-18, TPRC-25, TPRC-43 1 N/A 5 5 Structures
RSK-TEC-STR-3.1 15 TPRC-18, TPRC-25, TPRC-43 1 N/A 5 5 Structures
RSK-TEC-STR-4.1 9 TPRC-18, TPRC-25, TPRC-43 2 TRRC-26 3 6 Structures
RSK-TEC-STR-5.1 12 TPRC-18, TPRC-25, TPRC-43 2 TRRC-12 3 6 Structures
RSK-TEC-STR-6.1 12 TPRC-18, TPRC-25, TPRC-43 2 N/A 4 8 Structures
RSK-TEC-ADC-1.1 12 TPRC-12, TPRC-23 2 TRRC-11 3 6 Control
RSK-TEC-ADC-1.2 8 TPRC-18, TPRC-23 2 TRRC-11, TRRC-13 3 6 Control
RSK-TEC-ADC-2.1 6 TPRC-18, TPRC-23 2 TRRC-13, TRRC-27 2 4 Control
RSK-TEC-ADC-2.2 9 TPRC-18, TPRC-25, TPRC-43 2 TRRC-13, TRRC-27 2 4 Control
RSK-TEC-ADC-2.3 9 TPRC-18, TPRC-25, TPRC-43 2 TRRC-13, TRRC-27 2 4 Control
RSK-TEC-ADC-3.1 10 TPRC-18, TPRC-23 1 TRRC-10, TRRC-13, 3 3 Control
RSK-TEC-ADC-3.2 10 TPRC-12, TPRC-23 2 TRRC-10, TRRC-13, 3 6 Control

Continued on next page
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Table 10.5 – continued from previous page
ID Old

R
Mitigation Strategy New

L
Contingency Plan New

C
New
R

Responsible Engi-
neer

RSK-TEC-ADC-3.3 25 TPRC-23 4 TRRC-9, TRRC-10,
TRRC-13

2 8 Control

RSK-TEC-CDH-1.1 8 TPRC-23, TPRC-25 1 TRRC-13 3 3 Ground Systems
RSK-TEC-CDH-1.2 8 TPRC-12, TPRC-23 1 TRRC-13 3 3 Ground Systems
RSK-TEC-CDH-2.1 16 TPRC-23, TPRC-25, TPRC-45 1 TRRC-13 3 3 Ground Systems
RSK-TEC-CDH-2.2 8 TPRC-12, TPRC-23 1 TRRC-13 3 3 Ground Systems
RSK-TEC-CDH-3.1 9 TPRC-26, TPRC-44 3 TRRC-13 3 9 Ground Systems
RSK-TEC-CDH-3.2 15 TPRC-26, TPRC-44 3 TRRC-13 3 9 Ground Systems
RSK-TEC-GS-1.1 4 TPRC-38 1 TRRC-19 2 2 Ground Systems
RSK-TEC-GS-1.2 8 TPRC-38 1 TRRC-19 2 2 Ground Systems
RSK-TEC-GS-2.1 16 TPRC-22, TPRC-26, TPRC-

33, TPRC-36, TPRC-39,
TPRC-44

2 TRRC-6, TRRC-13 2 4 Ground Systems

RSK-TEC-GS-2.2 8 TPRC-23, TPRC-37 1 TRRC-13 3 3 Ground Systems
RSK-TEC-GS-2.3 12 TPRC-11. TPRC-26, TPRC-

44
3 TRRC-21 2 6 Ground Systems

RSK-TEC-GS-2.4 8 TPRC-39 2 TRRC-6, TRRC-21 2 4 Ground Systems
RSK-TEC-MAINT-1.1 12 TPRC-28 4 N/A 2 8 Integration Manager
RSK-TEC-MAINT-1.2 10 TPRC-28 2 N/A 4 8 Integration Manager
RSK-TEC-MAINT-2.1 12 TPRC-14, TPRC-18 1 N/A 4 4 Risk Manager
RSK-TEC-MAINT-2.2 12 TPRC-18, TPRC-25 2 N/A 4 8 Risk Manager
RSK-TEC-EOL-1.1 12 N/A 3 TRRC-15 2 6 Materials
RSK-TEC-EOL-1.2 9 TPRC-29 1 TRRC-15 2 2 Materials
RSK-TEC-EOL-2.1 6 TPRC-30 1 N/A 3 3 Project Manager
RSK-TEC-EOL-2.2 4 TPRC-31 1 TRRC-16 2 2 Materials
RSK-TEC-MISC-1.1 8 TPRC-27 3 TRRC-14 1 3 Chief
RSK-TEC-MISC-1.2 8 N/A 4 TRRC-14 1 4 Chief
RSK-TEC-MISC-2.1 12 TPRC-32 3 N/A 3 9 Risk Manager

The change in risk levels due to the application of the mitigation strategies and contingency plans
is visualized in Table 10.6. In the risks maps each cell contains the number of risks with that exact
likelihood and consequence. A clear shift to the lower left corner is visible when comparing the two
maps. However, a significant amount of risks with a medium risk level remains. Their mitigation
strategy and contingency plans must be monitored closely to ensure that the risk is minimized.

Table 10.6: Risk maps before (left) and after (right) applying the mitigation strategies and the contingency plans.

Risk Map (pre-mitigation) Risk Map (post-mitigation)

Li
ke
lih
oo
d
(L
) 5 2 1

Li
ke
lih
oo
d
(L
) 5

4 2 8 3 1 4 1 3
3 4 19 10 10 3 2 7 5
2 6 8 13 8 2 6 6 20 12
1 1 1 1 4 6 15 7 3

1 2 3 4 5 1 2 3 4 5
Consequence (C) Consequence (C)

Overall, the risk assessment is an important tool used during the design process. While the number
of risks identified will likely not increase any further given the final phase of the design, they may
be re-evaluated to give way to specific requirements formulated from new mitigation methods and
contingency plans. All likelihood and consequence levels are estimations and are subject to change,
as these were estimated at different times in the design process. For this reason, certain risks may
be under- or overestimated.
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The advancement of sustainability in the design process is a continuous process, based on the frame-
work of the UN Sustainable Development Goals (SDG’s). As observed in Figure 11.1, the design
contributes to sustainability by supporting SDG 11 (Sustainable Cities and Communities) and rep-
resenting SDG 13 (Climate Action) by participating in climate mitigation efforts. In turn, the SDG’s
influence the design, leading to specific design intentions from the design team (recycling and reuse
of materials, reduced cost to ensure accessibility, funding from the Green Climate Fund, etc).

Design

Feedforward

Feedback

Figure 11.1: Sustainability framework [72].

This chapter describes the design team’s approach to sustainable development, relying on a com-
prehensive and multilayered lifecycle assessment. Each individual phase in the life of the product
was analyzed, and the equivalent carbon dioxide emissions were calculated, resulting in a final key
performance indicator for lifecycle emissions. First, the production process was examined, with the
material procurement and manufacturing and assembly procedures being covered in Section 11.1
and Section 11.2 respectively. Then, the total emissions for the production process and operational
lifetime of the system were calculated in Section 11.3. For the final phase of the analysis, recycling
and reuse practices were set up in Section 11.4.

11.1. Beginning of Life: Material Procurement
Before the parts for the UAV can be manufactured, materials need to be sourced. The FLOWS UAV
predominantly uses commercially off-the-shelf components but requires custom fabrications for the
structures. These structures include the fuselage, wings, booms, and control surfaces. As discussed
in Chapter 6, the selected structural material is Aluminum 6061-T6. Aluminum 6061 is an alloy con-
sisting of up to 98.56% aluminum and containing trace amounts of magnesium, silicon, iron, copper,
chromium, zinc, tin, and manganese 1. T6 stands for the temper of the material, which is a heat
treatment that provides the maximum yield strength 2. As the alloy is dominated by aluminum, the
emissions are identified for the procurement and manufacturing processes of only aluminum.

The production of Al6061 is a two-step process of recycling aluminum and carrying out the alloying
procedure. The finished product is not yet tempered, as this happens after the manufacturing of parts.
The emissions for the recycling and alloying of aluminum are estimated in tons of CO2 and MWh of
electricity per ton of finished material3:

• Aluminum Recycling: The recycling of pre-used aluminum emits 0.5 tons of CO2 per ton alu-
minum. 4

1https://www.astm.org/b0209m-14.html
2https://www.makeitfrom.com/material-properties/6061-T6-Aluminum/
3https://www.carbonchain.com/blog/understand-your-aluminum-emissions
4https://www.climateaction.org/news/carbon-footprint-of-recycled-aluminium
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• 6061 Alloying: Electrolysis to melt aluminum for alloying uses 15.37MWh of electricity per ton
aluminum. 3

Due to the multitude of methods of electricity production, emissions from smelting can vary from 3
to 18 tons of CO2 per ton of aluminum, depending on what energy source is used 3. Using renew-
able energy sources like hydroelectric energy, emissions can be limited to 4 tons of CO2 per ton of
aluminum, though this does limit the material sourcing to a handful of countries Figure 11.2 3. It is
recommended to have the aluminum sourced from Norway, Sweden, or France, as these countries
are able to produce low-emission aluminum at the time of writing 3.

Figure 11.2: Map displaying tons of CO2 emissions per ton of aluminum used for electrolysis.

With the material acquisition evaluated, the amount of emissions caused by its processing can be
evaluated, for the purposes of a more detailed emission analysis to be carried out in Section 11.3.
For the production of the required material, CO2 emissions have been estimated at 4.5 kg per kg of
aluminum. However, the amount of raw material needed for the production of each part can only be
determined by identifying the manufacturing and assembly procedures.

11.2. Manufacturing and Assembly Procedures
The process of deforming and machining Aluminum 6061 into usable parts for the structural assembly
consists of multiple manufacturing methods5. For each of the methods used, their emissions and
waste can be estimated to determine not only how much raw material is needed as input to obtain a
part of the expected weight, but also the emissions caused by the manufacturing process 6.

• Extrusion is a forming method that can be used to create frame stringers and longerons. The
process produces 0.31 tons CO2 per ton of aluminum.

• Forming is used on the frame stringers and longerons in an annealed condition of 413 °C to get
them into shape. The process produces 0.37 tons CO2 per ton of aluminum 7.

• Forging is used to create thin sheets out of ingots. The process produces 0.37 tons CO2 per
ton of aluminum 7.

• Rubber forming is used for the skin and sheet metal to create double-curved sheets needed
for complex skin structures. The process produces 0.36 tons CO2 per ton of aluminum 7.

5https://www.azom.com/article.aspx?ArticleID=6636
6https://international-aluminium.org/statistics/greenhouse-gas-emissions-aluminium-sector/

https://www.azom.com/article.aspx?ArticleID=6636
https://international-aluminium.org/statistics/greenhouse-gas-emissions-aluminium-sector/
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• Machining is done in an annealed condition of 413 °C to work small details and finish the edges
of parts. The process produces 0.36 tons CO2 per ton of aluminum 7.

• Artificial Aging is used to perform precipitation hardening. When parts are completed they can
be artificially aged to T6 using precipitation hardening. The precipitation hardening is performed
at 160 °C for 18 hours and 177 °C for 8 hours, both followed by air cooling. The process produces
0.36 tons CO2 per ton of aluminum 7.

• Riveting is used to assemble the parts of the UAV into a single structure.

The fuselage skin, wing, and empennage will mostly consist of sheet metal, for which forging, rubber
forming, machining and artificial aging are used. The longerons, booms, and frames are made using
extrusion, forming, machining, and artificial aging.

When it comes to material waste, in working with metal, it is estimated that 15.9% of the inputted raw
material is wasted in the manufacturing processes 7. Therefore, for an expected total structural mass
of 72.013 kg, an initial raw mass of aluminum of 83.46 kg is needed.

The actual emission rates of the manufacturing processes can be verified during the production of the
parts by measuring the CO2 emissions with a simple sensor 8.

11.3. Lifecycle Emission Estimation
Once the system assembly has been completed, the vehicle can start its operational lifetime, carrying
out missions until it reaches end-of-life. Both the manufacturing and the subsequent operation of
the system result in the production of waste, which will be evaluated in the form of carbon dioxide
emissions, as already mentioned at the beginning of this chapter.

Starting with the production emissions, they include the raw material procurement, described in Sec-
tion 11.1, and the manufacturing and assembly procedures it must undergo, explored in Section 11.2.
The production of the 83.46 kg of raw aluminum needed for the manufacturing of the structure leads
to a carbon dioxide emission mass of 375.6 kg, given the production relation of 4.5 kg of CO2 per
aluminum previously defined.

As for the manufacturing, the mass input for the production of each part can be obtained by increasing
the expected final part mass by the waste percentage of the manufacturing processes. That, coupled
with the data regarding carbon dioxide emissions for each process, determined in Section 11.2, leads
to the total carbon dioxide emissions for the production of each part, as shown in Table 11.1.

Table 11.1: Part production emissions.

Part Manufacturing processes CO2/Al [kg/kg] Input
mass [kg]

Manufacturing
emissions [kg CO2]

Fuselage skin Forging, rubber forming,
machining, artificial aging 1.45 7.2 10.4

Wing Forging, rubber forming,
machining, artificial aging 1.45 32.2 46.7

Empennage Forging, rubber forming,
machining, artificial aging 1.45 5.8 8.4

Longerons Extrusion, forming,
machining, artificial aging 1.4 12.1 16.9

Booms Extrusion, forming,
machining, artificial aging 1.4 20.2 28.2

Frames Extrusion, forming,
machining, artificial aging 1.4 6.03 8.4

7https://www.dallan.com/en/news/raw-material-saving-case-study/
8https://www.azocleantech.com/article.aspx?ArticleID=830

https://www.dallan.com/en/news/raw-material-saving-case-study/
https://www.azocleantech.com/article.aspx?ArticleID=830
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Therefore, the total production emissions for the procurement and manufacturing of the material into
the complete structural frame leads to a total 494.6 kg of carbon dioxide emissions.

This analysis focused on the production emissions of the manufacturing and assembly process of
the structural frame, but it does not take into account the integration of the subsystem components,
which are also elements to be manufactured by the suppliers, a process which also results in emis-
sions. However, information about the manufacturing and waste management practices of the COTS
suppliers is not made available, suggesting that any conclusions reached through such a research
could not be validated. Therefore, the production of the components that are to be acquired off-the-
shelf is not considered in this analysis.

The emissions caused by the operations of the system can instead be found by determining the mass
of carbon dioxide produced by the combustion of the fuel by the engines, since that is the primary
means of waste production during operations. For this analysis, both monitoring and intervention
mission profiles, described in Section 9.3, are investigated.

First, data regarding the fuel used by the engine and the engine itself must be identified. The engines
used in the vehicle, which are selected in Section 5.1, use aviation kerosene as fuel, which has an
energy density EDker of 46.3MJ/kg 9 and an emission rate Emker of 263.9 g[CO2] kWh−1, represented
in grams of carbon dioxide produced per primary energy content 10. The brake specific fuel consump-
tion BSFC of the engine, which for this analysis is taken to be 255 g/kWh, is important to relate the
fuel burnt by the engine and the energy it produces.

The energy density of the kerosene is used to compute how much primary energy a certain amount of
fuel can produce. That energy can then be compared to the energy produced by the engine Eeng =
mfuel
BSFC with the same amount of fuel in order to get a measure of the efficiency of the engine.

Eker = EDkermfuel (11.1) ηeng =
Eeng
Eker

(11.2)

Once that is done, the energy that the engine must provide in order to enact one of the flight phases in
the mission profiles under study can be used to calculate the corresponding primary energy needed
from the fuel from rewriting Equation 11.2, which is in turn used to determine the carbon dioxide emis-
sions relative to that primary energy production by simply multiplying that energy with the emission
rate Emker.

Therefore, by knowing the energy required for each phase of the monitoring and intervention mission
profiles, the carbon dioxide emissions associated with each one can be calculated. One nominal
monitoringmission therefore produces 58.4 kg ofCO2, while the interventionmission produces
44.3 kg of CO2. Importantly, this emissions estimate covers only carbon dioxide emissions, as they
are the best documented emissions for aerospace systems.

11.4. End of Life: Recycling & Reuse
The last step of the lifecycle analysis consists of determining the procedures that must take place once
the system reaches the end of its operational lifespan. To successfully meet R-MIS-10, all drone com-
ponents are to be repurposed for use or otherwise recycled according to the ISO-14001:2015 standard
[73]. Moreover, recycling and reuse must be researched and applied whenever possible in order to
maximize efficiency and bring forth a more circular design process11. This standard provides a frame-
work and a structured approach to handling waste through the conceptualization of an Environmental
Management System.

9https://transportgeography.org/contents/chapter4/transportation-and-energy/
combustibles-energy-content/

10https://www.volker-quaschning.de/datserv/CO2-spez/index_e.php
11https://www.eea.europa.eu/highlights/reuse-and-recycling-are-key

https://transportgeography.org/contents/chapter4/transportation-and-energy/combustibles-energy-content/
https://transportgeography.org/contents/chapter4/transportation-and-energy/combustibles-energy-content/
https://www.volker-quaschning.de/datserv/CO2-spez/index_e.php
https://www.eea.europa.eu/highlights/reuse-and-recycling-are-key
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The Environmental Management System (EMS) defines the rules governing the interaction of a certain
business with the environment [73]. In the specific case of the FLOWS system, the EMS represents
the policy developed to manage the decommissioning of the physical architecture. As the design
progresses, targeted design effort could be put into ensuring sustainable sourcing of materials, as
discussed in Section 11.1. Such efforts would also be included in the EMS.

To comply with ISO-14001:2015’s legal requirements, the EMS needs to set specific objectives and
targets. These targets should be pursued through a clearly defined environmental policy, which should
itself be monitored and reported on [73].

Once it is deemed that the system is not able to perform its mission anymore, it is said to have
reached its end-of-life stage and is subsequently de-commissioned, at which point the recyclability
and the reusability of its components is to be assessed in order to minimize waste. This process
encompasses both the aviation domain and the non-aviation, general waste management domain.
This is an important distinction to make, as each sector has its own regulations on the valuation and
possible reuse of the components.

Starting with the aviation field, components that are either still fully operational, or are capable of
returning to an operational status after undergoing repairs, are identified and disassembled with the
purpose of being brought back into service. Once this process is complete, the system will have lost
any airworthyness, after which it shifts to the waste management field. Here, a complete dismantling
of the system occurs, during which some parts of the aircraft are repurposed and certified for reuse in
non-aerospace sectors. What remains is waste that is to be recycled whenever possible, or disposed
of when recycling is not an option. A display of how this procedure is applied to a standard aircraft is
displayed in Figure 11.3 [74].

Figure 11.3: Recycling and reuse for a standard aircraft.

The airborne segment can be considered to be made up of its components, which are listed in Ta-
ble 13.2, as well as the structural frame and any additional assembly structures discussed in Sec-
tion 11.2. The subsystem components can be gathered in the following categories:

• Attitude Determination & Control
• Avionics
• Command & Data Handling
• Monitoring & Intervention Payload
• Propulsion System
• Electrical Power System
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• Landing Gear System

Each of the components in these categories is to be disassembled and checked for operational per-
formance, after which it is either ready for reuse or it needs to be repaired and recertified before it can
be reused. If that is not possible, then the components will be dismantled into further pieces, which
will be either repurposed for other applications or recycled whenever possible.

The structural frame will be made up of different segments that are then assembled together, so it can
also undergo disassembly in order to find any section of the infrastructure that is able to be reused,
most likely in the production of another FLOWS airborne segment. If that is not possible, the material
will be recycled, given the remarkable affinity of aluminium with recycling 12.

Finally, for the assembly of the structural frame, reuse of fasteners is not recommended because of
the inability to reliably test whether the fasteners were taken past their yield point during operations
13. For this reason, the fasteners will flow directly to recycling or disposal.

After having discussed how recycling and reuse procedures would apply to the FLOWS mission, it
can be concluded that the system infrastructure is entirely recyclable and reusable once it reaches
end-of-life after a nominal operational lifespan. The only exception to this consists of the case in which
the system reaches end-of-life due to an event that irreparably damages a component, meaning that
its reuse would be compromised and its repurposing and recycling would depend on the part and
material content of said component, which is not guaranteed to be fully reusable and recyclable.

The lifecycle assessment has resulted in a preliminary estimate of 83.46 kilograms for the required
quantity of Aluminum 6061-T6 for the structural components of the aircraft. An estimate of 494.6
kilograms of carbon dioxide was reached for the manufacturing of the aircraft structure, with an oper-
ational emissions estimate between 44 and 58 kilograms of carbon dioxide. Further development for
sustainability involves the definition of a manufacturing and assembly plan, as well as sourcing of a
material supplier, which are to improve the accuracy of the emissions estimates significantly. Other
analyses, including of energy expenditure and total material flows, can be performed as contact is
made with component manufacturers and individual component data is obtained.

12https://greentumble.com/how-is-aluminum-recycled
13https://www.fastenal.com/content/feds/pdf/2017/02/Reuse%20of%20Fasteners%20rev%202017-02-21.pdf

https://greentumble.com/how-is-aluminum-recycled
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In this chapter, the market position of the final product is assessed. In Section 12.1, the total project
cost is broken down into various expenses that are each assessed. Thereafter, possible business
plans are evaluated in Section 12.2 and their effect on the product price is described. Then, a market
analysis is performed in Section 12.3 and customer cases are assessed in Section 12.4 to identify the
market gap and possible customers. Finally, the fit of the FLOWS system into the market is described
in Section 12.5.

12.1. Cost Breakdown
To gain a better understanding of the product’s position within the market, an initial estimate of the
price needs to be made. In Figure 12.1, the Cost Breakdown Structure (CBS) is given. The total
annual expenses have been divided into capital expenditures (CapEx) - the development, production,
andmanagement cost - and operating expenses (OpEx) - analogous to operation cost - to differentiate
between long-term and day-to-day costs. Any CapEx are to be carried by the designer, whilst any
OpEx will have to be carried by the customer in addition to paying the unit price.

Annual Total Expenses

Production costDevelopment cost Operation costManagement cost

Engineering
[€300k]

Development Tooling and Machinery
[€7.5k]

Prototyping
[€50k]

Certification
[€100k]

Manufacture
[€3.5k / unit]

Raw Material
[€200 / unit]

Qualification 
Process
[€200k]

System 
Deployment

[€115k / 
unit]

Utilities
[€10k + €2k / unit]

Inventory
[€4k / unit]

Capital Expenditures (CapEx) Operating Expenses (OpEx)

System Improvement
[€75k]

Testing
[€50k]

Documentation
[€50k]

Research
[€10k]

Prototyping / Testing
[€15k]

Storage
[€30k]

Production Facilities
[€15k]

Project Management
[€100k]

R&D
[€150k]

Production Tooling and Machinery
[€10k]

Production Management
[€1k / unit]

Product Manufacturing
[€2k / unit]

Transport
[€500 / unit]

Operator
[€80k / unit]

Operator Training
[€5k / unit]

Operation Management
[€30k / unit]

Continued 
Operation

[€10k + 
60k / unit]

Aircraft Licence
[N/A]

TT&C Services
[€10k + 45k / unit]

Total

Transport
[€1k / unit]

Waste Management 
and Recycling
[€1k / unit]

Ground Tools and 
Maintenance Equipment

[€10k]

Labor

Property, 
Plant, and 
Equipment 

(PP&E)

Quality 
Control

[€4k / unit]

Testing
[€2k / unit]

Documentation
[€1k / unit]

Maintenance
[€15k / unit]

Misc
Utilities
[€10k]

Utilities
[€5k]

Facilities
[€50k]

Tooling and Machinery
[€50k]

Utilities
[€10k]

Feasibility Study
[€13.5k]

Inspection
[€1k / unit]

Future Development Research
[€75k]

Decommission Support
[€10k]

Facilities
[€25k]

Maintenance Facilities
[€15k]

Product Insurance
[€4k / unit]

Product Handling
[€2k / unit]

Processing
[€20k]

Total

Fixed: €628.5k
Variable: N/A

Fixed: €35k
Variable: €277.7k

Fixed: €120k
Variable: €4k

Fixed: €120k
Variable: €181k

Fixed: €510k
Variable: €186.5k

Fixed: €185k
Variable: €270.2k

Fixed: €208.5k
Variable: €6k

Fixed: €903.5k
Variable: €462.7k

Off- the- Shelf Components
[€270k / unit]

Prototyping Material
[€2.5k]

Figure 12.1: Cost breakdown structure.

Each cost is split up into their respective labor, Property, Plant, and Equipment (PP&E), and miscel-
laneous costs. In addition, a distinction is made between fixed costs and variable costs. Variable
costs are costs made dependent on the number of units produced, while fixed costs are costs made
irrespective of this quantity. The methodology for the estimation of each cost is elaborated on in what
follows.

12.1.1. Development Cost Estimate
Development costs entail further development of the preliminary design presented by the team to fully
realize the product. This requires the following:
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• Labor: A team of engineers is assumed to further develop the design for 8 hours a day over
255 working days per year 1. The team consists of two Project Managers, three R&D engineers,
and one Prototyping Engineer. Furthermore, a group of four Certification and Testing Engineers
collaborate on testing the design, documenting results, and certifying according to regulations.
The salary of each engineer is estimated at €25/hour 2.

• PP&E: A research (office space) and testing facility is assumed in Rotterdam at €200/m2 3, with
the facilities being 50m2 and 75m2 in size. Additional costs account for prototyping materials
as well as testing equipment, which namely consists of a drill, press, workbenches, and a tool
kit trolley. Office equipment primarily includes desks, computers, monitors, and chairs 4.

• Misc: To estimate total utility cost, average utility costs are assumed at €40/m2 5. The feasibility
study is assumed to cost approximately 1% of the total project costs 6. Lastly, future develop-
ment is assumed to encompass no more than two Engineers and one Manager working at most
half a year, with the possibility of later introducing Prototyping and Testing Engineers.

12.1.2. Production Cost Estimate
Production costs encompass all the manufacturing and assembly activities of the verified design. This
requires the following:

• Labor: Production is assumed to require at least three Product Manufacturers working for
€15/hour 2. At maximum efficiency, one unit is estimated to take one week to manufacture,
equivalent to 120 working hours. The produced parts shall be assessed for their quality by
four Engineers who perform inspection, testing, and documentation under a similar engineering
salary of €25/hour 2. Furthermore, all production activities shall be overseen by at least one
Production Manager. Last but not least, transport of raw material is performed via air freight at
a rate of €5/kg 7.

• PP&E: The production facility and corresponding tooling is estimated to cost the same as those
for the testing facility. The amount of rawmaterial needed to manufacture structural components
- recycled aluminum - will be purchased at a market price of €1.10/kg 8 assuming a waste of 16%
9. The costs for the COTS components have also been added, excluding the cost of the optional
LIDAR payload.

• Misc: The only miscellaneous item here is utility cost. It is assumed that at least twice as many
costs are made on utilities than during development due to the energy-intensive processes.

12.1.3. Management Cost Estimate
Management costs entail handling, warehousing, and distribution of the manufactured products. This
requires the following:

• Labor: Similar to production, it is assumed that it takes no more than a week for two warehouse
workers at €20/hour 2 to properly prepare and distribute a unit to the customer. Meanwhile, two
other Assemblers at €15/hour 2 manage any incoming waste and recycle where it is deemed fit.
Transport costs are computed similarly to those for production, but now assuming shipping of
the complete system.

• PP&E: For storage and processing, a facility twice as large as the research and testing facility
is assumed. Tools and machinery are equivalent to those for production, but with the addition

1https://netherlands.workingdays.org/workingdays_holidays_2024.htm
2https://www.payscale.com/research/NL/Country=Netherlands/Salary
3https://www.statista.com/statistics/638925/prime-office-rents-in-netherlands-by-location/
4https://nl.rs-online.com/web/c/power-tools-soldering-welding/
5https://www.cbs.nl/-/media/_excel/2023/08/energy-consumption-offices-netherlands-2019.xls
6https://www.whitehutchinson.com/leisure/articles/100.shtml
7https://www.freightos.com/freight-resources/air-freight-rates-cost-prices/
8https://oudmetaalhandel.nl/en/metal-purchase/aluminium/
9https://www.dallan.com/en/news/raw-material-saving-case-study/

https://netherlands.workingdays.org/workingdays_holidays_2024.htm
https://www.payscale.com/research/NL/Country=Netherlands/Salary
https://www.statista.com/statistics/638925/prime-office-rents-in-netherlands-by-location/
https://nl.rs-online.com/web/c/power-tools-soldering-welding/
https://www.cbs.nl/-/media/_excel/2023/08/energy-consumption-offices-netherlands-2019.xls
https://www.whitehutchinson.com/leisure/articles/100.shtml
https://www.freightos.com/freight-resources/air-freight-rates-cost-prices/
https://oudmetaalhandel.nl/en/metal-purchase/aluminium/
https://www.dallan.com/en/news/raw-material-saving-case-study/
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of a forklift.
• Misc: Miscellaneous items encompass utilities and decommission support. Utility costs are
equivalent to those for production. Decommissioning support concerns all costs and expenses
devoted to ceasing the operation of the project. While no real cost can be estimated, approxi-
mately 10% of the management cost has been allocated to account for such activities.

12.1.4. Operation Cost Estimate
Operation costs entail all costs with respect to the infrastructure required in order to support the oper-
ation of the product. This requires the following:

• Labor: Two Operators working for €35/hour are required to operate a unit in the ground sta-
tion for three days a week, as well as an Operation Manager at €25/hour 2 who oversees all
operation processes. Each employee is also given a one-week training course to learn how to
work with the system. Furthermore, maintenance checks are performed by a Maintenance Engi-
neer working at €25/hour 2 at varying levels of frequency and thoroughness: superficial 1-hour
pre- and post-flight checks, proper 8-hour system inspections after every 100 flight hours, and
rigorous 16-hour maintenance checks performed annually. An aircraft license for operation in
airspace is considered negligible and the UAV is exempted from any other charges as it would
likely fall under ”humanitarian flight” 10. However, fees for the use of communication frequen-
cies do have to be accounted for, both for operation in the radio frequency spectrum in shared
airspace 11 as well as service costs for communication with the O3b satellite network [12].

• PP&E:Maintenance is performed in a hangar of similar size and with similar tooling to those for
production.

• Misc: Utilities are similar to those for production and management, with the addition of ground
station energy usage and used Jet-A1 fuel 12. UAV insurance is assumed higher than average
for drones as the system is involved in complex operations and exposed to large risks 13. While
further system improvement cannot be estimated, it is assumed that implementation will not cost
more than costs allocated for future development research.

The project-level expenditures calculated in the CBS are therefore summarized in Table 12.1.

Table 12.1: Total fixed and variable capital and operating expenses for the FLOWS product.

Capital Expenditures Operating Expenses
Fixed €783.5k €120.0k
Variable €281.7k €181.0k

12.2. Business Plan Evaluation
Following the results presented in Table 12.1, two business plans are presented below. For each
program, the financial ambitions are presented, and it is shown how these feed back into the unit
price.

Model 1: Non-Profit Program
The first model presents the scenario for a non-profit organization that aims to provide the lowest
possible product costs for its customers. In this case, the lowest possible unit price equals the vari-
able capital expenditures: €281.7k. The annual fixed capital expenditures, €783.5k, will have to be
covered either by subsidies or partners, as there are no incoming revenues.

10https://eaip.lvnl.nl/web/2023-04-06-AIRAC/html/eAIP/EH-GEN-4.2-en-GB.html
11https://wetten.overheid.nl/BWBR0048814/2024-01-01/0
12https://jet-a1-fuel.com/jeta1
13https://www.skywatch.ai/blog/how-much-should-your-drone-insurance-cost

https://eaip.lvnl.nl/web/2023-04-06-AIRAC/html/eAIP/EH-GEN-4.2-en-GB.html
https://wetten.overheid.nl/BWBR0048814/2024-01-01/0
https://jet-a1-fuel.com/jeta1
https://www.skywatch.ai/blog/how-much-should-your-drone-insurance-cost
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Model 2: Commercial Program
The second model presents the scenario for a for-profit organization that aims to make a profit from
the sale of the FLOWS product. While the organization will initially have a net loss of €783.5k, this
will diminish over time as more units are sold. For a unit price of €300.0k, a profit margin of €18.3k
is realized. Consequently, the break-even point - which is the point at which zero profit is made - will
be reached after 43 units are sold. These results are also visualized in Figure 12.2 below.

Figure 12.2: Fixed cost, revenues, and net profit versus units sold.

12.3. Product and Niche Definition
The designed product is defined as an integrated flood monitoring and intervention system composed
of an unmanned aerial vehicle and its ground station. As justified in Chapter 13, the system demon-
strates functionalities in water level monitoring, riverbed topography monitoring, debris identification,
stationary flood control system monitoring, and humanitarian aid delivery.

The flood monitoring data obtained by the system has three main functions: data-driven flood model-
ing, rapid decision-making for flood warning, and damage assessment. Up-to-date information about
current conditions and waterborne debris can be transmitted directly to first responders, allowing for
swift planning of rescue operations. Furthermore, the flexible intervention payload allows for open-
ended missions to be designed to support ground-based intervention.

The system performs several interconnected functions, thus operating as a breakthrough product in
several markets:

1. Flood Monitoring
Currently, the flood monitoring system market is dominated by stationary sensors, developed
for mounting in fixed locations (rivers, roads, storm drains, coasts, railways etc). Several sup-
pliers for such systems exist, providing both individual sensors and integrated sensor and data
handling solutions. Companies such as Xylem14, Linkwise15, and World Sensing16 routinely of-
fer Internet of Things (IoT)-based flood monitoring services. These systems lack flexibility and
require significant initial investment, as well as decentralized maintenance for sensors, some of
which may be mounted in remote locations. Furthermore, they rely on proprietary infrastructure,
thus locking the customer into the use of their specific system.
Recently, UAV systems have begun to be used for specific monitoring functions in flood sit-
uations, such as for railway monitoring or cellular towers. However, in such cases, vehicles
deployed for these use were small-scale repurposed all-purpose drones17.

14https://www.ysi.com/applications/flooding
15https://linkwisetech.com/applications/flood-monitoring-system/
16https://www.worldsensing.com/flood-monitoring/
17https://www.boldbusiness.com/digital/drone-use-in-houston-flood/



12.4. Customer Case Studies 111

2. Riverbed Topography
Current riverbed topography monitoring systems rely on ground or waterborne LiDAR, or more
rarely airborne LiDAR based on small general aviation aircraft. These systems require signifi-
cant investment and high setup time, leading to low flexibility. Bathymetric (underwater topogra-
phy) studies with UAV systems are so far restricted to technology demonstrators with retrofitted
commercial drones in research contexts [75].

3. Flood Response
Intervention and response during extreme weather events are usually performed by first re-
sponders and emergency (military and civilian) services, using traditional infrastructure: rescue
boats, helicopters, and response crews. Debris identification is also performed by first respon-
ders visually. No dedicated autonomous airborne intervention systems exist on the market.

The capabilities analysis provides a clear starting point for the assessment of the demand for such
a product, with customers interested in any of these three capabilities representing the focus of the
market study.

12.4. Customer Case Studies
In the aerospace industry, typical assessments of the market for a certain product involve the study of
the total addressable market (TAM), serviceable available market (SAM), and serviceable obtainable
market (SOM)18. The TAM-SAM-SOM model allows for a quantitative analysis of the existing and
projected market for a product to be performed, resulting in values for the market size and budgets.
This approach was deemed unfeasible for the FLOWS product, for the following reasons:

1. No market currently exists for airborne integrated flood monitoring and response systems. Any
projection of the market demand would inevitably require unsupported assumptions.

2. The design team is limited in both time and econometric modeling capabilities.
3. Due to the typically prohibitive initial capital expenditure of these capabilities, their importance to

saving human lives, and their typical lack of profitability, these systems are universally managed
by public institutions, such as the German Umwelt Bundesamt (Federal Environment Agency) or
the Bangladeshi Ministry of Disaster Management and Relief. This results in different economic
perspectives when compared to the private market (quotes, sustainability audits, budgetary
accountability).

Therefore, to obtain insights into the available market, a small-scale case study assessment method
was chosen. The total addressable market is represented in a qualitative manner in Figure 12.3,
based on the public/private distinction.

FLOWS 
product

Public Sector Private Sector

National Disaster Relief 
Agencies (FEMA, 

Rijkswaterstaat, Umwelt 
Bundesamt)

Aid- oriented International 
Organizations (European Civil 

Protection, UNDRR)

Flood Insurance Providers 
(Allianz SE, AXA SA, Chubb 
Limited, Wright National)

Aid- oriented Non- 
Governmental Organizations 

(Dutch Relief Alliance, 
International Red Cross)

Figure 12.3: Qualitative total addressable market.

18https://www.thebusinessplanshop.com/blog/en/entry/tam_sam_som
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Four case studies, one for each case in Figure 12.3, were performed. They are discussed in what
follows.

12.4.1. Case Study 1: Federal Emergency Management Agency
Part of the United States Department of Homeland Security, the Federal Emergency Management
Agency (FEMA) coordinates the response to disasters that occur in the territory of the United States19.
FEMA is only allowed to respond if the disaster overwhelms local and state response authorities.
The Agency also provides these authorities with experts in specialized fields and funds for response
personnel training, and directs individuals and small businesses to low-interest loans for rebuilding.

FEMA headquarters hosts the National Response Coordination Center (NRCC), which supports op-
erations during major disasters and emergencies at a regional level20. In the NRCC, the Agency
collaborates with other authorities to focus on projected, potential, or escalating crises, ensuring re-
source deployment to the affected area, as shown in the coordination diagram in Figure 12.421. One
of the resources uniquely available to FEMA is represented by Mobile Emergency Response Support
(MERS) teams, which provide communications support to local public safety, allowing first responders
to communicate with the outside world22.

Figure 12.4: FEMA response coordination framework.

It may be observed that both the top-level objectives of the Agency and its Emergency Support Func-
tions (ESF’s) correlate well with the functionalities provided by the product23. The FLOWS system
allows for high-endurance monitoring of disasters, delivering critical information to the NRCC (ESF
5). Furthermore, in support of MERS teams, the airborne segment may be fitted with a transponder
link, extending the range of communications for first responders (ESF 9).

FEMA and its subsidiaries already have experience with UAV-collected data on flood damage. In
collaboration with local disaster response authorities, infrastructure engineering firm Bolton & Menk

19https://www.fema.gov/about
20https://www.fema.gov/press-release/20210318/fema-activates-national-response-coordination-center-preparation-

hurricane
21https://www.fema.gov/emergency-managers/national-preparedness/frameworks/response
22https://www.fema.gov/about/offices/field-operations/disaster-emergency-communications
23https://www.fema.gov/emergency-managers/national-preparedness/frameworks/response#esf
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deployed two FPV UAV’s to monitor flood levels and damage during the 2019 flooding of Jordan,
Minnesota24. This monitoring allowed first responders to better prioritize resources, and, beyond the
initial response phase, allowed for documentation of the extent of flood damage, important for federal
relief funding and insurance documentation (as discussed in the third case study).

From a business perspective, FEMA Industry Liaison Program requires the submission of a Vendor
Profile Form, which describes the capabilities of the product25. With a total procurement budget of
$190M over FY2023, and grants for the Flood Hazard Mapping and Risk Analysis Program worth a
total of $350M, the Agency shows significant financial resources, allowing for the possible purchase of
several dozen FLOWS units and distribution to MERS teams and state-level response authorities26.

12.4.2. Case Study 2: United Nations Office for Disaster Risk Reduction
The United Nations Office of Disaster Risk Reduction (UNDRR) leads the United Nations effort in
the coordination of disaster risk reduction, building relationships between national governments, in-
tergovernmental organizations, and the private sector27. The UNDRR works within the 2015-2030
Sendai Framework for Disaster Risk Reduction, a set of targets and action points designed to protect
development gains from the risk of disaster.

One of the UNDRR’s core objectives is mobilizing financing for climate resilience and adaptation
projects28, with a total budget of $53.5M over FY2023, and no less than $5M in procurement grants
from the European Union alone29. Given the relatively low unit cost of the FLOWS system, these
grants could allow for the purchase of several units, operator training, and service of risk-prone areas
in the developing world.

12.4.3. Case Study 3: Allianz SE
Allianz SE is a German multinational insurance and asset management company and is the largest
financial services company in Europe30. The company is an early adopter of using drones to assess
post-disaster damage, especially at sites unsafe for humans to enter. Just in 2017, Allianz Global Cor-
porate & Specialty, the corporate insurance subdivision, managed 52 drone flights in areas affected
by natural disasters such as Hurricanes Maria and Harvey31.

Figure 12.5: Allianz material on drone use.

24https://storymaps.arcgis.com/stories/a7cf393b38a44ae0a457b916995392fa
25https://www.fema.gov/business-industry/doing-business
26https://www.dhs.gov/publication/congressional-budget-justification-fiscal-year-fy-2023
27https://www.undrr.org/our-work
28https://www.undrr.org/financing-prevention
29https://www.undrr.org/about-undrr/funding
30https://www.allianz.com/en/about-us/company.html
31https://www.allianz.com/en/press/news/commitment/environment/190912_Allianz-drones-and-hurricanes-flying-

masters-of-disasters.html
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Until 2016, insurance companies in the United States were required to petition the Federal Aviation
Administration for permission to use UAV’s for damage assessment, with a complex legal process32.
After the liberalization of the regulations, the use of FPV drones after national disasters exploded, in
order to track and monitor hundreds to thousands of insurance claims. Insurers can also make use
of drone maps, which create a common set of data and a clear record of the damage33.

From an economic perspective, AGCS shows a strong asset base of more than $13B34 for FY2023.
Its massive financial resources allow for the possible purchase of several FLOWS units, which can
be transported out to areas affected by disasters as required.

12.4.4. Case Study 4: Dutch Relief Alliance
The Dutch Relief Alliance (DRA) represents a coalition of 14 Dutch humanitarian non-governmental
organizations working together with the Ministry of Foreign Affairs35. These partners coordinate their
efforts through Joint Responses, which can be tailored to both acute and protracted crises. This
dual response mode allows for both fulfilling a spike in need in 72 hours and sustainable longer-term
responses with predictable multi-year funding.

The DRA works in eight intervention sectors, as shown in Figure 12.6: education, health, nutrition,
shelter, food security, cash assistance, protection, and water, working with local partners to deliver
humanitarian aid where it is most needed36. This approach correlates with the intervention payload
capabilities of the FLOWS system, unlocking new opportunities for critical aid deliveries during acute
crises.

Figure 12.6: Dutch Relief Alliance aid breakdown.

With a total budget of more than $70M over FY2022, the DRA mobilizes millions of dollars for each
acute crisis response, providing aid to local communities during droughts and hurricanes37. The
purchase of a FLOWS system would allow the Alliance to directly support these communities during
a flood event, then easily relocate to where these capabilities are most needed.

12.5. Product-Market Fit
The FLOWS system represents a novel flood monitoring and response architecture, showing far
higher flexibility when compared to static flood monitoring sensor arrays, while also incorporating
dedicated intervention capabilities. As observed in the case studies above, the estimated unit cost of

32https://www.cbinsights.com/research/drone-property-insurance/
33https://www.dronedeploy.com/blog/dronotec-hurricane-irma
34https://commercial.allianz.com/about-us/financials.html#annual
35https://dutchrelief.org/about-us/
36https://dutchrelief.org/downloads/
37https://dutchrelief.org/wp-content/uploads/2023/11/Annual-Report-2022.pdf
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$300k fits well within the procurement capabilities of the assessed organizations. Furthermore, due to
its versatility, the product’s capabilities correlate with the mission and needs of each customer, result-
ing in a high product-market fit. The conclusions of the economic assessment have been synthesized
in the SWOT diagram in Figure 12.7.
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Figure 12.7: Market analysis conclusions in SWOT form.

This economic assessment has provided insights into the needs of the projected customers and al-
lowed for a better understanding of the market niche filled by the FLOWS system. However, the quali-
tative and empirical nature of the case study methodology means that significant quantitative insights
have not been obtained. For further development, it is recommended to incorporate econometric
analyses, identifying customer classes in order to develop a robust market segmentation following
the TAM-SAM-SOM model.



13 | Final Design

This chapter shows the final layout of the airborne system. Section 13.1 shows the final geometry
including a 3-view drawing, the internal layout of the fuselage, a list of parts, and the hardware and soft-
ware diagrams. Section 13.2 shows a final drag polar analysis. Section 13.3 explains the necessary
fuel for the different missions. Subsequently, Section 13.4 illustrates the final payload range diagram
of the UAV. Section 13.5 discusses the final design and its possible discrepancies. The integration
strategy of subsystems is explained in Section 13.6. The requirements are verified in Section 13.7
and the budget breakdown of the mass, power, and cost is explained in Section 13.8. Finally, the
functional flow and breakdown diagrams are shown in Section 13.9.

13.1. Final Airborne Segment Layout
The final aircraft configuration consists of a main wing with a twin boom configuration. Each boom has
an individual empennage. A pusher propeller provides the thrust required during horizontal flight while
four vertical propeller provide the capability to take-off, hover, and land vertically. The final MTOM is
272.1 kg and the OEM is 230.2 kg. An overview of the OEM can be seen in Table 13.2.

13.1.1. External Geometry and 3-view Drawing
The exact geometry parameters for the final design are given in Table 13.1. A 3-view technical drawing,
shown in Figure 13.1, depicts the aircraft configuration from the front and back, side, top, and an
isometric view.

Table 13.1: Table of the final design geometry. *Span for horizontal and vertical stabilizers are given as distance from root
chord to tip chord. **Full-length of the fuselage from tip of pitot tube to tip of pusher propeller spinner.

Wing geometry Wing Horizontal stabilizer Vertical stabilizer
Aspect ratio 20 5 2

Taper ratio 0.4 0.5 0.5

Quarter chord sweep 0◦ 5◦ 20◦

Dihedral −1.5◦ 0◦ 0◦

Wingspan 9.89m 0.421m* 0.861m*
Root chord 0.706m 0.112m 0.574m

Fuselage geometry Propeller geometry
Length 3.51m** VTOL blade diameter 63” (1.6m)
Maximum diameter 0.59m Pusher blade diameter 1.4m

Cylindrical diameter 0.568m Pusher blade pitch 0.7R 28◦

Landing gear geometry Boom geometry
Ground clearance 0.51m Length 5.39m

Wheel diameter 11.5” Diameter 0.15

Scrape angle 13.3◦ Maximum bulge diameter 0.288m

A final note should be given on the scrape angle of the aft landing gear. Originally, this was planned as
15◦, however, this resulted in the fuselage requiring a bulge to lower it further. Measuring the scraping
angle in the configuration without a bulge yields a result of 13.4◦, which still fits within the acceptable
range of 12◦ to 15◦ [39], without adding unnecessary structural mass and drag due to the structural
reinforcement.
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13.1.2. Internal Layout
Most of the internal components within the UAV are fit into the fuselage. This layout has been created
using the motivations and reasoning presented in Chapter 8, and is presented in a cross section in
Figure 13.2. The different components within are described below the figure.

Figure 13.2: A graphic representation of the fuselage cross section, showing the various internal components.

1. SATCOM Communication System
2. Compression Computer for LiDAR Data
3. Flight and Mission Computer
4. Electrical Subsystem (Multiple Compo-

nents)
5. Intervention Payload Bay
6. ICE Controller
7. Electronic Speed Controller
8. Internal Combustion Engine and Generator

9. Electrical Motor (Pusher Engine)
10. Pusher Propeller
11. Non-retractable Main Landing Gear
12. Bathymetric LiDAR
13. Retractable Nose Landing Gear
14. Monitoring Camera (Photogrammetry)
15. Operator UAV Control Camera
16. Pitot Tube
17. Direct link Radio Communication System

13.1.3. Component List
In this section, an overview is given of all selected and designed parts for the designed UAV. For each
part, Table 13.2 shows the identifier, the part and its technical name (as given by the manufacturer),
the amount of parts used. It also provides technical details such as mass, peak power and a cost
estimate. Note that negative power means that power is used, while positive power means it is
produced.

The identifiers are divided into subsystems, including Payload (PLD), Attitude Determination and Con-
trol (ADC), Avionics (AVI), Command and Data Handling (CDH), Power and Propulsion (PROP), Land-
ing Gear (LG), Electronics (ELEC), and Structural (STR). As the structures are not COTS components,
these do not have a name or a value for the cost.

Table 13.2: Overview of the selected and designed components of the UAV.

Identifier Part Name Qty Mass
[kg]

Power
[W]

Cost [€]

FL-PLD-1 Monitoring Camera Trillium HD25-LV 1 0.34 -75 5,190
FL-PLD-2 LiDAR Riegl VQ-840 GE 1 9.5 -220 1,000,000
FL-PLD-3 Compression Com-

puter
Saab RVC-E 1 1.2 -25 2,500

Continued on next page



13.1. Final Airborne Segment Layout 119

Table 13.2: Overview of the selected and designed components of the UAV (continued).

Identifier Part Name Qty Mass
[kg]

Power
[W]

Cost [€]

FL-PLD-4 Payload Bay N/A 1 31.7 N/A N/A
FL-PLD-5 Payload Bay Servo SD-01B 1 1.5 500
FL-ADC-1 Control Camera Trillium HD25-LV 1 0.34 -75 5,190
FL-ADC-2 Mission Computer Vector MCC 1 0.16 -2.5 2,000
FL-ADC-3 Wing Servo SD-01B 2 1.5 500
FL-AVI-1 Pitot Tube Airmobi Long Pitot

Tube
1 0.2 N/A 111

FL-AVI-2 AoA Vane SMV-1 Flow Vane 1 0.03 -0.67 1,000
FL-AVI-3 Flight Computer Vector 600 1 0.18 -2.5 3500
FL-CDH-1 Radio Link Swiftlink P43 A2G 1 0.42 -90 18,592
FL-CDH-2 SatCom System MICRO SAT LW 1 4.2 -25 125,000
FL-PROP-1 ICE Generator RW79 4 4.87 +16,128 15,500
FL-PROP-2 ICE Controller RW79 4 4.13 N/A N/A
FL-PROP-3 Vertical Motor EMRAX188 (AC) 4 7.1 -15,000 4,000
FL-PROP-4 Vertical Propeller FLUXER PRO

63x22
4 1.08 N/A 725

FL-PROP-5 Horizontal Motor EMRAX188 (CC) 1 7.6 -37000 4,000
FL-PROP-6 Horizontal Pro-

peller
TU Delft X-PROP 1 3.5 N/A N/A

FL-PROP-7 Electronic Speed
Controller

AMPX-90A 4 1.8 0 1,914

FL-LG-1 Nose Landing Gear Aerotelemetry
Light-Weight UAV
landing gear

1 9.1 N/A 1,500

FL-LG-2 Main Landing Gear 1 12 N/A 1,500
FL-ELEC-1 Power Distribution

Unit
VISIONAIRtronics
1800W dual PDU

1 2.7 N/A 1,000

FL-ELEC-2 Backup Battery MaxAmps Li-ion
2800 10S1P

1 0.48 +396 194

FL-ELEC-3 Microchip ATmega16M1-MU 1 <0.001 -1.65 6
FL-ELEC-4 Power Module Wurth Elektronik

173950378
1 0.002 -12 6

FL-ELEC-5 Power Module Wurth Elektronik
173011235

1 0.002 -60 5

FL-ELEC-6 Battery Manager VISIONAIRtronics
15S BMSB

1 N/A N/A 300

FL-ELEC-7 Wire Harness N/A 1 22 N/A N/A
FL-STR-1 Fuselage

Longerons
N/A 5 2.08 N/A N/A

FL-STR-2 Fuselage Frames N/A 5 1.04 N/A N/A
FL-STR-3 Fuselage Skin N/A 1 6.22 N/A N/A
FL-STR-4 Component Mount-

ing
N/A 1 8.44 N/A N/A

FL-STR-5 Wingbox Structure N/A 1 19.55 N/A N/A
FL-STR-6 Wing Skin N/A 1 5.46 N/A N/A
FL-STR-7 Wing Rib Structure N/A 1 2.78 N/A N/A
FL-STR-8 Boom Structure N/A 2 8.7 N/A N/A
FL-STR-9 Empennage Struc-

ture
N/A 2 2.5 N/A N/A
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13.1.4. Hardware and Software Block Diagrams
The hardware block diagram given in Figure 13.3 describes the schematic architecture of the aircraft,
including components of monitoring, intervention, data handling, and other instrumentation payload.
Each block represents a hardware element, with the arrows indicating the relation between the various
subsystems in the UAV. Some arrows indicate a stream of data (e.g. the visual camera providing
camera data to the flight computer), whilst others indicate how one hardware item controls another
(e.g. the PDU sending an electrical signal to each servo that controls their respective control surface).

The monitoring subsystem has two sets of HD25-LV cameras: one for monitoring, the other for pilot
vision to remotely control the UAV. Each of the sets will sample data at a specific frequency, which
is to be processed together with other sensor data by the VECTOR-600 flight computer. The flight
computer may store data to an internal hard drive in case of loss of communications, which can be
accessed after completion of the mission. The flight computer may also receive and transmit signals
via either of the antennas that will be installed onto the UAV (i.e. the Swiftlink P43 for a direct link, the
Micro SAT LW for communication via satellite) in order to communicate with the ground station.

The avionics mainly consists of the VECTOR-600, which has an internal Air Data, Attitude, and Head-
ing Reference System (ADAHRS). The ADAHRS is composed of attitude sensors like an accelerom-
eter, gyroscope, a GPS, and a magnetometer to determine the UAV’s attitude. Whether controlled
automatically or manually, aircraft control messages can subsequently be sent from the flight com-
puter to the PDU to demand a specific control surface orientation from the servos or power rating from
the engines.

The software block diagram given in Figure 13.4 concerns the logic of the software that will be inte-
grated into the flight computer across the duration of the mission and is written in one of the many
types of UML diagrams - a State Machine Diagram, which depicts the states of the system (take-off,
cruise, monitoring, landing, etc) and determines in which state the UAV will be. The filled circle marks
the beginning of the mission, whereas the dotted circle marks the end of the mission. Then, with very
simplified if-statements marked in bold, the system moves from one state to the next by performing
the actions listed along the arrow. An additional circle filled with a diamond helps visualize the relation
between the UAV and external systems with regards to received commands and telemetry.
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Turn

deflectElevator()

[alt >= desiredAlt]
deflectElevator()

deflectElevator()

[alt <= desiredAlt]
deflectElevator()

deflectAileron()
deflectElevator()
deflectRudder()

[heading == desiredHeading]
deflectAileron()
deflectElevator()
deflectRudder()

[horizontalStraight == False]
deflectAileron()
deflectElevator()

Start

Stop

Transition 2

[alt <= 50]
setHorPowSetting(0)

deployPayload(); monitoring(); missionStop(); transmission(); setFlightPath()

External

sendFlightData(); connectionStatus()

Figure 13.4: Software Diagram
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13.2. Final Aerodynamic Analysis
The aerodynamic performance of the aircraft is incredibly important to the FLOWS mission, as it
requires both high endurance and high velocities to be achieved. The values for the dimensionless
lift and drag coefficients were found with an aerodynamic analysis using the vortex lattice method in
OpenVSP. This method is useful for finding change the induced drag and the parasitic drag of large
surfaces such as the fuselage. However, since the propellers for VTOL and the exposed landing gear
add significant drag, another method for estimating the zero-lift drag coefficient CD0 was used. An
estimation of this CD0 was calculated using using a method for finding the drag of stopped propellers
by Raymer combined with CFD data from VSPAero [76]:

CD0prop
=

CMR
Dprop

SMR
prop

Stotal
(13.1) CMR

Dprop = 0.1
Nbladescblade

πrpro
(13.2)

SMR
prop

Stotal
=

0.288 · 4
11.82

= 0.0014 (13.3) CMR
Dprop = 0.1

3 · 0.12041
π · 0.8

= 0.0144 (13.4)

Equation 13.1 and Equation 13.2 account for the drag of the VTOL propellers during horizontal flight,
which is combined with the zero lift drag coefficient of the aerodynamic analysis in OpenVSP for a
model without propellers. The simulated zero lift drag coefficient was found to be CD0 = 0.0145.
Finally, the parasitic drag contribution of the landing gear was added. This was estimated using
empirical data as 19% of the total CD0 [77]. The final value obtained is shown in Equation 13.5.

CD0 =
0.0145 + 0.0014

1− 0.19
= 0.0196 (13.5)

This value for the zero lift drag coefficient was used to offset the induced drag found by OpenVSP to
construct the total drag polar. The drag polar is presented in Figure 13.5 and the relation between
C

3/2
L and CD is given in Figure 13.6.
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Figure 13.5: Relation between CL and CD.
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Figure 13.6: Relation between C
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L and CD.

In both figures, the maximum slope is also shown, as this is the flight condition at which maximum
range and endurance are obtained. However, since the range of 200 kmmust be traveled at 300 km/h,
the actual value used is lower than this optimum, causing a decrease in efficiency. Similarly, in Fig-
ure 13.6, the flight conditions used for the monitoring mission are considered sub-optimal. This was
done to allow for control in rough weather, as the optimum flight condition would have a velocity very
close to the stall speed.

The aerodynamic performance of the aircraft is summarized in Table ??. Due to the sharp angle, the
drag polar makes for CL values above 1.0 the maximum lift over drag occurs at the same lift and drag
coefficients as the maximum C

3/2
L over drag. It is important to note that the maximum lift coefficient

was found to be 1.26 (not shown in Figure 13.5) which means that the stall speed is slightly higher
than 26m/s. For fuel mass calculations a monitoring speed of 41m/s was used to make sure that the
calculations allow for a wind resistance of more than 14m/s.
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Table 13.3: Summary of aerodynamic performance at most important flight conditions.

Flight Condition Velocity Altitude CL CD CL/CD C
3/2
L /CD

monitoring 41.00m/s 150m 0.5393 0.0241 22.38 16.46
max velocity 83.33m/s 3000m 0.1734 0.0200 8.67 3.610
max CL/CD 28.88m/s 150m 1.0831 0.0381 28.45 29.61

13.3. Fuel Mass Calculations
The performance of the design is measured by its capability to perform the two missions defined in
Chapter 9, and, if one of the missions can be performed with a take-off mass less than the MTOW, its
performance can even exceed the required performance.

The fuel mass required for both missions involves calculations for VTOL maneuvers, power consump-
tion of instruments and fuel for horizontal flight at different speeds. The fuel needed for VTOL ma-
neuvers is calculated simply by calculating the power required for vertical climb at maximum vertical
thrust and thus maximum vertical rate of climb. This power is obtained by multiplying the weight of the
aircraft by a factor of 1.2, from requirement RPR-PRP-1, and reading the power consumption from
the data table in Figure 4.2.

Then, the power consumption of all energy consuming instruments during the maneuver is added
to this power to obtain the total power consumption. All VTOL maneuvers are assumed to be 160
seconds of pure climb at sea level. This means that the total fuel mass calculated is conservative as
most VTOL maneuvers will not consist of pure climb (e.g. landing maneuvers).

Next, this power is converted to fuel mass required by multiplying it with the Brake Specific Fuel
Consumption (BSFC), given by the manufacturer as 255 g/kWh, and the duration of the maneuver.
The weight and thus the power consumption are assumed to be constant during these maneuvers. In
a similar way, the power consumption of instruments during horizontal flight is calculated. However
since the fuel mass, and thus the weight of the aircraft, changes during flight a different method is
required. For this, Equation 13.6 and Equation 13.7 are used, rewritten such that the fuel weight is
calculated [78].

R =
ηp
cp

CL

CD
ln

(
Wfin +Wfuel

Wfin

)
(13.6) E =

ηp
√
2ρS

cp

C
3/2
L

CD

(
1√
Wfin

− 1√
Wfin +Wfuel

)
(13.7)

Now, using Breguet’s range equation shown in Equation 13.6, the range is calculated with the propul-
sive efficiency ηp, the BSFC cp, the lift over drag ratio at a certain airspeed and altitude CL

CD
, and finally

the weight at the beginning of the horizontal flight and the final weight after all the fuel is burned.

The Breguet equation assumes the lift coefficent and the drag coefficient to stay constant during flight,
but, since the weight of the aircraft reduces as fuel is burned, this will mean that either airspeed or
air density must be reduced to produce as much lift as the weight of the aircraft. Since the Breguet
equation is used to calculate the fuel mass required to fly 200 km at a velocity of 300 km/h, it was
decided to increase air density and thus climb to higher altitudes as fuel is burned. In reality, an
operator would likely reduce the angle of attack and thus the lift coefficient to maintain altitude and
speed.

In Equation 13.7, the endurance in seconds is given as a function of mostly the same inputs as the
Breguet equation. However, the surface area of the wing S is added and the ratio of C

3/2
L
CD

are also
now required. This formula for endurance is not necessarily the maximum endurance, but rather the
endurance at constant altitude and velocity, which is also important, since the this allows for a constant
point density of the LIDAR system during monitoring.
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The final value required to calculate the fuel mass was the propulsive efficiency during horizontal
flight. This efficiency stems from 3 sources of energy loss: the propeller, the motor and the ESC.
The propeller efficiency is calculated using the graphs in Figure 4.3. Based on the thrust required
the advance ratio of the propeller is found and based on this advance ratio the propeller efficiency is
found. This efficiency was found to be 0.84 at the maximum velocity and 0.82 for monitoring velocity.

The motor efficiency was calculated
using the RPM of the propeller and
the power input, to find the torque
produced by the motor in Figure 4.4.
The motor efficiency can then be
found in Figure 13.7.
Using this graph, the motor effi-
ciency was found to be 96 % at max-
imum velocity and 86% at monitor-
ing velocity. Finally, the efficiency
of the ESC is stated by the manu-
facturer to be greater than 98 %, so
that value was used for all speeds.
This resulted in a total propulsive ef-
ficiency of 79 % at maximum veloc-
ity and a propulsive efficiency of 69
% at monitoring velocity. Figure 13.7: Efficiency of the Emrax 188 as a function of torque and

RPM.

Finally, the fuel mass can be calculated for each mission phase. This was done by assuming landing
to happen at operational empty weight, and working backwards to find the total fuel mass at take-off.
The results are presented in Table ??. The total fuel masses add up to 10.21 kg for the intervention
mission and 17.73 kg for the monitoring mission. Since maximum payload is carried in the intervention
mission this mission results in the highest take-off weight, which is the same as the MTOW, as the
maximum payload mass was sized such that an intervention mission takes off at MTOW. This means
that an endurance of more than 10 hours is achievable. If no intervention payload would be added, a
total fuel mass of 41.91 kg could be added, which would result in a maximum endurance of 23 hours
and 4 minutes.

Table 13.4: Fuel mass breakdown of different mission phases

Mission phase
(intervention)

Fuel
mass [kg]

Mission phase
(monitoring)

Fuel
Mass [kg]

Take-off 0.7176 Take-off 0.6323
Flight at V max 5.597 10h of monitoring 16.53
Payload deployment 1.270 Landing 0.5656
Flight at V mon 2.058
Landing 0.5656

13.4. Final Performance Analysis
Given the propulsive efficiency at different flight conditions and the power and thrust required at these
different flight conditions can be computed. The results are summarized in Table 13.5. All flight
conditions in this table assume the mass to equal the MTOW such that these are the maximum values.
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Table 13.5: Selected thrust and power at MTOW at different flight conditions.

Description Symbol VTOL Vmax at 3 km altitude Vmon at 150 m altitude
Thrust required T 3202N 311.74N 129.88N
Power output of propellers Pout 49 970W 5325W 25 978W
Power used by instruments Pinst 434.3W 434.3W 679.3W
Power required from ICE PICE 63 968W 33 306W 8384W
Propulsive efficiency ηp 0.787 [−] 0.790 [−] 0.691 [−]

The values presented in Table 13.5 can be used to discuss the limitations of the design. Firstly, it
can be seen that the MTOW has been designed such that the maximum continuous power output
of the power generation system is used. For the other flight conditions, the power required from the
generator is significantly lower than the maximum continuous power produced. This means that even
if the parasitic drag is 1.93 times larger than the current drag estimate, the same maximum velocity
can still be achieved, although it must be noted that a more powerful electric motor might be required.

This implies that the payload mass must be reduced to allow for the extra fuel needed to perform
the mission without increasing the mass above MTOM. The horizontal propeller was verified to be
capable of achieving 1.93 times the thrust at the same maximum velocity. The final payload range
diagram is visible in Figure 13.8. It can be observed that the maximum endurance of 23 hours well
exceeds the 10-hour requirement, at the cost of some payload mass. This result shows satisfactory
margins for detailed design for meeting the endurance requirement.
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Figure 13.8: Payload-endurance diagram for the final design.

The payload-endurance diagram in Figure 13.8 was constructed assuming that horizontal flight hap-
pens at an altitude of 150m at 41m/s without deploying the payload. In reality, flying at higher speeds
will reduce the endurance, and deployment of the payload at some point in the mission will increase
endurance again.

13.5. Final Design Sensitivity
The mass estimates for the fuel mass are significantly lower than the previous estimates for the fuel
mass. The fuel mass may change in later stages of the design if the drag found during field testing is
different from the simulations. Similarly, the propulsive efficiency might be different from efficiencies
claimed by manufacturers. The mission phases considered do not include climb phases, which would
have been more accurate. The calculations for the fuel mass also do not include a safety factor for
possible trapped fuels, or fuel for diversions in case of emergency. Because of these simplifications,
it might prove that the payload mass needs to be reduced to allow for extra fuel to be carried.
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Another inaccuracy in the calculations is the stall speed of 26m/s as this is still an estimated value.
The aerodynamic analysis in OpenVSP found a maximum lift coefficient of 1.26 at an angle of attack of
15 degrees (which would allow for a stall speed of 26.6m/s). This, however, is possibly too optimistic,
as stall is very difficult to model in CFD and the actual maximum lift coefficient will have to be found
through wind tunnel testing or field testing. If stall speed is found to be much worse than expected,
an increase in wing area close to the wing root will be required to improve stall characteristics.

13.6. Integration Strategy
The final design consists of many completed sub-systems. To assemble these into one UAV, some
considerations have to bemade. The final design shows where each part is to be placed, but mounting
structures must be assessed to allow assembly and disassembly. The individual mounting structures
are beyond the scope of this project, but a strategy for development is made here.

Critical locations need to be identified. These are the boom mounting points to the wing and wing
mounting points to the fuselage, as these mounting points carry external loads and need to be disas-
sembled between deployments, whereas internal mounting structures for integrated parts are much
less critical and can be permanent. Part-specific mounting structures need to be developed and de-
signed for durability and ease of assembly. The internal component mounting can be made much
simpler because these parts are not disassembled.

Designing these mounting structures needs to be done in such a way that power and control subsys-
tem components and wiring can be connected to parts beyond the mounting where necessary. It is
also important to match mounting structures to the available physical dimensions. This can be done
by integrating the structures into the three-dimensional CAD model containing all parts.

The electrical power system also needs to be integrated into the UAV. The power distribution and
subsystem are worked out in Chapter 5, but individual wiring and holes allowing for this in structures
have to be designed. Wiring to connect the antenna, flight computer, receiver, and parts relying on
information from these systems also need to be connected by wiring to transfer information. These
connections sometimes have to be made through structures, so calculations have to be performed to
ensure the structure can still bear the required loads with the changes.

The control surfaces need to be developed inmore detail. Specifically, the hinge position and structure,
the position of the servos and the wiring. Wiring will happen within the wing structure and the servo
will be mounted on the wingbox. The integration of fuel systems within the wingbox also has to be
developed. Space for fuel tanks is available in the wing box including pumps, and pipes. However a
detailed design is needed for the connection between the fuel tank and the engines, and an opening
to refill the tank.

Finally, the intervention payload structure requires the development of remote control payload doors
and mounting/release structure. The mounting structure should be changeable to allow for different
intervention payloads, as the bay should be modular in design.

13.7. Requirement Compliance Matrix
To ensure that all project requirements set on the UAV and mission design are fulfilled, a requirement
compliance matrix has been created. The requirement matrix gives a clear overview of the verification
status and strategy for the stakeholder, mission, and system requirements. Requirements are marked
with a check mark if the requirement has been analyzed in the design process. requirements in need
of further analysis or those not complied with are marked with a cross. In the final column, a brief
description is given on the verification methodology for each requirement.
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Table 13.6: Requirement compliance matrix.

Requirement ID & description Mark Verification Compliance Method
R-STK-1 : The system shall effec-
tively monitor landscape.

✓ Analysis Photogrammetry data has an estimated hori-
zontal accuracy of 2.5 cm2 from Section 3.1.

R-STK-2 : The system shall quickly
provide data for warning about flood
risk.

✓ Analysis The communications system is designed to
transfer at least 10Mb/s at a latency of no
more than 150ms as mentioned in Chapter 3.

R-STK-3 : The system shall aid in
maintaining lives and the surround-
ing environment.

✓ Analysis The UAV is capable of sending data capa-
ble of providing usable information to first re-
sponders, in addition to providing humanitar-
ian aid supplies described in Chapter 3.

R-STK-4 : The system shall have af-
fordable operational costs.

✓ Analysis The total operational cost is no more than
€301k calculated in Section 12.1, which is
deemed affordable in Section 12.4. This re-
quirement should be changed to be quantita-
tive.

R-STK-5 : The system shall be able
to be deployed and operated in a va-
riety of environments.

✓ Analysis The system is designed to be capable of de-
ployment on any open, flat surface, as de-
scribed in Section 9.3. No runway or power
infrastructure is needed. In addition, the
ground station is capable of relocation.

R-STK-6 : The system shall not
endanger the civilians in the region
where it operates and the first re-
sponders active in the area.

✓ Analysis The system is designed to not interact with
civilians or first responders unless controlled
by an operator, as described in Section 9.3.

R-STK-7 : The system shall not
compromise the functioning of other
flood prevention and protection sys-
tems.

✓ Analysis The system is not designed to interact with
other flood prevention and protection sys-
tems.

R-STK-8 : The system shall oper-
ate according to existing UAV regu-
lations.

× Inspection Inspection of all UAV regulations has not
been performed. It is recommended that
potential buyers investigate local regulations
before purchasing.

R-STK-9 : The system components
shall be reusable at end of life.

✓ Analysis Reusability and recyclability of components
is discussed in Chapter 11 and assessed for
each subsystem.

R-MIS-1 : The system shall allow for
total airborne operational endurance
of no less than 10 hours at the low-
est latitude-related flyability condi-
tions as described by FAA weather
tolerance data.

× Analysis The endurance of the UAV at minimum pay-
load has been identified in Section 13.4 to
be no less than 22 h at the most critical.
Lattitude-related compliance of each compo-
nent should be verified individually.

R-MIS-2 : The system shall al-
low for monitoring of water levels,
riverbed topography, surface debris,
and stationary flood protectionmech-
anisms.

✓ Inspection A monitoring payload capable of monitor-
ing water levels, riverbed topography, sur-
face debris, stationary flood protection mech-
anisms has been developed in Section 3.1.

R-MIS-3 : The system shall allow
for remote control and data transmis-
sion from a range of no less than
200 km.

✓ Inspection
of comm
system
datasheet

Two communications systems were chosen
capable of communication link at a distance
up to 200 km in Section 3.5.

R-MIS-4 : The system shall allow for
the continuous transmission of data
about monitored areas to the ground
segment.

✓ Analysis The communications system is designed to
transfer at least 10Mb/s, for a calculated
monitoring payload data rate of no higher
than 2.47Mb/s described in Section 3.1.

Continued on next page
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Table 13.6: Requirement compliance matrix.

Requirement ID & description Mark Verification Compliance Method
R-MIS-5 : The system shall allow for
vertical take-off and landing from any
ground surface at lowest latitude-
related flyability conditions as de-
scribed by the FAA weather toler-
ance data.

× Analysis,
Demon-
stration

VTOL has been calculated for an assumed
flat ground surface. The requirement has to
be rewritten, or a more thorough analysis of
VTOL has to be performed.

R-MIS-6 : The system shall allow
for deployment and operations un-
der moderate to high turbulence con-
ditions as described by the FAA
weather tolerance data.

× Analysis The method of assembly has been described
in Section 13.6. Precipitation tolerance has
to be verified on physical assembly.

R-MIS-7 : The system shall allow for
safe autonomous landing in case of
propulsion system failure.

✓ Analysis,
Demon-
stration

The UAV is capable of a gliding landing in
case of propulsion system failure, and can be
autonomously landed using the selected Au-
topilot computer from Chapter 3.

R-MIS-8 : The payload shall comply
with existing EASA UAV regulations.

× Inspection
of EASA
UAV reg-
ulations

The payload has not been verified to pass
EASA UAV regulations.

R-MIS-9 : The system shall allow
for reuse or recycling of all assembly
components at end of life according
to ISO-14001:2015.

✓ Analysis The Life Cycle Analysis describes the reuse
and recycle strategy applied to all parts in
Chapter 11.

R-MIS-10 : The system shall allow
for versatile payload loading.

✓ Inspection,
Demon-
stration

The payload bay is designed to be modu-
lar and support varying payloads up to 29 kg,
mentioned in Chapter 3.

R-SYS-1 : The system shall have a
maximum wind resistance of 14m/s.

× Analysis
of angled
flat plate

The horizontal flight an vertical flight wind
resistance have been identified in Sec-
tion 7.14. The monitoring flight envelope
should changed to accommodate the in-
crease in stall speed, or an improved aero-
dynamic analysis is required.

R-SYS-2 : The system shall have a
precipitation tolerance of 50mm/h.

× Test, In-
spection

The method of assembly has been described
in Section 13.6. Precipitation tolerance has
to be verified on physical assembly.

R-SYS-3 : The system shall have an
onboard data storage of TBD.

× N/A This requirement was deemed unnecessary,
as loss of communications halts data collec-
tion.

R-SYS-4 : The propulsion system
shall be able to transition between
VTOL and horizontal flight.

✓ Analysis The propulsion system designed in Chapter 4
to be capable of providing enough power to
the vertical and horizontal engine.

R-SYS-5 : The system shall have an
operational temperature range of -20
◦C to 46 ◦C.

× Analysis Verification of operation at these tempera-
tures has to be performed for all components
and the assembly.

R-SYS-7 : The UAV shall have
a modular sensing payload system
with predefined interfaces for data
and power.

✓ Analysis A modular monitoring payload has been de-
signed in Section 3.1, consisting of a LIDAR
and a multi-spectral camera.

R-SYS-8 : The UAV shall have a
modular intervention payload bay.

✓ Analysis The payload bay has been designed to carry
a variety of intervention payloads, as de-
scribed in chapter 3.

R-SYS-9 : The UAV shall have an
autonomous landing mode.

✓ Analysis,
Demon-
stration

The selected autopilot computer allows for
autonomous landing, as described in chap-
ter 3.

Continued on next page
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Table 13.6: Requirement compliance matrix.

Requirement ID & description Mark Verification Compliance Method
R-SYS-10 : The UAV shall have a
manual flying mode.

✓ Analysis,
Test

The UAV has been designed to receive and
send flight control data, which in combination
with a flight computer, allows for manual con-
trol, as stated in chapter 3.

R-SYS-11 : The system flight profile
shall be dynamically stable.

✓ Analysis A dynamic stability analysis of the system is
performed in Section 7.12, which has shown
compliance.

R-SYS-12 : The system flight profile
shall be controllable.

✓ Analysis The controllability of the system has been an-
alyzed in Section 7.13.

R-SYS-13 : The software related to
the control of the UAV shall have
a Design Assurance Level (DAL) of
Level A.

× Analysis,
Test

The design of the UAV software has not been
analyzed. This should be determined for
each subsystem component.

R-SYS-14 : The UAV shall not pro-
duce more than 130 dB measured at
100m from the ground.

✓ Analysis The noise level of the UAV is calculated
in Section 4.5, which shows compliance by
analysis.

R-SYS-15 : The UAV shall be capa-
ble of a glide ratio of 22 at a velocity
of no more than 40m/s

✓ Analysis The glide ratio has been determined to be
22.38 at a velocity of 40m/s in Section 13.2.

R-SYS-16 : The UAV shall be capa-
ble of a horizontal landing from glid-
ing flight.

✓ Analysis,
Demon-
stration

Landing gear for horizontal landing up to a
load factor of N = 2.0 has been designed in
Section 8.1.

As is evident from Table 13.6, there are multiple requirements which have not been met. The nature
of these requirements should be noted as most of those not met are not performance requirements.
With further analysis and an increased depth of research, it is expected that these requirements can
be met without large design changes.

Further subsystem requirements have been set up in the design of subsystems. Payload & Com-
munications, Propulsion, and Power subsystem requirements are verified in Section 3.7, Section 4.6,
and Section 5.3 respectively. Wing, stability & control, and fuselage subsystem requirements are
verified in Section 6.6, Section 7.15, and Section 8.4 respectively. The ground system subsystem
requirements were verified in Section 9.4.

13.8. Budget Breakdown
Initial estimates of the mass, cost, and power were made at the start of the design process. The
system was split into five subsystems, namely: payload, structure, communications and control, fu-
el/energy source, and propulsion. With the final design complete, a more accurate breakdown can
now be assessed and compared.

Table 13.7 shows the mass budget breakdown from the conceptual phase to the final phase. The final
propulsion system became heavier than in the initial design iteration. Due to the initial estimate for
the energy density of the motor (which was made based on statistical data of various electric motor
dimensions), the motors turned out to be heavier than previously calculated. Another reason is that
the initial sizing procedure did not take into account all extra electronics needed for the propulsion
system to run. The fuel mass is less than first expected. The efficiency of the motors and ICE of the
actual components were higher than originally calculated for, making the propulsion system more fuel
efficient. Payload, structures, and communications and control stayed within the acceptable margin
of error of the budget breakdown, especially compared to the preliminary design. Due to components
being off the shelf, the payload, communications and control, fuel and propulsion are considered
accurate values as the exact masses are known. For the structure, there is a certain uncertainty as
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connections between structural parts were not considered. Nonetheless, the structural calculations
were done in a conservative manner and thus the extra mass gives a margin of error.

Table 13.8 shows the conceptual and final power allocation. During the preliminary phase, no power
budget diagram was developed. It should be noted that this power breakdown is during a monitoring
mission. The high discrepancies can be explained by the fact that the propulsion system changed
from series-hybrid with a battery to a series-hybrid with a generator. All power is first converted into
electricity and then distributed into the systems. Another important note to make is that the initial
estimation was made for smaller scale UAV’s. The exact power of each component was calculated
and is shown in Section 13.1.3. Hence, the values are considered accurate.

The last breakdown delves into the cost of each subsystem, shown in Table 13.9. In this case, the
cost of the communications and control was underestimated. The satellite communication system
takes up around 1/3 of the total production cost of the UAV. The structures cost include material
procurement, manufacturing and management of the structure. It should be noted that the LIDAR is
not included in the cost breakdown, as it costs multiple times the unit cost of the UAV (more information
in Section 13.1.3), and represents an optional payload for the monitoring of riverbed topography. The
accuracy of the structures cost is deemed less accurate than the other subsystems, as it is not off the
shelf and manufacturing processes need to be designed and implemented.

Table 13.7: Mass breakdown per subsystem for
different design phases.

Subsystem Conceptual Preliminary Final
Payload 7% 4%-20% 5%-17%
Structure 27% 35% 36%
Communications
and control 4% 10% 6%

Fuel/energy
source 40% 15%- 31% 4%-15%

Propulsion 22% 20% 38%

Table 13.8: Power breakdown per subsystem for
different design phases.

Subsystem Conceptual Preliminary Final
Payload 18% - 4%
Structure 0% - 0
Communications
and control 20% - 5%

Fuel/energy
source 9% - 0

Propulsion 53% - 91%

Table 13.9: Cost breakdown per susbsystem for different design phases.

Subsystem Conceptual Preliminary Final
Payload 28% - 3%
Structure 43% - 3%
Communications
and control 11% - 58%

Fuel/energy
source - - 1%

Propulsion 18% - 35%

13.9. Functional Breakdown and Flow Diagram
Within the functional breakdown diagram, an overview of system functionalities is depicted. This is
divided into three categories, first treating the production of the system, then the operation of the
system when performing missions, and finally the end-of-life process. The breakdown of functions is
represented in Figure 13.9 on Page 132.

The relation between these functionalities is depicted in the functional flow diagram, where the flow
of the functions is shown through the production, mission and end-of-life. In addition, this depicts
any iterative loops and repetitions present in the shown functions. This is graphically represented in
Figure 13.10 on Page 133.
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14 | Project Conclusion

In this chapter, the next steps of the project are discussed. First, the project design and development
logic is presented in Section 14.1. Secondly, the future validation efforts are elaborated upon in
Section 14.2. Then, the future project plans are shown in a Gantt chart, in Section 14.3. Finally, the
conclusions drawn by the design team at the end of the project are presented in Section 14.4.

14.1. Project Design and Development Logic
The design of the FLOWS architecture is carried out in the context of the Design Synthesis Exercise.
Though the objective of the project, as described in Chapter 1, is to design a flood monitoring and
response system, this objective does not necessarily represent the final outcome.

To study the steps that are to be pursued after the formal completion of the DSE project, the Project
Design and Development logic was performed. It is available in visual format in Figure 14.1. The
yellow blocks showwhat tasks need to be performed before the design is complete. The orange blocks
provide an overview of the entire system: the required inputs, processing activities, and expected
outputs. The green blocks visualize the short-term outcome of the project, while the blue blocks
represent the long-term expected outcome.

Foundation 
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Research & Analysis Define Objectives Team Formation Planning
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Gather 
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Gather Geographical 
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Analyze Historical 
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Data Analysis & 
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Perform a feasibility study to present to 
environmental agencies and authorities

Figure 14.1: Project Design and Development Logic visualization.

As described in Figure 14.1, the expected outcome of the DSE project is to complete the design of a
system for flood monitoring and response. However, further steps may be pursued, including but not
limited to official feasibility studies for the clients described above. These options are to be explored
continuously and updated as the design matures.
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14.2. Validation Activities
In the validation process of the final design, various testing methods are used to ensure the system’s
compliance with the stakeholder requirements and the expected functionality of the system.

The validation methods for each stakeholder requirement are chosen and explained in Table 14.1,
portraying how each requirement is to be tested.

Table 14.1: Validation methods for stakeholder requirements.

Identifier Method Rationale
R-STK-1 Field Testing Field Testing involves conducting tests in actual operational environments

to validate the UAV’s effectiveness in monitoring landscapes. This ensures
that the UAV can handle real-world variables and terrain diversity effectively.

R-STK-2 Operational
Testing

Operational Testing in scenarios simulating emergency flood situations to
validate the UAV’s ability to quickly provide accurate and timely data, crucial
for effective warning and mitigation actions.

R-STK-3 Simulation,
Live Demon-
stration

Simulation and Live Demonstration to validate the UAV’s effectiveness in
aiding lifesaving and environmental protection efforts under different emer-
gency scenarios, demonstrating its utility and impact in critical situations.

R-STK-4 Cost-Benefit
Analysis

Cost-Benefit Analysis to validate that operations remain within the projected
budget while achieving desired outcomes, ensuring economic feasibility.

R-STK-5 Environmental
Testing

Environmental Testing in various simulated environments to validate the
UAV’s adaptability and robustness, ensuring it performs reliably across a
wide range of operational conditions.

R-STK-6 Safety Audits,
Risk Assess-
ments

Safety Audits and Risk Assessment tests carried out to validate that the
UAV operations do not endanger civilians and first responders, confirming
its safety protocols are effective.

R-STK-7 Integration
Testing

Integration Testing with other flood prevention systems to validate that the
UAV does not interfere with or compromise these systems, ensuring com-
patibility and cooperative functionality.

R-STK-8 Regulatory
Compliance
Review

Regulatory Compliance Review to validate that UAV operations conform to
existing UAV regulations, ensuring all operational aspects are legally com-
pliant and documented.

R-STK-9 Lifecycle Anal-
ysis

Lifecycle Analysis to validate the reusability and end-of-life processing of
system components, ensuring they meet sustainability goals.

For the validation methods, the following expected expenses have been quantified:

1. Field Testing: Two weeks will be dedicated to the field testing of the validation procedure on
a rental aerodrome. The cost of aerodrome rental is considered to be of a High magnitude,
since costs for ATC and ground personnel also need to be included. All performance tests and
landscape monitoring will happen in the first week. The monitoring tests will concentrate on the
landscape’s capacity to be monitored in order to create a digital visualization.

2. Operational Testing: This method of testing will take place in the second week of the aero-
drome rental. During operational testing, the focus will lie on the performance of the UAV in
emergency situations. For this, an emergency environment needs to be simulated to allow the
study of water level increases. For example, the environment in a water park may be used,
though this would result in far increased costs, possibly of High magnitude.

3. Simulation, Live Demonstration: The simulation and live demonstration includes the effective-
ness in aiding lifesaving and environmental protection efforts as described in Table 14.1. This
validation method will take place in the second week of the aerodrome rental as well. Pointers
will be placed on a certain location on the aerodrome. The task is to let the UAV identify this
specific location and provide humanitarian aid payload such as life vests while hovering above
the area. The costs of the aerodrome are once again considered High 1.

1https://hca-airport.dk/en/rent-a-runway/
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4. Cost-Benefit Analysis: With the cost-benefit analysis, operational costs will be analyzed along-
side any costs that would be mitigated by the operations of FLOWS. Preventing expenses
through the operations of the FLOWS system would facilitate justifying any possibly high op-
erational costs, with the ultimate goal of ensuring that the FLOWS mission is beneficial. This
makes this validation method crucial in determining the worth of utilizing the system, with Low
costs expected due to specialized support being required. This will be an addition to the existing
cost-risk analysis.

5. Environmental Testing: This refers to the testing of the UAV in specific environments, which
are relevant to stakeholders. This means subjecting the design to a variety of environments,
such as gust loads in a wind-tunnel, subjecting it to a range of temperatures and subjecting it to
moisture and precipitation. It also includes tests such as vibrations testing and other flight load
testing.
Certain specialized facilities may be required, such as the McKinley Climatic Laboratory 2, which
can simulate temperature, moisture and precipitation ranges. Due to it being a governmental
and military laboratory, a cost estimate is expected to be High. In addition, a gust wind tunnel
and a loading laboratory are necessary, which are estimated to have a Medium price range
3. Another reason for High expected costs is the chance of irreparable product damage and
subsequent loss, considering the significant stress applied at ultimate loading.

6. Safety Audit and Risk Assessments: The operational areas are to be studied, with specific
procedures for ensuring safe interactions with both general population and first responders. Pos-
sible risks will be assessed and safety audits will be performed to optimize overall certainty.
Expected costs are Low.

7. Integration Testing: The integration test validates that the UAV is able to communicate without
issues with external flood monitoring and emergency services. This test can be performed
from a laboratory by simulating the data supplied by the UAV, and processing this together with
external data at the mobile ground station. A second validation test should be performed once
the UAV is airborne and collecting data autonomously. The cost is expected to be low Low, as
it will probably not require additional facilities.

8. Regulatory Compliance Review: In order for the UAV to be active it must comply to regula-
tory rules in the country of operation. Therefore, the FLOWS design will be inspected by local
examiners in order to obtain an approval certificate that validates legal compliance. Costs may
be High as the system is opened up to more markets and FAA compliance costs are high.

9. Lifecycle Analysis: The lifecycle study aims to investigate reusability and end-of-life process-
ing of system components, also through the compilation of an Environmental Management Sys-
tem as described in Chapter 11. Though a preliminary analysis has been performed, it is rec-
ommended to continue it as the design matures.

14.3. Project Gantt Chart
The plan for the remaining design phases, as is detailed in Figure 14.2, highlights the necessary steps
to be taken following the DSE project deadline. This includes further verification, production, valida-
tion, and finalization. After the DSE deadline, the next phase of the project is scheduled to take place
between June 28th, 2024, and May 8th, 2025. This timeframe allows for thorough verification of the
design, the implementation of production processes, rigorous validation testing, and the finalization
of all elements to ensure the complete and successful completion of the project.

2https://www.eglin.af.mil/News/Article-Display/Article/1086166/mckinley-climatic-laboratory/
3https://www.aa.washington.edu/AERL/KWT/rateguide
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14.4. Conclusion
As a result of climate change, riverine floods are becoming increasingly frequent, and within Europe
alone, have cost thousands of lives in the past decade 4. One of the largest obstacles faced by first
responders in flooding is that the affected areas are difficult to monitor, and even more difficult to
reach. This demands a novel flood forecasting, warning and response system, of which the necessity
has been defined as follows.

Design a system to monitor water levels and riverbed topography, provide early warning for floods,
investigate waterborne debris, and support response efforts.

Over the course of ten weeks, the FLOWS design team has been dedicated to the design of a flood
monitoring and intervention system. This system includes a ground segment and airborne segment,
which work in tandem to ensure fast responses, versatile mission profiles, and broad deployability.
Due to the versatility of the monitoring payload, and the modularity of the payload bay, the expectation
is that this system will not solely be employed for flooding situations, but will become a staple in
environmental monitoring and humanitarian aid.

Multiple obstacles were encountered during this design process, of which the most prominent exam-
ples are discussed briefly. The most immediate obstacle of this design project seemed to be the lack
of comparable UAV’s. Because of this, relying on historical data and empirical relations was difficult in
the early design phases. This was countered by exploring a large variety of concepts, and considering
seemingly unconventional designs.

Once an initial sizing was performed, it was quickly established that the required UAV size was uncon-
ventional. This resulted in difficulties with aircraft performance, namely that VTOL for the determined
take-off weight was not broadly explored, let alone applied. An example of this is the propeller sizing,
for which little to no information was available. However, by consulting experts and applying a variety
of methods, this obstacle was also overcome by the design team. The peak power requirement of the
VTOL phase of the mission formed another obstacle, as this required the analysis of different power
systems, which finally led to the selection of a series hybrid generator system.

All in all, this research has proven the feasibility of a VTOL UAV with a payload capacity of over 30 kg,
and impressive performance characteristics such as an endurance of up to 23 hours. On top of this,
there has been a focus on sustainability over the course of the design project. This resulted in a
high fuel efficiency, and low emissions per mission. In addition, the sustainability of the design was
assessed by selecting materials and components which allow for recycling and reuse. It was found
that this design has filled a significant niche in the market, and provides a unique combination of
performance, sustainability and cost effectiveness.

Close to the conclusion of the design project, the design team would like to thank all members of
the supervisory team for their support at all stages of the design. Their guidance and feedback has
enabled the team members to use their individual strengths to the best possible effect, collaborating
towards a unique final design. Moreover, the design team would like to thank the experts who have
shared their knowledge over the course of the design projects, providing the critical support required
to overcome various obstacles.

On behalf of the FLOWS design team, thank you for reading.

4https://www.eea.europa.eu/en/newsroom/news/climate-health-risks-posed-by-floods
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