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We shall not cease from exploration
And the end of all our exploring

Will be to arrive where we started
And know the place for the first time.

T.S. Eliot
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SUMMARY

S-parameter measurements are advancing on many fronts, ranging from operational
frequencies to supported interfaces to extreme loading conditions. The operational
frequencies for VNA-based systems continuously extend in frequency range and at present
support measurement capability beyond 1.1 THz. The development of RF devices and
systems is progressing across many domains that require the support of many interfaces,
ranging from the conventional connectorized coaxial and waveguide lines to the on-wafer
planar domain. At the same time, RF devices are becoming smaller and using novel
materials that impose challenging measurement loading conditions, such as extreme
impedances. These challenges imposed on many fronts for S-parameter measurement
have an increased need for sensitivity and accuracy, forming the basis of the work outlined
in this book.

The first three chapters ddress measurement challenges in coaxial VNA test benches
and describe advanced accuracy improvement techniques. Starting with chapter 1, a
detailed overview is provided for the S-parameter measurement challenges addressed in
this thesis. From here, chapter 2 extends with an introduction to uncertainty sources in
connectorized Vector Network Analyzer (VNA) test benches, measurement models, and
uncertainty propagation techniques. This forms the basis for chapter 3, which presents
advanced methods and strategies for the evaluation of the uncertainty contributions
corresponding to the VNA, test-port cables, and coaxial connectors.

Moving forward from coaxial VNA measurement systems, the emphasis subsequently
is on the primary realization of S-parameter traceability. Chapter 4 describes a method
employing a coaxial air-dielectric transmission line for uncertainty evaluation purposes.
Here, an improved ripple method is proposed for evaluating uncertainties of a calibrated
VNA using a transmission line standard in combination with the Time Domain Signal
Extraction (TDSE) algorithm [1]. Chapter 5 describes an advanced model for calibrating
transmission line standards using mechanical and material parameters and forms the
basis of primary TRL calibration of coaxial VNA systems.

The accuracy improvement techniques for coaxial VINA systems are finally extended
to extreme impedance devices. Chapter 6 focuses on measurement of such extreme
impedances and introduces the novel interferometer design for ultra-low-noise and
broadband measurements, including a novel calibration method for interferometer-based
broadband VNAs. With accuracy methods for both matched and high-mismatched envi-
ronments established, the final part of this thesis aims to expand accurate measurements
to the on-wafer domain. Chapter 7 describes our advancements in on-wafer measure-
ments, focusing on RF probing to develop a fully autonomous on-wafer measurement
capability.

Chapter 8 concludes this thesis with a summary of its main findings and recommen-
dations for future work.






SAMENVATTING

S-parameter metingen ontwikkelen zich op veel fronten, variérend van extreem hoge
operationele frequenties tot diverse interfaces en extreme belastingcondities. De operatio-
nele frequenties van VNA meetsystemen worden continu uitgebreid en geven momenteel
meetmogelijkheden tot boven 1,1 THz. De ontwikkeling van RF apparaten en RF syste-
men vordert snel in diverse domeinen en vereist ondersteuning van een breed scala aan
interfaces. Dit varieert van traditionele coaxiale en golfgeleiderlijnen met connectors tot
het planaire 'on-wafer’ domein. Tegelijkertijd worden RF apparaten steeds kleiner en
maken ze gebruik van nieuwe materialen die uitdagende condities in belasting met zich
meebrengen, zoals extreme impedanties. Deze uitdagingen op verschillende gebieden
van S-parameter metingen vergroten de behoefte aan meetgevoeligheid en meetnauw-
keurigheid, wat de basis vormt van het werk dat in dit proefschrift wordt beschreven.

De eerste drie hoofdstukken behandelen meetuitdagingen in coaxiale VNA testsyste-
men en beschrijven geavanceerde technieken voor nauwkeurigheidsverbetering. Hoofd-
stuk 1 biedt een gedetailleerd overzicht van de uitdagingen bij S-parameter metingen die
in dit proefschrift worden behandeld. Vervolgens biedt hoofdstuk 2 een introductie tot
onzekerheidsbronnen in ’connectorized’ VNA testsystemen, meetmodellen en onzeker-
heidsberekeningen. Dit vormt de basis voor hoofdstuk 3, waarin geavanceerde methoden
en technieken worden gepresenteerd voor het evalueren van de onzekerheidsbijdragen
van de VNA, de testpoorten en coaxiale connectoren.

Na de coaxiale VNA meetsystemen richt het proefschrift zich op de realisatie van
primaire herleidbaarheid van S-parameter metingen. Hoofdstuk 4 beschrijft een methode
met een coaxiale luchtdiélectricum transmissielijn voor het evalueren van onzekerheden.
Een verbeterde ripple’ methode wordt ontwikkeld voor het beoordelen van de onze-
kerheden van een gekalibreerde VNA met behulp van een transmissielijnstandaard in
combinatie met het TDSE algoritme [1]. Hoofdstuk 5 geeft vervolgens een geavanceerd
model voor het kalibreren van transmissielijnstandaarden met behulp van mechanische
en materiaaleigenschappen, en vormt de basis voor primaire TRL kalibratie van coaxiale
VNA systemen.

De technieken voor het verbeterde VNA meetnauwkeurigheid worden tenslotte uitge-
breid naar apparaten met extreme impedanties. Hoofdstuk 6 richt zich op het gevoelig en
nauwkeurig meten van zulke extreme impedanties en introduceert een nieuw interfero-
meterontwerp voor breedbandige metingen met ultralage ruis, inclusief een innovatieve
kalibratiemethode voor interferometer-gebaseerde breedbandige VNAs. Het laatste deel
van dit proefschrift richt zich op het uitbreiden van gevoelige en nauwkeurige meettech-
nieken in het on-wafer domein. Hoofdstuk 7 beschrijft verbeterde RF 'probing’ technie-
ken voor on-wafer metingen, met als doel het ontwikkelen van een volledig autonoom
on-wafer meetsysteem.

Hoofdstuk 8 sluit het proefschrift af met een samenvatting van de bevindingen en een
aantal aanbevelingen voor vervolgonderzoek.

xiii






INTRODUCTION

After centuries with a human life expectancy of around 40 years, mortality in the late
nineteenth century began to fall, and by the end of the 20th century, the life expectancy
had increased to nearly 80 years [2]. This remarkable change in the human condition is at-
tributed to the Industrial Revolution, which empirically improved several interconnected
factors, including technological advancement, improved agriculture, medical advances,
and social and economic improvements [3]. These factors collectively contributed to
a decline in mortality rates and an increase in life expectancy, leading to a substantial
growth in the global population since the 18th century.

The advent of the Industrial Revolution has now progressed to Industry 4.0, with
telecommunications forming one of its primary foundations [4], [5]. The impact of
telecommunications is undeniably evident in present-day society from a myriad of ap-
plications, including global connectivity [6], transnational navigation [7], the internet
of things [8], and autonomous vehicles [9], as illustrated in Fig. 1.1. It is evident that
telecommunication is the backbone of modern society, influencing how we commu-
nicate, conduct business, access information, and interact with the world. Its impact
extends across social, economic, and cultural spheres, contributing to the interconnected
and fast-paced nature of present-day life.

The advancement of telecommunication technologies has progressed mainly through
the evolution of its electrical components, deemed essential for signal processing, data
transmission, networking, and various other critical functions. Designing improved
electrical components across ever-extending operational frequencies is only possible
with accurate measurement-based validation of their functionalities. The VNA is widely
acknowledged as the primary instrument for such high-frequency characterization and
enabled the evolution of RF devices and systems. First introduced as a scalar resistance
meter in the 1950s, it has evolved into a sophisticated laboratory instrument that provides
linear, non-linear, noise, power, spectral, material, and pulsed measurements beyond
1 THz. The breadth and depth of the considerable amount of applications that are
fundamentally based on VNAs are remarkable.

VNA measurement applications can be classified into two groups: those that rely on
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Figure 1.1: A VSL illustration showing the evolution and impact of measurements in society.

high-accuracy measurements and those needing increased sensitivity.

Accurate VNA measurements are critical for the characterization of calibration stan-
dards employed in component and system development processes. The accuracy of
such measurements directly affects the design methodology and subsequent deployment
process. The electrical component design and manufacturing domain is vibrant, with
collaboration and specialization being a common attribute among involved players, such
as RF components and system manufacturers, semiconductor foundries, and academic
and research institutes. Larger companies mostly have in-house design, manufacturing,
and characterization capabilities, while others, primarily small and mid-scale companies,
outsource certain aspects of the process to specialized counterparts. It is the role of NMIs
to provide traceable and accurate measurements, as illustrated in Fig. 1.2.

Metrological traceability, "Property of a measurement result whereby the result can be
related to a reference through a documented unbroken chain of calibrations, each
contributing to the measurement uncertainty" [10].

The Bureau International des Poids et Mesures (BIPM) is the international organiza-
tion established by the Metre Convention in 1875, through which Member States act to-
gether on matters related to measurement science and measurement standards [11]. The
BIPM also maintains and regulates the Calibration and Measurement Capability (CMC)
database of National Measurement Institutes (NMIs) [12]. These CMCs include VNA-
based calibration services, supported across an extensive frequency range and in multiple
interfaces, i.e. coaxial, waveguide, and planar environments. With no other RF instru-



ment equaling the considerable VNA-based CMC accuracy claims sustained by the NMIs
worldwide, it is evident that the VNA measurement infrastructure is fundamental for the
industrial and academic RF domains. The basic ability to measure transmission, reflec-
tion, and impedance properties of circuits and devices enables engineers to optimize the
performance of amplifiers, frequency converters, signal separation and filtering devices,
and other components. The performance of several telecommunication technologies
depends heavily on the capabilities of these components and their test systems [13].

VSL

National
Metrology
Institute

National Metrology
Institute

Testing la

Producer

Supermarket

Figure 1.2: A VSL traceability chart illustrating dissemination of SI traceable measurements to the end consumer.

The second group of applications requires high sensitivity in extreme impedance
loading conditions. The measurement accuracy of extreme impedance devices is sub-
ject to two dominant uncertainty contributions: the absolute measurement accuracy,
set by the uncertainty of calibration standards, and the relative measurement accuracy
(resolution), predominantly determined by VNA noise behavior under the mismatched
loading conditions. This mismatch provides a considerable hindrance in the charac-
terization and modeling of upcoming nanotechnologies [14],[15], the next generations
of absorbing materials [16] and transistors [17],[18], and the continuous down-scaling
of Complementary Metal-Oxide Semiconductor (CMOS) technologies to smaller struc-
tures, presenting extremely low parasitic components. In all these cases, the limited
RF characterization capabilities of present-state VNAs are regarded as one of the bot-
tlenecks in further developing these devices. Another case is the Scanning Microwave
Microscope (SMM) for accurate characterization of localized material properties. This
highly promising RF-measurement technology shows a very significant degradation in
sensitivity due to the highly-mismatched measurement conditions [19],[20], which has
been overcome by using a static resonant structure, which, however, limits the frequency
band of the SMM operation.
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1.1. TRACEABLE S-PARAMETER MEASUREMENTS CHALLENGES

Figure 1.3: A 50 GHz S-parameter measurement system at VSL using a metrology configuration VNA PNA5225A
by Keysight Technologies.

Describing the quality of measurements is necessary to understand the level of confidence
in any observation [21], which includes employing suitable metrology-grade equipment,
applying advanced error evaluation and modeling techniques, using complex calibration
and uncertainty propagation methods, and implementing in-depth experience in han-
dling RF measurements. It is essential to tackle these challenges to realize S-parameter
measurements supported with a thorough uncertainty evaluation, a well-known metric to
quantify measurement quality, which is found by multiplying the combined uncertainty
by the coverage factor to provide an uncertainty estimate at the desired confidence level
[21]-[23].

"A metrology grade device meets very high standards of precision, accuracy, and reliability,
making it suitable for use in high precision measurements. These components are
manufactured and calibrated to extremely tight tolerances and are primarily used in
NMI-level calibrations.", OpenAl 2024.
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Evaluating the uncertainty, commonly referred to in industry and academia as accu-
racy, of an S-parameter measurement is subject to identifying and estimating errors intro-
duced by the various uncertainty sources. For connectorized coaxial VNA test benches as
shown in Fig. 1.3, this includes VINA measurement noise and linearity, forming a critical
uncertainty source for high attenuation and extreme impedance device measurements
[24]. Measurement noise is an unavoidable physical phenomenon. However, identifying
the relevant noise sources and understanding their correlation is critical for achieving
low noise results in high attenuation and highly-mismatched device measurements [25].
Furthermore, the linearity of VINA receivers constitutes a vital component and requires
careful evaluation.

Moving test-port cables introduces errors and adds an unavoidable uncertainty in
multi-port measurements [24], [26]. Cable errors are a critical uncertainty source in
matched measurements, i.e., when measuring coaxial transmission lines for primary
Thru Reflect Line (TRL) calibration. Since they are a dominant uncertainty contributor,
cable movement errors need in-depth investigations, i.e., the random, systematic, and
drift components of cable movement errors need to be studied. The present methods
developed to evaluate cable movement errors do not account for correlations and mainly
result in considerable uncertainty estimates [24], [27].

Furthermore, dedicated precision test-port adapters are employed for two main rea-
sons: accurate reference plane definition and the realization of highly-repeatable mea-
surements [28], [29]. Test-port connector impairments, such as the connector pin-gap
effect, are well-investigated and form a critical error contributor in air dielectric transmis-
sion line measurements [30]-[32]. Such transmission lines, with loose center conductors,
are used for primary TRL calibrations and are fundamental in establishing traceable mea-
surements [33], [34]. Methods to evaluate systematic connector errors due to ill-defined
reference planes are crucial for NMI-level measurements.

Finally, the most fundamental uncertainty contributor remains the uncertainty of
the reference standards used for realizing calibrated VNA measurements. The choice of
the reference standard and calibration technique depends on the specific measurement
requirements, the frequency range, and the desired level of accuracy. Offset-short devices
are preferred for primary offset-short calibrations at frequencies above 67 GHz [35], [36],
while air-dielectric coaxial transmission lines remain the foremost reference standards for
establishing calibration and validation in S-parameter measurements below 67 GHz [37].
The complexity of handling smaller line-diameter transmission lines at very high frequen-
cies is the primary reason for opting for offset shorts for calibration purposes. Traceable
evaluation of the primary coaxial air dielectric transmission line is only possible using
dedicated models identifying all relevant mechanical and material parameters necessary
for calculating the transmission line S-parameters with corresponding uncertainty [38].

Evaluating the combined measurement uncertainties is subject to the applied un-
certainty propagation framework, i.e., linear uncertainty propagation and Monte Carlo
methods [25], [39], [40]. In addition, state-of-the-art S-parameter measurements re-
quire an uncertainty propagation technique that can account for the correlation between
sources of uncertainties and other complex quantities.
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1.2. CHALLENGES IN EXTREME-IMPEDANCE MEASUREMENTS

Besides the remarkable operational frequency range supported by present-generation
VNAs, currently exceeding 1 THz, they also support an increasingly impressive dynamic
range in RF impedance, varying from mQ to MQ. However, this comprehensive impedance
characterization capacity is substantially affected by poor noise performance when mea-
suring impedances other than the characteristic impedance of the instrument (Zy), com-
monly designed to be 50 Q [41], [42]. The VNA noise degradation is proportional to
the reflection coefficient magnitude, as evident from Fig. 1.4 depicting the reflection
coefficient noise values estimated for a VINA at 1 GHz.

10°

10

0‘|S“|

Si1 —real part

Figure 1.4: Measurement noise of Agilent PNA5225A vector network analyzer determined at 1 GHz as a function
of reflection coefficient Sy;.

In extreme impedance measurements, the reference calibration standards remain
detrimental contributors to the type-B component, also called the systematic component,
of the measurement uncertainty. However, the type-A component, commonly referred to
as the random component, is primarily set by the VNA noise behavior under mismatched
loading conditions.

Applications presenting highly mismatched loading conditions to the VNA and relying
heavily on measurement sensitivity performance undergo substantial hindrances due to
the VNA’s poor noise performance under these conditions. This includes applications
such as the SMM for the characterization of localized electromagnetic properties of mate-
rials with extremely high spatial resolution [19], [20]. This technology enables the study
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of localized properties of materials at the nanoscale level and facilitates advancement
across various fields, including material science, electronics, and nanodevices. The con-
tinuous downscaling of electronics, for example, seen in CMOS technologies, demands
increasingly better measurement performance. Smaller devices result in smaller parasitic
components due to the submicron features and, in turn, are able to extend operation to
higher frequencies. However, the characterization of such devices is hindered by the poor
noise performance of the VNA, which impacts the study and modeling of CMOS devices.

In all these cases, the limited RF characterization capabilities of present-state VNAs
are regarded as one of the bottlenecks in further developing these technologies. Present
solutions, for example, using a static resonant network combined with an SMM, substan-
tially reduced the operational frequency band. Other solutions, such as the application
of an RF interferometer integrated with a VINA for low-noise performance in extreme
loading conditions, do improve the frequency range of operation compared with passive
network matching networks [43], [44]. However, such interferometer-based VNAs present
calibration challenges that have not yet been investigated. For example, validation of the
system calibration accuracy in broadband measurements has not yet been reported. Also,
sensitivity to environmental conditions becomes critical for achieving high cancellation
of RF signals. These limitations remain yet to be investigated to facilitate the uptake of
this promising technology.

1.3. CHALLENGES IN ON-WAFER MEASUREMENTS

Semiconductor technologies have shown empirical advancement to meet the higher
bandwidth needs for next-generation applications, including autonomous vehicles, ad-
vanced sensors, high-speed communication, spatial computing, and the Internet of
Things [45]. This advancement has initiated a transition towards efficient utilization of
the sub-terahertz band [46], with novel building blocks for 6G and 5G new radio wireless
transmission, allowing broadband capacity (e.g., 10-100 Gb/s per link and beyond). In
[47], a wireless datalink based on graphene was demonstrated, reaching setup-limited
sub-THz carrier frequency and multi-Gbit/s data rate, while [48] effectively established the
first packaged THz solid-state amplifier operating at 0.85 THz. Moreover, [49], described
terahertz monolithic integrated circuits using InP HEMT, a three-terminal transistor
technology used to realize amplifiers, mixers, and multipliers operating at 670 GHz.

This technological advancement relies heavily on the corresponding metrology in-
frastructure, which up till now remains highly limited and challenging at sub-terahertz
frequencies [45]. With conventional coaxial connectorized measurements not being
possible above 220 GHz, on-wafer characterization using RF probes is the most widely
used method for sub-terahertz measurements. Several works investigated the uncertainty
of on-wafer measurements at these high frequencies in an effort to increase confidence
in the measurements, which is fundamental for technology validation and modeling. In
[50], a comprehensive uncertainty budget is presented for multiline-TRL-corrected on-
wafer S-parameter measurements up to 110 GHz, and [51] provided design guidelines for
layout, the measurement environment, and the design of the probes. The RF probe is an
instrumental component in on-wafer measurements as it directly impacts measurement
repeatability and accuracy.

The study by [52] described an uncertainty analysis method, including a detailed
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analysis of the contributions of probe alignment in the horizontal and vertical coordi-
nates, tilt angle, and rotation angle. Here, the longitudinal directional offset of the probe
was identified as a dominant error contributor. These studies identified RF probes as a
fundamental component in on-wafer measurements. For this reason, understanding and
subsequently minimizing RF probe-related measurement errors are critical for achiev-
ing high measurement accuracy and reliability. Automated RF probing is explored for
increased spatial and electrical performance enhancement to improve measurement
accuracy further [45]. Improvement in measurement accuracy was reported when using
an RF-sensing-based probe landing, planarization, and positioning techniques [53], [54].
Dedicated nanorobotics is also considered for on-wafer probing systems with increased
spatial performance [55].

NMlI-level calibration services are required to ensure measurement accuracy over
an extended time. The high user dependence involved in present on-wafer probing
methods forms a critical bottleneck in calibrated on-wafer measurements. Thus, a strong
need arises for automated RF probing methods with improved performance to ensure
consistent and correct assessment of corresponding measurement uncertainties.

1.4. THESIS OBJECTIVES

This thesis presents three objectives aiming at developing novel solutions for the signifi-
cant challenges faced in traceable and accurate S-parameters measurements and extreme
impedance characterization.

The first objective aims to develop novel techniques needed for realizing traceable
and accurate S-parameter measurements in coaxial VNA test benches. This includes
identifying dominant uncertainty contributors and subsequently developing advanced
techniques for accurate evaluation of these uncertainty contributions. In addition, meth-
ods for calibrating primary reference standards are required to establish traceable mea-
surements. Hence, a behavior model is required for traceable evaluation of S-parameters
and uncertainties corresponding to the coaxial air-dielectric transmission line reference
standard. Collectively, this objective results in the development of a traceable and state-
of-the-art S-parameter measurement capability in coaxial line systems.

The second objective aims to develop novel solutions for the accurate characteriza-
tion of extreme impedance devices. This includes the development of an interferometer
solution that provides ultra-low-noise performance and broadband frequency opera-
tion. Ideally, the solution should be able to realize RF cancellation for any given load
impedance. Such requirements impose substantial challenges on the development of
interferometer architecture, cancellation operation, and broadband frequency character-
istics. Furthermore, a detailed understanding of the VNA accuracy and noise behavior
would be critical in developing a novel solution for extreme impedance measurements.

The third objective aims to develop automated RF probing solutions for accurate
on-wafer S-parameter measurements. This included the development of the required RF
probing system with the necessary spatial performance. Once the essential alignments
between RF probes and substrate for on-wafer measurements are identified, methods are
to be developed for automizing these alignments, including RF probe tracking, control,
and landing. Finally, metrics should be developed to evaluate the RF probe contact
quality.
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Figure 1.5: The layout of the dissertation.

The dissertation layout is shown in Fig. 1.5 and is structured as follows:

Chapter 2 provides an introduction to connectorized VINA test benches used for trace-
able and accurate S-parameter measurements. The chapter first introduces measurement
models and uncertainty propagation techniques. Subsequently, dominant uncertainty
sources are identified, including the important considerations for accurate S-parameter
measurements. Finally, time-variant uncertainty evaluation is introduced with some
conclusions.

Chapter 3 presents advanced methods and techniques for the evaluation of the uncer-
tainty contributions corresponding to the VINA, test-port cables, and coaxial connectors.
First, a noise model for VNA is introduced, including methods for evaluating measure-
ment noise in reflection and transmission parameters. Two methods are described for
evaluating measurement uncertainties of RF cables. Whereas the first method uses only
a single high-termination short and provides a less accurate assessment, the second
technique uses an Electronic Calibration Unit (ECU) and delivers accurate insight into
cable movement errors. The application of a motorized translation stage for realizing
cable movements also allows for the individual study of systematic, random, and drift
components. Finally, a connector model for estimating S-parameters of the pin-gap
effect is proposed. The proposed model is found useful for evaluating the corresponding
uncertainty contributions necessary for evaluating the combined uncertainty.

Chapter 4 researches the coaxial air-dielectric transmission line for uncertainty eval-
uation purposes. An improved ripple method is proposed for evaluating uncertainties
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of a calibrated VNA using a transmission line standard in combination with the TDSE
algorithm [1].

Chapter 5 proposes an advanced model for calibrating transmission line standards us-
ing mechanical and material parameters. The model can also evaluate the corresponding
uncertainties throughout the supported frequency range.

Chapter 6 focuses on extreme impedance measurements and introduces the novel
interferometer design for ultra-low-noise and broadband measurements. Subsequently, a
novel calibration method is proposed for interferometer-based VNAs to avoid calibration
errors that otherwise remain unaccounted for. The interferometer and the corresponding
calibration method are extensively validated in broadband on-wafer and SMM measure-
ments.

Chapter 7 extends to on-wafer measurements with a focus on RF probing. First, a
semi-automated probing system for increased spatial performance is presented. Then, a
model for evaluating the probe’s positioning errors is presented, and its impact on Short
Open Load Reciprocal Thru (SOLR) and TRL calibrations is studied. Subsequently, the
chapter describes automated on-wafer probe alignment, contacting, and planarization
techniques. Here, various methods are explored for automating RF probing, i.e., RF and
DC measurements. Furthermore, vision-based methods for analyzing probe pin mark
metrics quantifying probe contact quality are explored.

Chapter 8 outlines the final conclusions of the presented work, along with recommen-
dations for future work.



UNCERTAINTY PROPAGATION AND
MODELS IN VNA TEST-BENCHES

2.1. INTRODUCTION

Evaluating measurement uncertainty is fundamental for realizing traceable measure-
ments and increasing confidence in the results. Developing a measurement uncertainty
framework requires identifying all relevant error sources and creating an equivalent
measurement model to evaluate the impact of input uncertainties on the measurement
parameter of interest (i.e., Scattering parameters, Impedance parameters, etc.). High-
frequency measurement systems employed for device characterization consist of many
parts, i.e., the VNA, cables, adapters, test-port fixtures, reference standards, and the
Device Under Test (DUT), as shown in Fig. 2.1.

(1 [VNA I

” Q\
cable test-port cable
/7 adapters \,

| test-port cable fixture

Figure 2.1: Overview of VNA test-bench for coaxial two-port measurements, including a dedicated test-port
fixture for controlled movement of cables.

11
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This chapter outlines the procedure for evaluating S-parameter measurement uncer-
tainty in coaxial VINA test-benches. The basic concepts of S-parameter measurement
uncertainty and the VINA measurement model, in combination with the linear and Monte
Carlo techniques [23], [24], [56]-[59], are discussed. Moreover, details of widely used
approaches for uncertainty propagation are given. Subsequently, an overview describing
the fundamental uncertainty sources in a VINA test bench, including their standard evalu-
ation techniques, is given. The notable progress made in the development of methods
for evaluating uncertainty sources in coaxial VNA test benches [24], [25], [39] led to the
development of rigorous state-of-the-art uncertainty evaluation tools [60]-[63], including
Fast and Accurate Measurement Evaluation (FAME) VNA software by Van Swinden Labo-
ratorium (VSL) [64]. Finally, the time-variant uncertainty framework is introduced as an
outlook for future work.

2.2. MEASUREMENT MODEL AND UNCERTAINTY PROPAGATION

2.2.1. S-PARAMETER MEASUREMENT UNCERTAINTY

Increasing confidence in a measurement is achieved through an accurate estimate of
the corresponding uncertainty. A real-world measurement is almost always affected by
multiple error contributors, commonly called uncertainty sources. Each uncertainty
source affects the measurement value individually or collectively with other correlated
uncertainty sources. A measurement model is a mathematical equivalent of a measure-
ment setup, as shown in Fig. 2.2. It establishes a mathematical relation between all input
and output quantities and studies the combined impact of input uncertainties on the
uncertainties of the output quantities [59]. This section presents standard conventions
used for specifying S-parameter uncertainties.

input quantities and uncertainties

I
I
B |
1

output quantities with combined uncertainty
Figure 2.2: A simplified overview of uncertainty propagation.
The BIPM Guide to the Expression of Uncertainty in Measurement [23] differenti-

ates between two uncertainty evaluation types, the first being the statistical evaluations
applied to uncertainties of a random nature and second, uncertainties assessed by any
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other means used for estimating i.e., systematic uncertainty contributions. These are
formally identified as Type A (based on statistical analysis) and Type B (by any other
means) evaluations, as shown in Fig. 2.2.

The combined uncertainty represents the overall uncertainty in a measurement, ac-
counting for all known sources of uncertainty, including Type A and Type B. The combined
uncertainty can be converted into expanded uncertainty to account for the statistical
distribution of the value by applying the so-called coverage factor (k). Here, the expanded
uncertainty is a range within which the actual value of the measurement is likely to fall
with a specified level of confidence, and it is estimated by multiplying the combined
uncertainty by the desired coverage factor. The choice of coverage factor depends on
the desired confidence level in the measurement result. Common coverage factors are
k =2 for 95% and k = 3 for 99% confidence level, assuming a normal distribution of the
measurement results.

TYPE-A UNCERTAINTY

The measurement uncertainty estimate based on a statistical evaluation is referred to as
Type A uncertainty, and it stems from the statistical variation in S-parameter results when
making repeated measurements under identical conditions. The Variance Covariance
(VC) matrix of a S-parameter supports the type A uncertainty evaluation by including
the correlation between both components (i.e., real and imaginary parts) of the complex
S-parameter sample values as follows [65]:

v e, y)
velx,y) = cxy) () (2.1)
With the variance of the real component computed with:
1 & . 2
v(x) = Y (%) = Xmean) 2.2)
n-1:3
The variance of the imaginary component is computed as:
1 & 2
v(y) = > (¥(@) = ymean) (2.3)
n-1i3
The covariance for the real and imaginary components is given by:
1 n
clx,y) = -1 Z (x(i) _xmean)(y(i) _ymeun) (2.4)
—li=l

Assigning measurement uncertainties based on a Type A analysis described in C.5.3.1 or
C.5.3.2 of [24] assumes that the quantity has a time-invariant and unique true value. If
the value of the quantity drifts over time or changes discretely, i.e., a coaxial connection
showing two or more states under different connector orientations, blindly applying the
Type A formalism would lead to an underestimation of the measurement uncertainty. A
large number of measurement repetitions is not always feasible either. The effort needs
to be considered with respect to the contribution of the Type A uncertainty to the overall
measurement uncertainty. If the contribution is small, a reduced number of repetitions is
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sufficient. If the effects described in the previous paragraph cant be excluded and a large
number of measurement repetitions to study the effects is not feasible, it is recommended
to take a more conservative approach, i.e., take the half-width between the maximum
and minimum value of the sample of observations as the measurement uncertainty.

TYPE-B UNCERTAINTY
The Type B evaluation of standard uncertainty is usually based on scientific judgment
using all of the relevant information available, which may include:

* Results from traceable calibration

* Specifications provided by the manufacturer

* Estimates through other means, i.e., Computer Aided Design (CAD) tools and
simulations

e Data provided in published literature, reports, and handbooks

Measurement accuracy is determined by the collective contribution of all error sources,
i.e., systematic and random, involved in measurement and is commonly referred to as
the combined measurement uncertainty. Evaluating the uncertainty contribution of mea-
surement starts with identifying all relevant error sources. Then, methods are employed
for the independent assessment of each error source. The current guideline on evaluating
the uncertainty of VINA measurements by the European Association of National Metrology
Institutes (EURAMET) [24] proposes methods for assessing individual contribution uncer-
tainty sources and combined measurement uncertainty of a calibrated VINA. For example,
the VINA measurement noise is evaluated using a Type A analysis of samples collected with
VINA in Continuous Wave (CW) mode. At the same time, VNA non-linearity uncertainty is
estimated with Type B evaluation using a calibrated step-attenuator. The EURAMET VNA
guide [24] also includes evaluation techniques for other uncertainty sources in VNA mea-
surements, i.e., test-port cables, connectors, and calibration standards. Unfortunately,
it is not always possible to evaluate an uncertainty source individually. In such cases,
CAD tools such as electromagnetic field simulators can quantify dedicated uncertainty
sources, i.e., estimating coaxial connector pin gap errors.

REPRESENTATION OF UNCERTAINTIES

Like any complex number C, the S-parameter value can be described with rectangular or
polar representation as shown in Fig. 2.3. The rectangular representation expresses the
complex number in the form x+yi, with x representing the real part and y representing the
imaginary part. This representation is also referred to as the Cartesian form of a complex
number and is expressed as follows:

C=x+1iy (2.5)

Polar representation is an alternative way to express complex numbers as a magnitude
(m) and an angle (p). In polar representation, a complex number C is expressed as:

C=m(cos(p) +isin(p)) (2.6)

The magnitude m measures its length, while p is the phase angle of the complex
number C.
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Figure 2.3: Complex number depicted in rectangular and polar representation. The grey area shows the
uncertainty region of the complex value, including the uncertainty values depicted for the rectangular and polar
components.

The grey area shown in Fig. 2.3 depicts the uncertainty region of the complex measured
value and refers to a range of values within which an estimated quantity is believed to
lie with a certain level of confidence or probability. The uncertainty parameters for
the rectangular representation are denoted with the u, and uy, while the uncertainties
corresponding to the polar components are u,, and up, respectively, as shown in Fig. 2.3.

2.2.2. MEASUREMENT MODEL

A measurement function (f;) is a mathematical equivalent of a measurement used for
interlinking the input (I,,) with output quantities (O,;), as shown in Fig. 2.4(a). In S-
parameter calibrations, the measurement function is commonly called the VNA calibra-
tion method, such as Short Open Load (SOL) and TRL techniques. The measurement
function allows the calibration of the measurement values and de-embed measurement
errors.

Furthermore, the measurement function also forms the basis for the uncertainty
evaluation of the output variables. It also allows uncertainties corresponding to the input
quantities I, to be propagated to the output results, i.e., the corrected S-parameters of a
device. Such a model aims to provide a quantitative estimate of the uncertainty associated
with a measurement value. The accuracy of the calculated uncertainty largely depends on
the accuracy of the estimated values for the relevant uncertainty sources. This information
is crucial for assessing the reliability and accuracy of S-parameter measurements. Once
the relevant uncertainty sources are quantified, methods, such as linear propagation or
the Monte Carlo method, can propagate uncertainties through the measurement function
and evaluate the uncertainty of the S-parameter measurements as shown in Fig. 2.4(a).
To propagate uncertainties, assume a measurement function, f;, which is dependent on
input quantities, I, as follows:
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0= fully, Iy, 1) @.7)

The input quantities are represented by a vector I = [I}, I, ..., I ;] T and output quantities
are collected in vector O = [0, O,, ..., O,].

The Monte Carlo method [56], [58], [66] can propagate the input uncertainties, Ui,
to the output uncertainties U° using the measurement function f;,. Perturbations intro-
duced on the input quantities propagate through f,, and provide an uncertainty analysis
of the output values. The critical element in the Monte Carlo method is the accuracy
of the introduced input perturbations and the ability to account for the correlations
between input variables. Also, the number of samples should be sufficiently high to
allow correct propagation of the various distribution types corresponding to the input
uncertainties. Due to this, the Monte Carlo method is considered an accurate and exten-
sive computation technique. The Monte Carlo method is often used to validate the less
computation-intensive counterpart, the linear uncertainty propagation method).

Input Input Output Output
variables uncertainties uncertainties variables

o\ N

measurement /\ U «—» O
i function A N
(] — L «— |_| U7—> [VC]y —> — [VC]o corr [0]
1=/ 0 e
L «—> /\ U,
(@)
Input Input Output Output
variables uncertainties uncertainties variables
I, —>» /\ Uy
corr 0
\ Jacobian Pl /\ U o AW
m—5 — /\ Uy ——> [VC) —> — [VClo Jeor 0]
my‘ gl \A /\ U —> 0, /
I —> U}
(b)

Figure 2.4: A schematic representation of multivariate uncertainty propagation. (a) Illustrates the propagation of
input uncertainty samples U’ 123 (i.e., calibration standard uncertainties) through the measurement functions,

such as VNA calibration equations, to the output quantities Uy L2 (i.e., corrected S-parameters ). This method
of propagating uncertainties is widely known as the Monte Carlo technique and allows complex uncertainty
distributions to be propagated. (b) The linear uncertainty propagation method relies on the Jacobian functions
derived from the measurement functions for propagating uncertainties. The uncertainties should be relatively
small to ensure Jacobian functions remain valid. Furthermore, corr denotes the relevant correlations.

The second method for describing uncertainties is based on the covariance tech-
nique and is also called linear uncertainty propagation. This method describes the
uncertainty or variability in each variable and the correlations between them using a
variance-covariance matrix, as shown in Fig. 2.4(b). Here, the variance-covariance un-
certainty matrix of the input quantities is [V C];, whose diagonal elements represent the
variances in the real and imaginary parts of the input quantities, and the off-diagonal ele-
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ments represent the corresponding covariance information between the input quantities,
as follows:

i i i
e Uley - e U
i i
Ull,xy Ull,yy
Ui f Ul
12,xx 22,xx
wveh=| : : l. (2.8)
UlZ,xy : : Uzz'yy
Ul Ul Ul Ul Ul
1n,xy 1n,yy 2n,xy 2n,yy mn,yy |

Here, the two subscript numbers, mn, denote the number of the input uncertainty source,
and the two characters describe the corresponding real or imaginary element. The linear
uncertainty propagation also relies on the Jacobian matrix (sensitivity matrix) of the
measurement function f;,. A Jacobian matrix, denoted as [J], describes the rate of change
of each output variable O of f;, with respect to each input variable I. It is a matrix of partial
derivatives that provides information about how small changes in the input variables
result in small changes in the output variables of a function, and the sensitivity coefficient
information is structured similarly to [V C]; as follows:

Ofi  Ofi  Ofi of
ou; ouy; ouy T AU,
o b Of ofs
oul Ul eUL T AU}

=70 0 " (2.9)
oui  oul oul T oUj

Equation 2.10 can then be used to calculate the variance-covariance matrix of the
output quantities [V C]p by the propagation of the input uncertainties using the following
[67], [68]:

[VClo=11-1VCl;-N" (2.10)

For more information, appendix A provides the complete derivation of Equation (2.10).
The advantage of linear uncertainty propagation is the substantially reduced computa-
tions compared to the Monte Carlo method, resulting in a fast uncertainty analysis.
However, linear uncertainty propagation requires careful and thorough validation.
Throughout the following chapters, techniques are discussed for accurate evaluation
of uncertainty sources impacting S-parameter measurements. The methods outlined
in the following chapters for accurately evaluating uncertainty sources in S-parameter
measurements are embedded in VSL FAME software for VNA calibration and uncertainty
evaluation. As this software tool relies on the linear uncertainty propagation technique,
all methods are validated via a careful comparison, either against an established uncer-
tainty software tool (i.e., METAS VNA Tools) or a more reliable uncertainty propagation
technique, such as the Monte Carlo method. Furthermore, the validation of the linear
uncertainty propagation technique is even more critical as only 1ste order terms are
considered in the sensitivity matrix, which might lead to incorrect uncertainty assessment
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if large input uncertainties are propagated through transfer functions with non-linear
characteristics. An example of incorrect uncertainty assessment using linear uncertainty
propagation is shown in example 9.4 of [58].

2.2.3. THE LINEAR UNCERTAINTY PROPAGATION

The linear uncertainty analysis propagates the input uncertainties using the partial deriva-
tives (Jacobian functions) derived from the measurement function, as shown in Fig. 2.4 (b).
In coaxial S-parameter measurements, the linear uncertainty propagation results in ac-
curate uncertainty analysis if input uncertainties are relatively small. Care should be
taken with the propagation of large input uncertainties, as the accuracy of uncertainty
evaluation relies on the validity of assumptions concerning the linearity of relationships.

In Fig. 2.5, a flow graph for linear uncertainty propagation in one-port S-parameter
measurements is shown. Here, the measurement model identifies VINA noise, calibration
error terms, the test-port cable, and the test-port connector as dominant uncertainty
sources, as shown in Fig. 2.5. The measurement function for each uncertainty source is
embedded using a two-port network denoted with Jacobian, as the partial derivatives of
the measurement function provide the necessary sensitivity coefficient between the input
and output quantities. The estimated values of each uncertainty source are collected in a
variance-covariance matrix shown with orange circles in Fig. 2.5. It is not necessary to use
all four terms of a two-port network to model a given uncertainty source. The next section
provides initial guidelines on modeling and estimating the uncertainty sources identified
with orange circles in Fig. 2.5. Once the measurement function and corresponding un-
certainty values are known for every uncertainty source, the combined uncertainty can
be estimated. The uncorrected (measured) reflection coefficient denoted with I';,;, propa-
gates through each two-port network to sequentially include the identified uncertainties,
shown with orange circles denoted with VC in Fig. 2.5. As I';,, propagates through each
two-port network, it collects the contribution of all uncertainties in sequential order, as
evident by the gray blocks shown in Fig. 2.5. Finally, a combined measurement uncer-
tainty results at the reference plane accounting for all identified uncertainty sources, as
shown with a gray block depicted with Unc VCy in Fig. 2.5.

Each uncertainty source requires an individual assessment to parameterize the mea-
surement model for uncertainty propagation. This involves measuring and documenting
their respective uncertainties under controlled conditions. Also, the EURAMET VNA guide
[24] provides guidelines on modeling and estimating the uncertainty sources identified
in Fig. 2.5. Advanced VNA measurement software tools have been developed by several
NMIs incorporating linear uncertainty propagation methods for calculating S-parameter
uncertainties, such as VNA Tools II by Swiss Federal Institute of Metrology (METAS) [60],
and FAME VNA by VSL [64].

2.2.4. THE MONTE-CARLO METHOD

The Monte Carlo uncertainty analysis is mostly used to validate linear uncertainty eval-
uation or when it is impossible to obtain closed-form measurement functions. Monte
Carlo-based uncertainty analysis requires the generation of the input uncertainty samples
for propagating directly through the measurement functions, as depicted in Fig. 2.4(a).
The Monte Carlo method directly propagates uncertainties through measurement func-
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Figure 2.5: A measurement model for the propagation of uncertainties from the measurement plane to the
reference plane in one-port S-parameter measurements.

tions, such as the VNA calibration functions like the SOI. method. This approach supports
the accurate propagation of complex uncertainty distributions through complex VNA cal-
ibration methods and produces accurate distributions of the output variables, providing
a more accurate representation of uncertainty than deterministic methods.

Generating the input uncertainty samples first involves implementing uncertainty
evaluation techniques, as outlined in the EURAMET VNA guide [24], [58]. This process
is similar to linear uncertainty propagation, as each uncertainty source depicted with
an orange circle requires an individual assessment, as shown in Fig. 2.4. In Monte Carlo
uncertainty analysis, a probability distribution is to be specified for every uncertainty
parameter. Common distributions include Gaussian, uniform, triangular, or complex dis-
tributions based on available data. These distributions should capture the expected range
of values and the likelihood of each uncertainty parameter. The fundamental difference
in the Monte Carlo approach is that the Jacobian matrix is unnecessary, and uncertainties
propagate directly via the measurement functions, i.e., calibration equations. All uncer-
tainties identified after the calibration error terms are modeled as two-port networks with
a unity network as its mean with corresponding uncertainty distribution as evaluated
using techniques outlined in [24]. The input variance-covariance uncertainty matrix and
distribution type provided sufficient information for generating input uncertainty sam-
ples corresponding to the input uncertainty parameters. If the correlation information is
available, the sample generation technique can also account for this, resulting in a more
accurate uncertainty analysis.
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2.3. VNA TEST BENCH AND UNCERTAINTY SOURCES

This section presents the primary design considerations for VNA systems aiming for
high-accuracy measurements of connectorized devices. A system-level design of a VINA
test bench for connectorized device characterization is detailed. Each critical section of
the system, such as cables and the test-port fixtures, is briefly discussed.

2.3.1. TEST BENCH FOR HIGH-ACCURACY MEASUREMENTS

Developing a metrology-grade S-parameter measurement system involves carefully con-
sidering various components and factors to ensure accurate and reliable measurements.
Fig. 2.6 shows a photograph of a VINA test bench for coaxial S-parameter measurements at
VSL. Development of such systems includes design considerations involving environmen-
tal conditions, system platform, VINA, test-port cables, adapters, fixtures, and calibration
reference standards. The environmental considerations include ambient temperature and
humidity affecting the VNA performance, cables, and calibration standards. The system
platform is needed to ensure mechanical stability and low vibrations over an extended
period. The VNA, as the actual measurement instrument, will set the accuracy limits. The
test-port cables, connector, and fixture are selected for the dedicated application, i.e.,
metrology applications aiming to minimize cable and connector uncertainties for the
highest accuracy.

Figure 2.6: VNA test bench designed for the measurement of coaxial devices at VSL.

2.3.2. ENVIRONMENTAL CONDITIONS

Environmental considerations are of prime importance in high-precision VNA applica-
tions. Changes in environmental conditions can affect the electrical characteristics of
the DUT and that of the measurement system and reference standards. Furthermore,
environmental conditions directly affect various uncertainty sources, i.e., the drift of
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VNA and cables. To ensure the validity of the uncertainty estimates, the environmen-
tal conditions during the uncertainty evaluation should be similar to those during the
DUT measurements. For this reason, the environmental air temperature and humidity
are monitored and controlled within a set range so that the results remain comparable
across different testing laboratories. For NMI-level laboratories, the air temperature and
humidity ranges are specified as follows:

e Air temperature: 23°C + 1°C.
e Air humidity: 45% + 5 %.

National Metrology Institutes (NMIs) like VSL employ laboratory temperature and
humidity sensors and control systems to maintain environmental conditions within their
respective range. Advanced uncertainty calculations, such as those employed in FAME
VNA software by VSL, register environmental conditions continuously for conformity
to ISO17025. For example, Fig 2.7 shows the maximum change in reflection coefficient
measurement during 8 hours for a high reflect short and a matched load terminations.
The presented data demonstrates load impedance-sensitive drift behavior for reflection
coefficient measurements. Further guidelines on dealing with environmental conditions
are provided in [24].

Short Matched load

drift [S11|
» [«)] fee]

N

~0.08
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I
1072 10t 10° 10t
frequency (GHz)

Figure 2.7: Reflection coefficient measurement drift estimated over a period of 8 hours for a matched load and
high-reflect short termination in the VSL RF laboratory.

2.3.3. SYSTEM PLATFORM

A VNA test bench is sensitive to mechanical vibrations and can lead to S-parameter
measurement errors, i.e., phase-stable cables used for VINA test ports exhibit sensitivity
to movements and vibrations. Hence, minimizing mechanical vibration is essential in
demanding metrology. As shown in Fig. 2.8, a dedicated vibration isolation platform is
used to build the VNA system and minimize vibration errors.
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Figure 2.8: Vibration isolation table of Cascade Microtech.

2.3.4. VECTOR NETWORK ANALYZER

The Vector Network Analyzer has established itself as the most accurate frequency domain
instrument for high-frequency measurements of electronic devices. An example of a
modern high-end VINA is shown in Fig. 2.9. A VNA can be described as a stimulus-response
instrument, as it generates the needed test signal. Present generation VINAs support RF
device characterization up to 1.1 THz. The EURAMET VNA guide [24] identifies two
dominant uncertainty contributions of a VNA, measurement noise and measurement
linearity, namely.

Figure 2.9: A photograph of a four-port ZVA40 Vector Network Analyzer from Rohde & Schwarz.

ARCHITECTURE
The signal source forms a critical part of the VNA as it is responsible for sourcing the
required test signal at the frequency of operation with the required power level, as shown
in Fig. 2.10. In addition, the test-signal quality (i.e., frequency and phase performance) is
paramount to several key characteristics of a VINA, such as measurement noise and drift.
The reflectometer shown in Fig. 2.10 separates the incident a-wave and the scattered
b-wave signals. In turn, the separated signal waves are down-converted to an intermedi-
ate frequency for measurement in the receiver section. The ability to separate the incident
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and the scattered signal waves while reducing cross-path leakages determines the direc-
tivity of the VNA. Directivity is a key performance characteristic of the instrument and
is of prime importance in calibration schemes. Furthermore, the reflectometer is also
a section that has the foremost influence on the VNA frequency range. The design of
the reflectometer is fundamentally based on using a directional coupler or an RF bridge
component. However, as a wave-length-dependent functionality, directional couplers
roll off severely at frequencies below a few MHz. The RF bridges are, therefore, utilized for
signal separation below at lower frequencies as they do not rely on wave-length-based
physical length for coupling. Due to improved manufacturing tolerances possible at lower
frequencies, well-designed RF bridges offer superior directivity compared to couplers.

The four-receiver architecture shown in Fig. 2.10 positions the source switch before the
a-wave receiver and has no significant (first-order) effect on the measurement accuracy.
Another advantage of this approach is its ability to perform switch-term corrections
during calibration, improving calibration accuracy. However, the switch’s leakage sets the
transmission measurements’ dynamic range.

" X[
X X[

Port 1 Port 2

Figure 2.10: VNA design is based on a four-receiver architecture.

VNA MEASUREMENT NOISE

Measurement noise is an unavoidable physical phenomenon generated in all electrical in-
struments. In VNAs, noise refers to the random and unpredictable fluctuations occurring
in S-parameter measurements that affect the measurement resolution. VINA noise is the
most dominant uncertainty source in high attenuation measurements (i.e., attenuation
exceeding 60 dB) and requires careful consideration to minimize its impact. However,
there are methods to minimize the VINA noise uncertainty contribution, i.e., using a
higher test-port power level and smaller Intermediate Frequency Bandwidth (IFBW). The
EURAMET VNA guide [24] identifies two VNA noise sources, noise floor, and trace noise,
respectively. Conventional methods require a tedious noise characterization procedure
to ensure correct noise assessment across the entire S-parameter dynamic range. For
example, Fig. 2.11 shows the VNA reflection coefficient measurement noise for a highly
mismatched and matched load termination. It is evident that VNA noise performance is
highly correlated with the reflection coefficient magnitude.
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Figure 2.11: VNA input reflection coefficient (I') noise as a function of frequency for a high-reflection coefficient
(I = 1) and low-reflection coefficient (I' ~ 0) device. [69]

VNA LINEARITY

In VNAs, another well-known source of uncertainty is the nonlinearity of the receivers.
The nonlinearity of the receivers is sensitive to the test-signal power level. Hence, a trade-
offis to be made between measurement noise and nonlinearity errors. Many components
in the receiver down-conversion stage contribute to nonlinearity errors, including the
down-conversion mixer, amplifiers, filters, and ADC nonlinearity [24]. However, the fre-
quency dependence of the nonlinearity is regarded as weak [24], and the characterization
is typically carried out at a single frequency. For example, with calibrated automated
attenuator standards, 50 MHz, 1 GHz, or 10 GHz are commonly used. The methods
outlined in [24], [70] suggest the following VINA nonlinearity uncertainty assessment ap-
proach. A calibrated VNA measures the automated attenuator’s 0 to 80 dB states, typically
10 dB steps. Subsequently, the relative attenuation is determined between the through
and every attenuation state. These measurements are corrected and compared with
the corresponding reference attenuation values with a combined uncertainty of around
0.005 dB, and a suitable envelope is then defined that encloses the entire attenuation
range, as shown in Fig. 2.12.

2.3.5. TEST-PORT CABLES

RF test-port cables for Vector Network Analyzers are essential for accurate S-parameter
measurements. Test-port cables are designed to provide a repeatable, low-loss, and
phase-stable connection between the VNA and the device under test. This ensures
that measurement results are reliable and repeatable. Variations in cable performance
introduce measurement errors, so metrology-grade phase-stable cables are essential
for accurate measurements. The cable choice depends on the measurement setup’s
requirements, including frequency range, connector types, and phase stability. Fig. 2.13
shows some metrology-grade coaxial test-port cables used at the VSL RF laboratory.
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Figure 2.12: Difference between VNA measurement data and reference attenuation values at 1 GHz and 10 GHz
as a function of attenuation level, demonstrating the linearity of the VNA.

Figure 2.13: Examples of phase-stable VNA test-port cables used at the VSL RF laboratory.

The VNA test-bench measurement model described in section 2.2.3 accounts for the
various uncertainty sources with sequential two-port networks. In Fig. 2.14, an overview
of the cable measurement model and corresponding uncertainties for a two-port network
representation is shown.
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Figure 2.14: Overview of the cable movement error estimation setup and the corresponding measurement
model comprising a two-port network.

The method presented in [24] for the evaluation of cable variance-covariance matrix
[VClcapie and two-port network, as shown in Fig. 2.14, assumes the cable as a symmetrical
circuit. Furthermore, the two-port network’s mean values are considered a unity matrix,
i.e.,, C21 and C12 are assumed to be 1, while C11 and C22 are assumed to be 0. The related
uncertainty U; and U;; parameters are measured using high-reflect and matched load
terminations. However, this method does not differentiate between systematic, random,
and drift errors, as evident in Fig. 2.15. Here, a high-reflect short termination’s normalized
reflection coefficient measurement results of a moving test-port cable are shown while
employing the cable uncertainty assessment technique outlined in [24]. The data in red is
the normalized reflection coefficient data without any correction, while the data in blue
applies a drift de-embedding technique outlined in section 3.3. The measurement results
clearly show that cable movement introduces drift and random and systematic errors.
The present methods do not provide guidelines on the evaluation of cable uncertainties
affected by drift and random and systematic error types.

TEST-PORT FIXTURE

The main objective of a test-port cable fixture is to ensure the stability of the measurement
reference plane by accurate and reproducible movement of test-port cables. This allows
accurate optimization and quantification of cable errors. During the past ten years, several
test-port cable fixtures have been designed and manufactured at VSL for connectorized
VNA systems. Fig. 2.16 shows a photograph of the in-house designed and manufactured
VNA test-port fixture used for the connectorized VNA system at VSL.
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Figure 2.15: Measurement uncertainty evaluation for 2.4 mm GORE cable transmission term Co; at 50 GHz for a
10 cm linear translation without and with drift correction.

Figure 2.16: A in-house designed and manufactured VNA test-port fixture used for the connectorized VNA
system at VSL.

2.3.6. TEST-PORT ADAPTERS

Metrology-grade test-port adapters are needed to set the measurement reference plane for
calibrated S-parameter measurements and require careful consideration when developing
the VINA test bench. Fig. 2.17(a) shows a photograph of some metrology-grade coaxial
test-port adapters used at the VSL RF laboratory. The outer conductor junction surface of
the coaxial connector sets the measurement reference plane, as shown in Fig. 2.17(b). The
connector quality is paramount to minimize connector impairment errors, i.e., pin-gap
errors [28]. For this reason, the recession of the center conduction should be measured
and monitored periodically. At VSI, mechanical connector gauges are employed to
evaluate the test-port connector pin gap as part of the periodic maintenance.
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Figure 2.17: (a) Metrology grade coaxial test-port adapters used at the VSL RF laboratory. (b) An overview of two
mounted connectors illustrating the pingap effect.

The difference in S-parameters of a DUT observed under different connector orien-
tations is identified as a connector repeatability error for that specific combination of
test-port and DUT connectors. A common practice for estimating connector repeatability
errors is measuring a DUT termination multiple times while sequentially rotating the
device at 120 degrees, as shown in Fig. 2.18 [24]. An envelope enclosing the difference
in the S-parameter measurements is identified as connector repeatability uncertainty.
This method leads to reasonably large uncertainty values as it does not account for the
correlation between the real and imaginary components.

A second uncertainty source residing from the test-port connector is caused by the
pin gap effect, as shown in Fig. 2.17(b). In sections 3.4 and 4.3, techniques are described
for reducing connector pin gap errors in S-parameter measurements.

2.3.7. REFERENCE STANDARDS
High-frequency reference standards calibrate or verify VNA test beds for S-parameter
measurements. The S-parameter measurements are subject to errors introduced by the
VINA, test-port cables, connectors, and calibration standard uncertainties. For this reason,
measurement system calibration is critical for de-embedding measurement errors, and an
accurate calibration requires accurate reference standards, which are a dominant source
of uncertainty. The calibration standard and method choice depend on the specific
measurement requirements, the frequency range of the VNA, and the desired level of
accuracy.

For traceable VINA calibrations, the air-dielectric coaxial transmission line is employed
as a calculable impedance standard for realizing TRL calibrations [36], [37], [71]-[73].
Fig. 2.19(a) shows three 3.5 mm coaxial air-dielectric transmission line standards from
Wiltron, Hewlett Packard, and Maury Microwave (in top to bottom order) employed at
VSL. The characteristic impedance and propagation constant of transmission lines are the
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Figure 2.18: Connector repeatability was estimated for six connections during reflection coefficient measure-
ments of 2.4 mm matched load and high-reflect short terminations.

principal properties used in VINA calibrations. The primary transmission line-based cali-
bration techniques such as TRL and offset short are known for achieving high-accuracy
results, with NMIs reporting uncertainties smaller than 0.005 in the RF reflection co-
efficient magnitude parameter for matched devices up to 50 GHz [12]. However, the
measurement of the transmission line is subject to many error sources. It requires sub-
stantial care during the mounting process, with section 4.3 describing techniques for
correctly mounting air-dielectric transmission lines. The measurement accuracy of such
line-based calibration methods is fundamentally set by the behavioral model of the trans-
mission line, with Section 5 proposing a method for traceable evaluation of transmission
line S-parameters and uncertainties for calibration and verification purposes.

(@) (b)

Figure 2.19: (a) Metrology grade coaxial air-dielectric transmission line standards. (b) An overview of metrology
grade coaxial SOL calibration kit.

The transfer calibration techniques, such as the Short Open Load Thru (SOLT) method,
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are significantly more straightforward to perform and can achieve results with similar
accuracy as TRL methods. For example, uncertainties of 0.005 in the reflection coefficient
magnitude parameter for matched devices up to 50 GHz are realized at VSL. The uncer-
tainty of the transfer calibration standards primarily sets the accuracy of such transfer
calibrations, i.e., SOLT and SOLR methods. Furthermore, secondary transfer standards,
such as the Short, Open, and Load terminations, as shown in Fig. 2.19(b), are not subject
to complex mounting techniques due to their fixed center conductors. However, the
characterization of such secondary calibration standards eventually requires transmis-
sion lines-based calibration to acquire traceable results and are eventually traceable via
primary TRL calibrations.

2.4. TIME-VARIANT UNCERTAINTY EVALUATION

Traceable S-parameter calibration of VINA reference standards includes sequential mea-
surement of numerous devices across an extended duration. Such a calibration may
experience considerable changes during the entire project duration, affecting the mea-
surement accuracy. These changes may include cable movements, temperature variations,
and connector impairements. VNA uncertainty frameworks have developed techniques
for evaluating S-parameter measurement uncertainty [23], [25], [39], [60], [67], they do
not provide methods for accounting time-variant changes during the calibration project.

A time-variant S-parameter uncertainty evaluation is fundamentally based on the
ability to detect and account for all influential changes in the VINA test bench occurring
during a measurement process. The rigorous S-parameter uncertainty evaluation in
FAME embeds linear and Monte Carlo solvers combined with the ability to register various
details of the measurement system, as shown in Fig. 2.20.

This includes registering system temperature at several nodes to estimate drift effects
and tracking cable position to calculate the corresponding uncertainties. Four critical
elements are involved in such advanced uncertainty calculation tools, as illustrated in
Fig. 2.21.

The availability of the measurement system details for uncertainty evaluation is de-
terministic for adapting the corresponding uncertainty calculations. The first section
of the FAME uncertainty tool includes system-level details, i.e., VNA settings, test-port
cables, and adapters. The second section monitors measurement-level details during
the sequential measurement cycle, i.e., movement of cables, connector orientation, and
test-port temperature. The third section includes details on the calibration configuration,
i.e., calibration method and reference standard information. Finally, the fourth section
includes details on the uncertainty evaluation, i.e., uncertainty solver and uncertainty
sources to be used. All four sections contribute to evaluating the combined measurement
uncertainty corresponding to every measurement in a calibration project.

Fig. 2.22 illustrates the method by showing the combined uncertainty for S11 linear
magnitude corresponding to 2.4 mm coaxial transfer standards resulting from a VNA
calibration. This combined measurement uncertainty is estimated using FAME VSL
software employing the linear uncertainty propagation method and includes uncertainty
contributions of the VNA, test-port cables, connectors, and reference standards.

The uncertainty results in Fig. 2.22 do not depict the evaluated correlation coefficients
of the devices. The accuracy of the subsequent calibration using the transfer standards,
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Figure 2.20: Overview of the FAME VNA uncertainty framework.

such as over-determined calibration, substantially improves with the availability of the
correlation coefficient information.

2.5. CONCLUSION

The advancements in VNA measurement uncertainty frameworks have led to the devel-
opment of rigorous uncertainty evaluation tools [60]-[63]. Whereas substantial progress
has been made in the development of methods for evaluating uncertainty sources in
connectorized coaxial VINA test benches [24], [25], [39], no significant work has been
done on the investigation of time-variant uncertainties. Maintaining calibration accuracy
over an extended period is critical for the transfer of primary calibration, i.e. transmis-
sion line-based, onto transfer calibration standards. Such, often NMI-level, calibration
can extend to many hours duration. Whereas rigorous uncertainty evaluation tools are
rapidly advancing, techniques for detecting and subsequently accounting for time-variant
uncertainties remain lagging.
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3.1. INTRODUCTION

S-parameter measurements in coaxial lines have established traceable calibrations up
to 116 GHz [12] and are expected to extend to 220 GHz in the coming years. Traceable
measurement requires evaluation of the combined uncertainty corresponding to the
measurement system, which requires an accurate assessment of all relevant uncertainty
sources. Chapter 2 introduces coaxial VINA test benches, measurement models, and un-
certainty propagation methods, including an overview of dominant uncertainty sources.
Whereas chapter 2 describes basic methods for assessing uncertainty sources, this chapter
extends with discussing advanced models and evaluation techniques for VNA noise, RF
cables, and coaxial connectors.

Section 3.2 provides a model for accurately evaluating VNA noise behavior, a dom-
inant uncertainty source in high attenuation and RF-sensing applications. As evident
from Fig. 2.11, the low measurement noise and high accuracy achieved when measuring
DUT with impedance levels close to the VNA instrument impedance (Zj), commonly
designed to be 50 Q, degrades progressively in mismatched measurements [25], [39]. The
typical narrowband heterodyne architecture of VNAs allows us to treat the random noise
contribution as narrowband white noise. In [25], [74]-[76], a black-box approach for VINA
noise analysis is explored from an operational perspective. In [25], the noise contribution
of each measurement channel is partitioned between two noise sources, as follows:

x=x(1+dng)+6ng, 3.1)

Here, x stands for the VNA receiver measurement channel, and X is the true value for x.
6ny and d ny, are the two independent complex white Gaussian noise sources. Whereas
the proposed model of [25] allows complex noise evaluation, the important interdepen-
dence between measurement channels of a VINA and their noise sources is not considered.
In [75], the approach is limited to the noise assessment in matched conditions (i.e., ' = 0),
and no solution is offered for highly-mismatched cases (i.e., I' > 0.9). In [77] and [76],
improved noise partitioning methods are proposed, giving a frequency-dependent noise
evaluation over the entire I'-region. However, these approaches only allow for a noise
evaluation for the magnitude component, neglecting the impact of phase noise.

This section presents a noise model that accounts for the correlation between the
different measurement channels of the VNA, and the noise expansion mechanism in
highly mismatched conditions is critical for developing characterization solutions in RF
sensing applications.

Section 3.3 continues with presenting two evaluating techniques for another dominant
uncertainty source of a VINA test bench, i.e., the test-port cables used for interfacing the
VNA unit with the DUT. RF cables are a critical component in a multi-port S-parameter
measurement system. The present BIPM CMC database shows National Measurement
Institute (NMI)s achieving combined uncertainty of 1.2° in the transmission parameter
phase component at 110 GHz[12], [78]. Advancement of S-parameter measurement capa-
bility at NMIs requires superior performance from RF phase-stable cables as a dominant
error contributor, which is only possible with further improvement of metrology-grade
RF cable designs and more accurate methods for characterizing cable movement errors.

The limited research on the development of RF cable uncertainty evaluation tech-
niques has not led to an established uncertainty framework for test-port cables. Cable
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flexing effects were previously investigated for high-frequency nearfield antenna mea-
surements in [26], [79]. However, these studies deal with cable lengths and uncertainties
far exceeding those in VNA measurements. The effects of cable flexing in VNA metrology
were further studied in [27], with [24] providing basic guidelines on evaluating cable un-
certainties. Regardless of the previous works [24], [26], [27], [79], the following important
aspects of VINA cable errors remain uninvestigated:

* There is no distinction between systematic, random, and drift uncertainties in the
presented methods for evaluating errors of VINA test-port cables.

* Furthermore, the correlation between cable errors and the length and direction of
movement remains uninvestigated.

* Finally, with the advent of ECU, the ability to de-embedd cable movement errors
from multi-port S-parameter measurements remained uninvestigated.

To investigate the aforementioned, section 3.3 presents two methods for characterizing
the uncertainty contributions resulting from the movement of the test-port cables. The
key distinction between the two proposed methods is the application of mechanical
calibration standards and ECUs for the evaluation of cable movement errors.

Finally, section 3.4 extends to the measurement reference plane errors introduced
by the test-port connector recession, a critical component in NMI-level calibrations
employing primary coaxial air-dielectric transmission lines (henceforth referred to as
transmission lines). In precision coaxial connectors, excluding the N-type connector, the
outer conductor junction plan sets the reference plane, as shown in Fig. 3.1. However,
to avoid higher order modes caused by near-field coupling effects, the center conductor
requires a minimum recession, also referred to as pin gap illustrated in Fig. 3.1, instead of
flush alignment with the outer conductor junction plane [80].

In line-based VNA calibrations, the measurement accuracy is significantly affected
by knowledge of the calibration standard’s frequency-dependent response, which is
predominantly determined by the two connectors of the transmission line [29], [78]. The
pin gap can induce substantial reflections in the connector and forms a considerable
uncertainty source [29], [78]. For this reason, a method for evaluating S-parameters and
uncertainties of connector pin gap is necessary for the correct evaluation of combined
measurement uncertainty in traceable S-parameter measurements.

Several studies have reported models for calculating coaxial pin gap S-parameters
[30]-[32], [81], [82]. The mechanical pin gap model used by [32], [82] did not account for
the various connector chamfers. Hence, these simulation-based models are inadequate
for application in metrology-grade measurements. While the works of [30], [31], [81]
reported pin gap S-parameters based on detailed mechanical models, they did not report
pin gap models allowing the calculation of pin gap S-parameters and the corresponding
uncertainty contributions.

This section proposes a pin gap model based on the mechanical structure identified
in [30], [31], [81] for estimating the S-parameters and uncertainty values of the 3.5 mm
coaxial connector. In addition, a technique is described for controlling the center con-
ductor position to avoid connector pin gap errors by using dedicated Kapton offset discs
[80], supported by an extensive measurement comparison between offset-short and TRL
calibrations to illustrate the substantial nature of the prescribed source of uncertainty.
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Figure 3.1: A side view of two mounted coaxial connectors illustrating the pin gap denoted with pg.

3.2. MEASUREMENT NOISE

A detailed noise behavioral analysis for VNAs is presented, providing insight into the
sources of measurement noise and their interdependence under matched and mis-
matched DUT conditions. All relevant VINA noise sources are identified and partitioned
to understand the noise expansion mechanism occurring in VNAs. Unlike previous works
[25], [74]-[76], a noise model is presented based on the detailed analysis of the incident
and scattered measurement waves of the VNA to understand the interdependence, better
known as correlation, and their impact on the various noise sources. The described noise
model provides critical insight for developing low-noise solutions in high attenuation and
highly mismatched applications.

3.2.1. VNA NOISE MODEL
To analyze the noise contribution on the incident (a-wave) and scattered (b-wave) travel-
ing waves at the VNA measurement port, a simplified coupler-based VINA block scheme
is given in Fig. 3.2. Here, the a-wave and b-wave are detected by an RF directional coupler
(transmission-line based) and are processed via independent down-conversion, ampli-
fication, and detection paths. Thus, both waves are subjected to different loss and gain
mechanisms due to components with different performance parameters (i.e., noise figure
levels, conversion gain, and stability) in both paths. The overall attenuation and delay of
these waves are accounted for in the model through the complex transmission coefficients
a, and @, shown in Fig. 3.2. The present generation of analog-to-digital converters (ADC)
reaches superior linearity specifications with respect to their predecessors, i.e., VSL VNA
test-bench with a dynamic range exceeding 150 dB has a non-linearity uncertainty of less
than 0.01 dB for attenuation measurements up to 60 dB as shown in Fig. 2.12. For this
reason, the ADC linearity error is considered negligible in the proposed noise behavioral
model.

The overall VNA noise behavior can be partitioned in multiplicative (n,,) and additive
(n,) noise sources [25]. The multiplicative noise is a contribution dependent on the signal
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b b

Figure 3.2: A system-level VNA block diagram for noise behavioral modeling of S-parameter measurements.
Additive and multiplicative noise sources are shown as round and square noise sources, respectively.

level, while the additive noise only depends on the instrument noise floor. Using the VNA
noise model depicted in Fig. 3.2, we can derive the noise contribution o (I';;;¢4s) for any
given DUT S-parameter (i.e. I';,¢45), as follows:

o) Twvapnmp + ngp

0 (T ineas) = (3.2)

o(ar) Ty Qg Nma + Naa
Where the term v denotes the test signal originating from the internal signal source of the
VNA, and its noise is accounted for via n,,. This approach is chosen as the noise of the
VNA down-conversion path and v are collectively evaluated.

3.2.2. NOISE BEHAVIOR OF REFLECTION PARAMETERS
To parameterize Equation (3.2) and understand the propagation of various noise sources,
including their correlations and sensitivity toward I ,e4s, 0 (T eqs) and o (b;) are evalu-
ated via separate experiments. The sensitivity of the a, - wave towards I is expected to be
of second-order. Nonetheless, in realistic measurement scenarios where the VNA drives
the DUT with signal power above -40dBm, the impact of the additive noise contribution
is negligible, and the multiplicative noise n,;, , sets the noise for the a,-wave. The o (a,)
noise is not independently evaluated as its sensitivity to I’ ;045 is of second-order, instead
evaluation of o (T';,¢4s) are evaluated where a key element is to understand the correlation
between the noise sources.

First, the two noise sources n,; and n,, ;, affecting the magnitude noise o|b,| of
the b,-wave are evaluated. The impact of noise floor on o|b,| is expected to be most
dominant for matched loading conditions (i.e., [T'| = 0), as for such cases, the signal-to-
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noise (SNR) is minimum. Consequently, evaluation of Equation (3.2) yields the additive
noise source |n, p| as the dominant contributor to the noise floor of the instrument and
can be quantified via the measurement of a low-reflection termination (i.e., |T'| = 0).
The |n, | value is equal to the standard deviation in this measurement (line labeled
with [ng plirj~0 in Fig. 3.3). Unlike [25], where a cross-talk measurement (transmission
measurement with both ports terminated with 50 Q devices) is used to quantify the
In, | value, the proposed method is expected to be more accurate as it more precisely
resembles the actual measurement conditions.
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Figure 3.3: VNA magnitude and phase noise in b,-wave and b, /a,; measurements conducted under varying
loading conditions [T ,,;|. Symbols denote measurement results, whereas the lines represent predictions based
on the proposed noise model (see text for further details).

The second noise source |n,, 3| affecting the b, -wave measurement is of multiplicative
nature. For accurate estimation of |n,, 5|, the influence of In, 3| is to be minimized, which
is achieved for measurements performed under highly-mismatched conditions, as the
b, -wave noise is then predominantly set by |n,, ,|. Thus, measurement values acquired
forITgyunl = 0.9and [T z,2| = 0.8 are used to quantify In,, p| using:

0l gy ) —a (T guel)
|nm,b| _ dutl dut2 (3.3)
|rdut1 |- |qut2|

Here, 0|l 3,711 and oIl 4,2| are determined by calculating the standard deviation
of a series of measurement samples acquired forI';,,;1 and T ;> respectively. The line
labeled with |n,, ;|-IT'| in Fig. 3.3 shows the model result; it can be seen that o |b, | is linearly
proportional to I" in highly-mismatched conditions (|II'| > 0.1) and causes expansion of
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noise in mismatched impedance measurements. This proposed method differs from the
classical single-measurement-based approach, also outlined in [25]. Finally, the proposed
noise model for o|b,| denoted with green line in Fig. 3.3 combines influence of the two
noise sources |n, | and |n,, | as described previously for predicting o|b,| throughout
the entire |T'| region.

Now, the impact of the two noise sources, n, , and n,, 3, affecting the phase noise
o(£b;) of the b,-wave are evaluated. First, the influence of additive noise |n, 3| is investi-
gated. Here, [n, ;| is assumed to be |I'| insensitive and primarily caused by the internal
leakages, i.e., due to couplers and mixers, of the VINA receiver. Consequently, the additive
noise |n, 3| is expected to vector modulate onto scattered wave b, as illustrated with a
grey area in Fig. 3.4. Furthermore, the phase-term measurement noise o (£ ’) is expected
to be smaller than to the o(£b;) noise, since the noise introduced by the test signal v is
affecting both the incident a,-wave and scattered b,-wave and thus this interdependence
is expected to cancel out in U(él;—:). So, due to this correlation assuming the influence

of n,, ;, noise source as negligible, o (£ l;—:) can be evaluated by applying trigonometric
relations, illustrated in Fig. 3.4, as follows:

o) = tan™ (—'”“'b') (3.4)
a, N

See the line labeled tan™! (lrlll’ilb l) in Fig. 3.3. In addition, due to |n, | the phase noise

0(4:—:) is expected to degrade in matched loading conditions (i.e., [T'| = 0

Xr

Figure 3.4: Illustration of phase noise assessment from additive noise acting as vector

Proceeding with the evaluation of o (£b,), the impact of n,, ; is to be considered as
its influence does not cancel out like with O'(Z%). The o(£b;) performance is expected
to degrade progressively in low-reflection conditions (IT| = 0) and reach the best phase
noise performance in highly mismatched conditions ([T'| = 1), as the SNR-ratio will then
be highest. Consequently, the o(£b,) can be measured with a high-reflect termination,
line labeled 0 (£n,p) 1, in Fig. 3.3, using the following:
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0(ZLmp) =0(Lbr)r1=1 (3.5)

The VNA noise model and corresponding parameterization methods are validated
via a series of measurements at 3 GHz using a Keysight PNA5225A VNA. The a,-wave
and b,-wave are measured over a wide range of |I'| values generated via a 7-mm coax-
ial mechanical stub-tuner. At each T value, a total of 20 - 103 measurement points are
collected for a,-wave and b,-wave and corresponding noise values are subsequently
calculated as the standard deviation in the magnitude and phase terms. The results of
these measurements are depicted with markers in Fig. 3.3 and agree very nicely with
the model predictions. The measured noise in the magnitude measurements very nicely
follows the model predictions given by the noise floor estimation based on |n, ;| and
Equation (3.3). It can be seen that n,,  indeed becomes negligible in matched conditions
where [I'| = 0 and that In, ;| sets the noise floor of the instrument up to the threshold
value of [T'| = 0.1, according to Equation (3.2). Beyond this threshold value, |n,;, ;| sets
the limit for the measurement noise, and is linearly proportional to |I'|. Similarly, good
noise results are achieved for the phase term. The b,-wave phase noise remains constant
for |I'| > 1-1073, consistent with the model prediction of Equation (3.5). For very small [T,
i.e. II'| = 0, the b,-wave phase-term noise is primarily determined by |n, 3|, consistent
with the model prediction of Equation (3.4). Finally, the measured phase noise in the ratio
measurement b, /a, accurately follows the linear prediction of Equation (3.4) over three
decades in |T'|, up to |[T'| close to 0.4. As expected, noise introduced by the test signal v
cancels out in O'(Zl;—:). For T z,,;] > 0.4, the phase noise in the ratio measurement b, /a,
reaches a minimum noise value and is identified as the noise floor for the phase term.
The difference between the magnitude noise predicted with the proposed model and the
measurement results is expected to be caused by an unaccounted correlation between
n,, and n, noise sources, as the model predicts higher noise values in comparison with
the measurement-based estimations.
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3.2.3. NOISE BEHAVIOR OF TRANSMISSION PARAMETERS

Similar to the reflection parameter noise behavior, the transmission parameter (Sij = #)
J

noise also depends upon the multiplicative (ny,) and additive noise (n,) sources. The
multiplicative noise source is comparable to that of the reflection parameters discussed
in the previous section. However, the additive noise, in this case, is considerably reduced
due to substantially smaller leakage between the two ports.

To characterize ny, for transmission parameters, sufficient readings (around a hun-
dred) at each frequency of a through connection (between the two ports) are taken. For
the characterization of n,; for transmission parameters, the two ports of the VNA are
terminated with matched loads, and sufficient readings (around a hundred) are collected.
The standard deviation of the readings provides a quantitative value for the noise source.

For validation of the proposed method to characterize ny,, a through connection
between the two ports was used, and 300 measurement points were collected at each
frequency. Similarly, for the characterization of n,, isolation measurements were used. A
PNA N5225A was used with IF bandwidth set to 7 Hz and power level set to -10 dBm, while
the frequency was swept from 10 MHz to 50 GHz. Once ny, and n, are determined, then
noise values are estimated for 0 to 80 dB attenuation levels (10 dB step) using the proposed
noise behavior model. Subsequently, 0 - 80 dB attenuators (10 dB step) were measured
with the VINA to collect 300 values of the transmission parameter. This measurement
data was corrected, and its noise uncertainty (standard deviation) was compared with
that calculated using the noise model. In Fig. 3.5, the noise in the magnitude and phase
components of the transmission parameter is shown for 0 - 80 dB attenuation at several
frequencies. The results demonstrate excellent agreement between the noise results
predicted by the model and the measured values.
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Figure 3.5: Noise in magnitude and phase using the transmission noise model for (a) 50 MHz, (b) 1 GHz.
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3.3. TEST-PORT CABLES

In the previous section, the noise of the VNA receivers versus the reflection coefficient
has been analyzed and modeled. Here, another source of error that arises from the pas-
sive component interfacing the VNA unit with the device under test is introduced, i.e.,
the test port cables. Two methods for evaluating test-port cable movement errors are
presented. The first method proposes techniques to evaluate the systematic, random,
and drift uncertainty contributions with one-port reflection coefficient measurements
of a high-reflect termination. As a result, it provides an accurate estimation of the sys-
tematic, random, and drift uncertainties for inclusion in the combined measurement
uncertainty of the S-parameter measurement. The second method proposes ECU-based
de-embedding of the systematic cable movement errors for applications that require
increased measurement accuracy, while only random and drift uncertainties still need to
be considered in the combined measurement uncertainty.

VNA VNA
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ooogoo goooo
ooogoo goooo
PORT 1 PORT 2 PORT 1 PORT 2
O -
50 Q 50 Q
SHORT|_ ECU |
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(a) (b)

Figure 3.6: System-level overview of the two methods proposed for characterizing cable movement errors. (a)
Employing a high-reflect short device, and (b) using an ECU unit for evaluating cable errors.

3.3.1. CABLE ERROR ESTIMATION WITH A HIGH-REFLECTION DEVICE

The first method investigates cable movement errors with a one-port reflection coeffi-
cient measurement of a high-reflect termination, as a large scattered wave is needed to
incorporate the effect of the cable bending when detected by the receiver. The section
starts with describing the measurement setup incorporating an in-house designed fixture
for introducing the cable movements in a well-controlled and predefined manner, as
shown in Fig. 3.7. Subsequently, a measurement model is outlined to investigate the
most effective cable termination parameters for characterizing cable movement errors.
Finally, a detailed measurement experiment is conducted, demonstrating accurate char-
acterization of the random, systematic, and drift errors caused by the movement of a
metrology-grade test-port cable.
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MEASUREMENT SETUP

A custom-built cable fixture is developed and shown in Fig. 3.7 for an accurate assessment
of cable movement errors. The cable fixture uses Newport’s precision linear translation
stage to introduce accurate and well-controlled cable movements over an extended
time. The cable is positioned to restrict the flexing to a two-dimensional plane, as is the
case during two-port VNA calibrations. A smooth surface of the underlying supporting
structure is necessary to minimize cable friction during the movement. In addition, the
coaxial cable is covered with thermal isolation material, such as aluminum foil, to achieve
additional thermal stability and minimize drift effects in the cable properties. The cable
displacement during the experiments replicated the movement during regular precision
two-port calibrations such as TRL, SOLT, and SOLR.

:u
2 e
-]
-]

=

g B
= e

Figure 3.7: Custom-built test-port fixture incorporating automated precision translation stage for reproducible
movement of cables in high-precision S-parameter measurements.

Subsequently, Fig. 3.8 depicts the signal flow graph of the measurement setup, where
individual two-port networks represent the VNA and the cable, respectively.
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Figure 3.8: Signal flow graph of the measurement setup used for assessment of error vectors due to flexing of
coaxial cable.

The proposed method relies on a single device for characterizing cable movement
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errors. For this, the reflection coefficient I';,.45 of the termination will be described as a
function of all dominant error sources in the measurement setup, as shown in Fig. 3.8,
and can be calculated as follows:

Timeas = Z_Z = Epo + %ﬁ;‘z (3.6

Here, the error terms Eyg, E11, and EjoEp; represent directivity, source match, and

reflection tracking of the calibrated VINA, respectively, and I ;¢ denotes the uncorrected

reflection coefficient acquired by the VNA. As shown in Fig. 3.8, the flexible cable is

modeled as a two-port device, denoted by C;;, Cz2 and C;2Cy; terms, respectively. The
reflection coefficient I'c seen at the test-port of the VINA can be described by:

Fe=Cn+ CarCalt (3.7
Equation (3.7) has three terms associated with the cable and needs three independent
measurements after each cable movement to re-calibrate cable terms with corresponding
errors. This can be accomplished using SOL calibration. However, the proposed method
is based on the usage of a single device to avoid introducing connector repeatability
errors, which complicate the accurate assessment of cable movement errors. However,
the proposed approach also results in an underdeterministic system of equations. Hence,
it does not allow us to calculate all three terms of the cable.

SIMULATIONS

A model of the cable setup is developed to investigate the impact of the VINA errors
present in the cable measurement setup, as shown in Fig. 3.8. In the previous section, the
VNA noise model demonstrated that instrument noise is proportional to the reflection
coefficient magnitude. Whereas matched loading conditions result in the best mea-
surement noise performance, accurate evaluation of cable movement errors requires a
high-reflection termination for generating a large scattered b-wave to capture the move-
ment errors. Due to two conflicting requirements, a measurement model is simulated to
identify an optimal value among the values that are available as high-precision termina-
tion in an NMI.

The first two-port network represents the error terms up to the test-port connector of
the VNA and is not affected by the movement of the cable. A calibration at the test port of
the VINA provides the standard values for each VNA error term. The combined uncertainty
for each error term consists of multiple error types, such as systematic, random, and drift
components. The VINA used in this study is characterized to investigate the impact of VNA
noise on cable movement error measurements. Noise corresponding to VINA error terms
is evaluated by performing 96 SOL calibrations. Here, 96 measurements are collected for
each device used for SOL calibration. The SOL devices were measured sequentially, one
by one, for one-day duration, with 15 minutes between two consecutive measurements.,
resulting in three-day data equivalent to 96 individual SOL calibrations. The advantage of
measuring SOL sequentially is the exclusion of connector effects, as only one connection
was made for each device. However, the consequence of the long measurement duration
is that drift error also affects the measurements. For this reason, a drift correction was
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performed before the raw measurement data was used to determine the VINA error terms
noise. A second-order polynomial fit appeared sufficient to describe and correct for the
drift effect. The noise terms characterized for the VNA error terms are included in the
Monte Carlo model proposed in Fig. 3.8.

The second two-port network shown in Fig. 3.8 is that of the cable under test. A
second-tier SOL calibration is used for extracting the standard values of cable error terms.
A SOL calibration is first performed up to the VNA test port. After connecting the cable, a
second SOL calibration is performed at the test port connector of the cable to determine
the corresponding three error terms. Then, the cable is positioned in the start position
along the axis of movement for characterizing the movement errors.

An ECU is used to investigate the standard variance of C;2C»1, Ci1, and Cy, terms
due to the movement of the cable. For this, the cable was moved between two 160 mm
apart ends along a single axis and with predefined 10 mm steps. During calibrated VINA
measurements, these cable movement lengths are the maximum and minimum cable
movement. After every movement, broadband reflection coefficient measurements were
performed of three ECU states, resulting in multiple forward and backward movement
sweeps. Finally, the variance of every individual cable term was estimated. A Gaussian
distribution is used for all parameter variations introduced in the Monte Carlo model,
as shown in Table 3.1. It is evident from the results that the C12C21 is foremost affected
by the movement of the cable. As the proposed method results in a underdeterministic
set of equation, the variance of the C12C21 term is investigated with a single device
measurement. The transmission term C;,C,; can then be calculated at the initial position
(n=1) using the following equation:

T.(n) - C11(m)(1 = Cop(m)T
ClZCZI(I’l)Z( £ & F)( 22(mT) (3.8)
L

The variation measured in I'c due to the movement of the cable is predominantly corre-
lated with the transmission term C;2C»;, and Cy; and C», introduce negligible variance
in the measured reflection coefficient I'c. Hence, the cable movement error is mapped
on C12Cy; term and can be calculated at each of the m following positions along the axis
(m=1...16) by the following Equation:

(C.(m) — C11 (D) (1 = Coa(DTy)
It

C12Co1(m) = (3.9

The error vector ACy2C»; for the transmission term C;5C»; can then be determined for
the movement between two positions of interest by the following Equation:

(1-C()Iy)

AC12Co1(m, n) =
ry

(Ceom -cnm)rem-cum)] @10

Here, m and n denote the start and stop position along the axis of movement, respectively.
A summary of parameter settings for the Monte Carlo model is given in Table 3.1.
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Table 3.1: Summary of parameter settings in the Monte Carlo simulations of the noise due to the cable flexure.

. Magnitude Std Phase Std deviation
Parameter | Magnitude .
Deviation (degrees)

E10Eo1 0.99 8.0e™° 0.04

En 0.11 3.0e7* 0.1

Eoo 0.08 1.0e7 0.1
Co1C1o 0.55 2.0e73 0.5

Cro 0.08 3.0e74 0.2

Cn 0.07 1.0e74 0.2

The blue data in Fig. 3.9(a) shows the correlation between the VNA-induced noise
and the error for transmission term C;,C;, as found by Monte Carlo simulations. The
simplified assessment of Equation 3.9 results in an increase of noise in the C;,Cy; finding,
as can be seen in the red data points of Fig. 3.9(a). Fig. 3.9(b) presents the simulation
results for the error determined for the C;,C,; cable term terminated with two different
terminations, a high-reflect short and a 25 Q termination.
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Figure 3.9: (Error in C12Cy1 -term for Monte Carlo model parameterization based on worst-case values measured
at 50 GHz. (a) Using a high reflect short device as termination. Blue: Error as result of VNA noise only. Red:
Error due to VNA noise and simplification proposed in Equation 3.9 to calculate the C1p Co1 -term. (b) Using a
high-reflect short termination (red) and 25-Ohm termination (blue) respectively.

The results from the Monte Carlo simulations show that the VNA noise naturally sets a
limit to the minimum measurable error vector due to cable flexure. With the simplification
proposed in Equation 3.9, a slight increase in noise is noticeable. The magnitude of this
error is very much cable-dependent and needs to be quantified for each cable. The
Monte Carlo simulation results also show a strong correlation between the magnitude
of the measured error for the transmission term C;2C»; and the magnitude of the device
terminating the cable under test. A high-reflect device, such as a short termination,
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provides the most accurate evaluation of cable movement error with transmission term
C12Co;. For this reason, a high-reflect standard is considered the most suitable device
when characterizing cable movement errors using a single device.

MEASUREMENT EXPERIMENT

For characterizing cable movement errors up to 50 GHz, a high-precision flexible coax-
ial cable with a 2.4 mm female connector was selected. Following the results from the
simulations, the cable was terminated with an offset short. As outlined in section 3.3.1,
a two-tier calibration is performed for extracting the standard values for VNA and cable
terms shown in Fig. 3.8. Before starting the cable movement measurements, a 4-hour
relaxation time was included, followed by a second SOL calibration at the test-port con-
nector of the cable under test. After the second SOL calibration, a pre-characterized
high-reflect short standard is connected to the cable test-port connector, and then, finally,
the cable movement is initiated. The cable is moved between two predefined ends, 160
mm apart, along the axis of movement with steps of 10 mm, as shown in Fig. 3.10. These
movements replicate the maximum and minimum cable movements during two-port
VNA calibrations at VSL. After reaching the outer end, the movement in the opposite direc-
tion is initiated. This method provides two data sets, for forward- and backward-direction,
respectively. In addition, three reflection coefficient measurements were performed after
every cable movement, each with a five-minute waiting time. This provides additional
information concerning the relaxation time of the cable after initiating cable movement.
For reliable characterization of the errors associated with the cable flexing, 30 forward
and 30 backward sweeps were performed, and the total measurements took more than
four days to complete.
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Figure 3.10: System-level overview of the cable movement experiment.
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Due to the long measurement time, the collected data set shows a significant drift
originating from the VNA and the cable, as shown in Fig. 3.11. The drift, however, does
not show significant sensitivity towards the movement of the cable and is more sensitive
to environmental influences such as temperature and the mechanical structural stability
of the cable. To accurately characterize the cable movement errors, an algorithm is
developed to remove the drift effect. A drift correction technique based on the second-
order polynomial fit using Matlab was investigated and implemented as follows:

* At each frequency point, the data was taken for all positions as a function of time.

* The rectangular values are then fitted with a second-order polynomial function in
Matlab.

 The fit quantifies as a combined drift error of the VINA and cable.

 The fit-corrected data allows us to characterize the systematic and random move-
ment errors.

Fig. 3.11 shows the drift-uncorrected and drift-corrected data of a series of measure-
ments for cable transmission term C;(Cp; performed on a 2.4 mm coaxial cable at 50 GHz.
As evident, the polynomial fit provides a good drift estimate for the cable and VNA and
can be separately included in the combined uncertainty analysis. When the effect of drift
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Figure 3.11: Cable transmission term Cy9Cp; measurement results, real and imaginary components, at 50 GHz
for a 2.4 mm coaxial cable measured over a period of four days. The raw data [Red] clearly shows a drift effect.
After correction, the data [Blue] show excellent reproducibility.

is removed from the measurement data, significantly lower standard deviation values are
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observed. This is shown in Fig. 3.12, where the standard deviation results of transmission
term CCp; are given both for the uncorrected and corrected data set. Three S-parameter
measurements were performed at each measurement position, with a five-minute waiting
period between the measurements. No significant increase in performance was notice-
able by allowing additional relaxation time for the cable under test. Therefore, all further
analysis is performed on the dataset acquired with a 5-minute waiting time, i.e., the first
acquisition after the movement is performed. In order to evaluate the systematic and
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Figure 3.12: Cable transmission term Cy¢Cp; standard deviation results of magnitude (a) and phase (b) for a
2.4 mm flexible coaxial cable measured over a period of four days. The standard deviation is a function of the
frequency of uncorrected data [Green]. After drift correction, the data [Blue] show significantly lower values.

random error vectors due to the cable flexing, the average and standard deviation of the
data are evaluated for all movement positions over the complete measurement frequency
range of 10 MHz up to 50 GHz. The mean value 9(f;, p;) of the transmission term Cy2Cp;
is calculated using the following formula:

12k 0a(f1, pD) Lxk 01 p))

) ) (3.11)
1=k 9. (fi 1) 1=k 0.(fip))
The standard deviation of the transmission term C;,C»; is calculated using:
VEZE (0 (fl,pl)—f)(fl,pl) : \/k sk_ (9, (fl,p])—a(fl,p])
(3.12)

\/,31 L(Onfi, ) =03, p1))? \/ﬁzlézl(f)n(ﬁ,m)—E(fi,Pj))z

Here 9,(f1, p1) denotes either the magnitude or phase value of the transmission term
at frequency f; and position p ;. The parameter k represents the number of measurements

performed, and n denotes ‘" measurement. The random error component measured at
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each measurement position determines the performance capability of the cable. Fig. 3.13
and 3.14 depict the standard deviation of magnitude and phase determined for each
measurement position as a function of the direction of movement evaluated using Equa-
tion 3.12. For this cable, it is evident that the random error, standard deviation, shows a
marginal correlation with the cable’s location and direction of movement.
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Figure 3.13: Standard deviation in magnitude (a) and phase (b) measured for a 2.4 mm coaxial flexible cable up
to 50 GHz for different cable positions after movement in the forward direction.
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Figure 3.14: Standard deviation in magnitude (a) and phase (b) measured for a 2.4 mm coaxial flexible cable up
to 50 GHz for different cable positions after movement in the backward direction.

Apart from random error, we also define a systematic error component. The system-
atic error is defined by calculating the differences between mean values determined at
each position. There also appear to be systematic deviations in magnitude and phase of
the C;2C,; term due to the flexing of the cable caused by the movement. Fig. 3.15 indi-
cates the size of these deviations in magnitude and phase for a measurement using a 2.4
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mm coaxial flexible cable at 50 GHz. The errors due to cable flexing are more significant
at this high frequency than at lower frequencies.
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Figure 3.15: Systematic effects in magnitude (a) and phase (b) measured for a 2.4 mm coaxial flexible cable at 50
GHz, caused by the movement between two points along the axis for cable movement set by the home-built
test-port fixture and translation stage of Fig. 3.7.

DISCUSSION

The extensive measurement experiment outlined in the previous section demonstrates
systematic, random, and drift S-parameter errors when introducing accurately controlled
movement of test-port cables. The cable movement fixture, housing the precision transla-
tion stage for this purpose, is deemed necessary. The results of these tests not only give
an optimal location for the cable position in actual TRL or SOLT calibration of the VNA
but also provide values for removing the remaining systematic magnitude and phase
deviations via de-embedding techniques. For example, in an actual TRL calibration of
the VNA in 2.4 mm coaxial line size, the cable is moved around 6 cmm. With the data in
Fig. 3.13-3.15, the best start and stop position for this movement during the TRL cali-
bration can be determined, resulting in minimum magnitude and phase deviation in
the calibration. Moreover, using this data, the systematic deviation still present at this
optimal location can be corrected using de-embedding techniques. The present results
indicate that this approach can significantly reduce the transmission magnitude and
phase uncertainty. Furthermore, the evaluated cable movement errors are highly cable-
dependent and should not be used as reference values to account for cable movement
errors in uncertainty budgets.
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3.3.2. MEASUREMENT OF CABLE ERRORS WITH AN ECU

Whereas the previous section described a method for evaluating the systematic, random,
and drift cable movement errors, this section details a technique for in-situ de-embedding
systematic and drift cable movement errors for applications requiring higher accuracy,
such as NMI-level calibration services. The proposed method is based on in-situ usage of
an ECU that allows time-variant de-embedding of the cable flexing errors in S-parameter
measurements. Unlike the previously outlined method, only random cable movement
errors remain to be accounted for in the combined measurement uncertainty.

PROPOSED METHOD

The S-parameter measurement system for two-port devices used in this study consists of a
two-port VNA (Keysight PNA 5225A) and a pair of 1.85 mm high-precision flexible test-port
cables (GORE). The cable connected to Port-1 of the VINA is kept in a fixed position during
the measurements. The cable connected to Port-2 is moved to enable the calibration and
device under test measurements. Both test-port cables are terminated with high-precision
test-port adapters to define the reference plane accurately. The proposed method utilizes
a two-port ECU as an integral part of the S-parameter measurement system, as shown in
Fig. 3.16. Port-B of the ECU is connected to the movable flexible cable of the VNA, and
port-A of the ECU serves as the new test port of the measurement system.

VNA
good
goodg
oogo
PORT 1 PORT 2
fixed
Afeals
Ref; Ref,

Figure 3.16: Schematic diagram of the new S-parameter measurement system, including an electronic calibra-
tion unit connected to Port-2 of the VNA, to de-embed errors due to flexing of the cable. Refl and Ref2 indicate
the reference planes in the measurements (see text).

The concept of the new method applies an automated one-port (second-tier) cali-
bration after each movement of the cable without disconnecting the device under test.
Through this one-port calibration, any discrepancy in the calibration error terms due
to flexing of the test-port cable is detected and, subsequently, corrected. The method
assesses the error through SOL calibration and is used to correct DUT S-parameter mea-
surements. Port-2 of the VINA, including an ECU in the measurement path, is calibrated
through a three-tier calibration process. Each step uses a SOL calibration method [1] ata
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different reference plane to characterize error terms for individual parts of the measure-
ment system. Fig. 3.17 shows the VINA Port-2 signal flow graph of the measurement setup.
Unlike the method outlined in the previous section, VNA and cable terms are combined
as these are time-variant corrected up to the Ref; plane.

Ref; Plane Ref, Plane
VNA + Cable ECU
1 B 1 A
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Figure 3.17: Signal flow graph of Port-2 of the S-parameter measurement system, having an ECU as an integral
part of the system. The active switches inside the ECU are omitted for clarity.

The calibration process starts with positioning the Port-2 cable at the starting position.
Subsequently, waiting time is included in the process for stabilizing the cable. Before
connecting the ECU, SOL-based calibration measurements are performed at the test-
port connector of the flexible cable. This is the first reference plane Ref; in the three-tier
calibration process. Using available reference data for each of the three calibration devices
used in the SOL calibration, the three error terms related to the VNA and the test-port
cable are calculated at the starting position using the following Equation:

1 Iy -T1) [Ewo)| [TV

1 T/, Ty |En|=|T2 (3.13)
1 I7'T3 T3] | A 7
with
A = EgoE11 — EroEor (3.14)

Here, the error terms Eyg, E11, and EjoEp; represent directivity, source match, and
reflection tracking of the calibrated VNA and cable, respectively, and are used to calculate
the reflection coefficient seen at reference plane Refj, the test-port connector of a cali-
brated VINA. Having calibrated the system up to the Re f; reference plane, port B of the
ECU is connected to the test-port connector. A second set of measurements is performed
by measuring the three internal impedance states associated with port B of the ECU, as
shown in Fig. 3.17. The impedance states of the ECU are then calibrated using:
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. I (i) — Ego
INOE - (3.15)
E1 (T (i) — Eoo) + EroEor

This calibrated data serves as a reference for each state in the following » measure-
ments and is used to recalibrate the VINA up to reference plane Re f; after each movement
of the test-port cable. The ECU is part of the measurement system, and port A is the
new reference plane Ref, of the VINA; see Fig. 3.17. A third and final set of SOL-based
calibration measurements are performed at the reference plane Ref, and allow for the
determination of the error terms related to port A and port B through-state of the ECU.
These error terms enable to propagate measurement results from reference planes Ref;
to Ref,. The ECU through-state error terms are calculated using the following Equation:

1 F’rgﬂ(l)rl - ECUy Flr‘nefl(l)
1 T7n@T2 —Taf [ECU| = [T} (3.16)
1 r:’éﬂ(?))l“g —Fg AECU l“fzfl(s)
with
Agcy = ECUpECUy; — ECUyg (3.17)

Here, the error terms ECUyy, ECUy;, and ECUjg represent the directivity, source
match, and reflection tracking of the through state between port A and port B of the
ECU. The SOL measurements performed at reference plane Ref5 are first corrected
using equation 3.15. This de-embeds the errors up to reference plane Refl from the
measurement data, and this data serves as input for equation 3.16. In the following device
under test calibration, the cable flexure error is assessed by recalibrating the VINA up
to reference plane Ref;. The recalibration is performed by measurement of the ECU
internal port B impedance states. The reference data of these states is determined earlier
using equation 3.15. With the new set of VINA error terms, the measurement system is
recalibrated up to reference plane Ref;. The same set of ECU AB error terms is then used
to transfer the measurement results from reference plane Ref; to Re f, using the following
Equation:

I ()= Eoo(AB1)

En(AB)IT'7E 1, (/) = Eoo(AB1)) + E1o Eor (AB1)

Lrep2(f) = (3.18)

MEASUREMENT EXPERIMENT

A series of three experiments are conducted to study the stability of individual parts of the
measurement system used for the proposed method shown in Fig. 3.16. The objective of
the first two experiments is to investigate the VINA stability using mechanical calibration
devices and an ECU. The aim of these experiments is to establish if the ECU can evaluate
the stability of VINA as accurately as its mechanical counterparts. The stability of the
VNA is investigated using a set of mechanical SOL devices as a reference (see Fig. 3.18(a).
Each SOL device is connected directly at Port-2 of the VINA, and subsequently, reflection
coefficient measurements are performed every 15 minutes for a full day, resulting in 96
measurements for each device. The error terms of the VNA are calculated using this
data, resulting in 96 sets of error terms. The standard deviation for each error term is a
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figure of merit for assessing the VNA stability. These error terms include 3-day drift, noise,
and nonlinearity effects, resulting in the worst-case stability analysis of the VNA. In the
second experiment, the VINA stability is investigated using the ECU impedance states as
calibration devices for SOL-based calibration of the VINA. Port B of the ECU is connected
directly to Port-2 of the VINA (see Fig. 3.18(b)), and the three ECU impedance states seen
from Port B of ECU are used as calibration devices, whereas Port A is terminated with a
high-reflect short device. The three ECU impedance states and the through state between
Port A and Port B of the ECU are measured. Again, at 15-minute intervals during a full day,
96 measurements were obtained for each impedance state. Subsequently, the error terms
of the VINA are calculated, resulting in 96 sets of worst-case error terms that include VNA
imperfections and ECU imperfections, such as impedance state stability, switch stability,
noise, and nonlinearity effects.
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Figure 3.18: The measurement system used for the four experiments. (a) Experiment 1 investigates VNA stability
with mechanical SOL devices. (b) Experiment 2 investigates VNA stability with an ECU. (c) Experiment 3
investigates VNA and fixed cable stability with an ECU. (d) Experiment 4 investigates VNA and moved cable
stability with an ECU.

Finally, in the third experiment, the applicability of the newly proposed method is
studied using the setup depicted in Fig. 3.18(c). For the actual measurement of cable
flexure effects up to 50 GHz, a high-precision flexible coaxial cable with a 1.85 mm male
connector was selected. The cable is moved between two predefined ends, 80 mm apart,
using a special-purpose linear translation stage shown in Fig. 3.7. After reaching the
outer end, the movement in the opposite direction is initiated. This way, two data sets
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are obtained for each movement direction. In addition, after each movement, three
port B impedance states of the ECU are measured together with the through (AB) state.
Port A of the ECU is terminated with a high-reflect short device. Reflection coefficient
measurements are performed with a 15-minute delay between the movements. A total of
18 sets of measurements are performed at each measurement position.

DISCUSSION

The first two experiments give results for the VNA error-term stability, measured using me-
chanical SOL devices and ECU impedance states as calibration standards. The three error
terms of the VNA Port-2 are determined up to an identical reference plane in both experi-
ments. In Fig. 3.19, the standard deviation of VNA EjEp; -term, from equation (3.13), is
depicted for both experiments. Each standard deviation value is determined from a set of
96 measurement values. The (red) data points are results corrected using mechanical SOL
calibration devices. The (blue) data points are results corrected using ECU impedance
states as SOL calibration devices. The other two error terms from equation (3.13), Egg and
Eq, exhibit also similar values for both experiments, such as the transmission/tracking
term shown in Fig. 3.19. The data in Fig. 3.19 shows that the standard deviations of the
two first experiments are essentially equal. Thus, we can conclude that over the time scale
needed to perform the measurements, the ECU Port B impedance states hardly adds any
noise or instabilities to the VNA measurements.
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Figure 3.19: Experiments 1 and 2 results for the VNA E10E01 term. The standard deviation for real (a) and
imaginary (b) components of E19Ep;. The (red) data points are results for E19Eg; determined using mechanical
SOL standards at the VNA test port. The (blue) data points are results for EjgEp; determined using three ECU
impedance standards at the VNA test port.

The results from experimental 2 further aim to investigate the stability of the mea-
sured reflection coefficient via the through state between Port A and B of the ECU. The
investigation focuses on studying the impact of ECU, as an in-situ device, on S-parameter
measurement conducted through the ECU embedded in the VINA setup. In Fig. 3.20, the
standard deviation of the calibrated reflection coefficient of the high-reflect short device
is depicted for this experiment with black lines. The standard deviation is determined
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from a set of 96 measurement values and fundamentally sets the repeatability limits of
the proposed method. Hence, adding a cable between the VNA and the ECU is expected
to only add more random compared with those from the previous experiment, shown in
black lines in Fig. 3.20.

We investigate the addition of the cable between the VNA and the ECU by evaluating
the measurement results from experiment 3 to demonstrate the accuracy of the proposed
method. Here, the cable is kept fixed, and again, 96 SOL calibrations are performed at
15-minute intervals. The red markers in Fig. 3.20 are the standard deviation of the 96
measurements acquired for the short termination at Port A. It is evident, that the addition
of the cable (red markers) does marginally degrade measurement repeatability compared
with the results (black lines) acquired without the cable.

A further addition to this comparison is the repeatability results of the short ter-
mination acquired from 96 measurements, however, here only one SOL calibration is
performed at the start of the experiment and the cable is kept in a fixed position. The
results from this experiment are depicted with blue markers in Fig. 3.20 and represent
the classical measurement approach used widely by the calibration labs. Clearly, these
results demonstrate the worst repeatability in the comparison, as drift and random errors
directly affect the repeatability performance.
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Figure 3.20: Experiments 2 and 3 results for a high-reflect short termination, showing the standard deviation for
magnitude (a) and phase (b). The blue data points are data corrected according to the classical SOL calibration
using mechanical standards at the start of the measurements. The red points are data corrected according to
the proposed method. The black points are data corrected using the ECU-based calibration method without
flexible cable.

Two main conclusions can be drawn from Fig. 3.20. First of all, the proposed method
for de-embedding cable flexure errors using an ECU unit provides an improvement of
up to 1 order of magnitude in various frequency points. In both magnitude and phase
domain. Secondly, the standard deviation in the measurements using a cable that is
achieved with the proposed ECU-based correction achieves performance close to the
standard deviation achieved for the bare VNA and ECU itself. This indicates that the new
method effectively reduces cable flexure errors in VNA measurements.
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This finding is confirmed in the final experiment 4 where a high-reflect short device
connected to port B of the ECU is measured for two cable positions 80 mm apart (see
Fig. 3.18(d). Fig. 3.21 shows the measured magnitude and phase error between the two
measurement positions, 80 mm apart. The red markers are achieved via a traditional
SOL calibration performed at the beginning of the measurements using mechanical
calibration devices. The blue markers give the data after recalibrating the VNA according
to the proposed method described above. It can be seen that the results achieved with the
new method have a significantly reduced error that is approaching the standard deviation
levels shown in Fig. 3.20.
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Figure 3.21: Experiments 4 results for a high-reflect short termination. The magnitude (a) and phase (b)
difference between two measurement positions (80 mm apart) is plotted for a high precision 1.85 mm flexible
cable tested up to 50 GHz. The blue data points are uncorrected data; the red data is corrected according to the
proposed method.

Two methods were proposed for characterizing cable movement errors in S-parameter
measurements. The first method relies on a single high reflection device, i.e., short, for
characterizing movement errors. However, the fundamental limitation of this method is
the ability to evaluate only one error term corresponding to the two-port error network
of the cable movement. This results in relatively significant uncertainties for the cable
movement. Nonetheless, this approach does provide the means to estimate the random,
systematic, and drift contributions individually.

Using an ECU, the second method evaluates a cable movement error full two-port
error network. The process provides a more accurate uncertainty evaluation of a cable
movement and is meant for high-accuracy and applications. However, the stability of the
ECU sets the accuracy limit, but present-generation ECUs provide superior performance,
as evident from the results shown in Fig. 3.21.
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3.4. COAXIAL CONNECTOR ERRORS

The previous two sections described uncertainties residing from the VNA and the test-port
cables, this section continues with describing another dominant error source, namely
coaxial connectors. The section describes measurement errors induced by coaxial con-
nector pin gaps. First, a behavioural model of the coaxial connector pin gap is developed
to calculate the reflection coefficient and uncertainty caused by the pin gap. Electromag-
netic simulations of coaxial connector pin-gap offsets are conducted for precision 3.5 mm
coaxial connectors. Subsequently, the simulation results are used to derive closed-form
solutions to predict the reflection coefficient and uncertainty of 3.5 mm connector pin
gap offsets.

Finally, a comparison between TRL and offset-short calibration methods demon-
strates the impact of connector pin gap-induced measurement errors in VNA calibrations.
Employing dedicated laser-cut offset discs with transmission lines ensures that the po-
sition of the centre conductor is at the measurement reference plane. Measurements
results of a 50 Q termination calibrated with both methods are compared. The results
provide valuable insight into the sensitivity of the TRL calibration method to pin gap
errors and corresponding uncertainty contributions.

3.4.1. CONNECTOR PIN-GAP MODEL

A model is developed for estimating the reflection coefficient and corresponding uncer-
tainty caused by the pin gap in metrology grade coaxial connectors [30], [31], [81], [82].
The fundamental parameters affecting the reflection coefficient of the pin- and socket-
type connectors are identified in [81] and depicted in Fig. 3.22. The identified parameters
are measured using calibrated microscopes, and the nominal values are summarised in
Table 3.2.
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Figure 3.22: The parameterisation models for 3.5 mm coaxial (a) socket- and (b) pin-type connectors [81]. The
parameters are measured with calibrated microscopes, with (c) showing an image of a socket-type connector
and (d) depicting a part of a pin-type connector. Nominal values of the parameters indicated in (a) and (b) are
given in Table 3.2.
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Table 3.2: Nominal values of the 3.5 mm coaxial connector parameters.

Parameter | Value (mm) | Parameter | Value (mm)
m; 0.050 dy, 0.960
my 0.020 Pd 0.927
fi 0.040 d; 1.5199
fo 0.010 do 1.5199
hy 2.790

Figure 3.23: The 3.5 mm coaxial pin connectors are designed in electromagnetic field software (CST studio)
using the dimensions listed in Table 3.2. (a) The coaxial structure overview. (b) Depicting the waveguide ports
used for signal excitation. (c) Depicting the mesh used for the simulation. (d) Showing the pin-gap discontinuity.

The behavioral response between the connectors reflection coefficient (I'¢) and the
pin-gap recession parameter (pg) is investigated through finite-element electromagnetic-
field (EM) simulations, an approach widely used in high-frequency metrology [28]. For
this, the 3.5 mm coaxial pin and socket connectors are designed in electromagnetic field
software (CST studio software) using the dimensions listed in Table 3.2, as shown in
Fig. 3.23(a). Here, the structure is excited with RF signals using waveguide ports to ensure
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a fundamental propagation mode, as depicted in Fig. 3.23(b). Furthermore, air is used as
line dielectric material, and BeCu is used to form the inner and outer conductor of the
line section with Gold plating of 1 um, both with material properties as given in Table
5.1. A dense tetrahedral mesh, as shown in Fig. 3.23(c), with at least 5- 10° cells is used
to ensure accurate simulation of the small pin gap discontinuities shown in Fig. 3.23(d).
All EM simulations are conducted using frequency domain solvers for frequencies up
to 33 GHz. When simulating pg of a pin connector, the socket connector is designed
using ideal properties. Similarly, when simulating pg of a socket connector, the pin
connector is designed using ideal properties. Furthermore, the simulation error threshold
was kept smaller than -80 dB in combination with 3rd order solver to ensure sufficient
simulation accuracy. The reference plane of the simulation was kept at the at the same
planes defining the pin gap value shown in Fig. 3.23(d).

The pg was swept from 0 to 50 um during the simulation exercise, and the S-parameter
datasets were collected as a function of frequency (f). The dataset provides the sensitivity
of the connector reflection coefficient (I'¢) to the pin-gap value. Subsequently, the fits
of the S-parameter results are calculated, leading to the closed-form equation Eq. (3.19).
The exact values of the polynomial coefficients for the pin and socket connectors (slotless
and slotted) are provided in Table B.1.

1 3 1 3
Fpg(Pg,f) = Z pg” . Z My,v - fw + ]Z ng . Z Nw,y * fw (3.19)
v=0 w=0 v=0 w=0

Fig. 3.24 shows a comparison for I' )¢ between the EM simulations and the model
results for 3.5 mm coaxial connectors. The comparison results demonstrate a good
agreement for the proposed model.

Model: pin-connector at 33 GHz — — — -Model: pin-connector at 10 GHz
Model: socket-connector at 33 GHz Model: socket-connector at 10 GHz
©  EM simulation: pin-connector at 33 GHz B EM simulation: pin-connector at 10 GHz
A EM simulation: socket-connector at 33 GHz 4 EM simulation: socket-connector at 10 GHz
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Figure 3.24: The reflection coefficient (I'pg) of 3.5mm coaxial connector for the pg parameters from finite-
element electromagnetic-field simulations and the proposed model.
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The transmission coefficient (Syy) of the pin gap is determined using the EM simula-
tion.

Sxy=el? (3.20)

The two-port S-parameter network of the connector with pin-gap can now be defined
with:
Fpg  Sxy

3.21)
Sx}’ rpg (

[PG]s =

The proposed pin gap model of equation (3.19) has two input variables, the pin gap
pg and frequency f. First, the input covariance matrix Zr, is specified to propagate the
uncertainties of input quantities to the connector I'¢ uncertainty with:

2
o 0
Zrpg=| ¢ o? (3.22)

Here, 0z is the standard variance of the pin gap measurement with the unit um,
which is commonly measured with mechanical connector gauges shown in Fig. 3.25.
Furthermore, the VINA 10 MHz reference signal is acquired from the atomic clocks at VSL.
Here, o 7 is the standard variance of the error on the measurement frequency with the
unit Hz.

Figure 3.25: Coaxial connector gauges used for measurement of pin gap at VSL.

Then, the Jacobian matrix identifying the relation between the connector reflection
coefficient and pin-gap uncertainty is determined via:

ORI pg) IR pg)

— | .0pg) ap
Jrpg = as(ﬁ’g) as({,,g) (3.23)
a(pg) a(f)

The Jacobian matrix outputs are organised with the following order [R(I'pg), S(T'pg)l.
Subsequently, the covariance matrix of the connector pin-gap Z ¢ can be calculated with:

Zpg = Jrpg Zrpg Tipg (3.24)
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Figure 3.26: Comparison of 3.5 mm connector reflection coefficient at 33 GHz caused by connector pin-gap
estimated with the METAS VNA II Tools software (markers) and results from the proposed model results (dotted
lines). The uncertainty contribution originating from a pin-gap uncertainty of 4 um is illustrated with coloured
areas.

The connector pin-gap reflection values computed with the proposed closed-form
solutions are validated by comparison with the estimates from the VNA tools II software
by METAS [60]. The VNA tool II connector model is not publically available, hence it is
not possible to compute the uncertainties for the VINA tools II acquired values. Fig. 3.26
shows the resulting reflection coefficients and uncertainties for pin and socket connectors
with pin-gap values from 5 pm to 50 um, demonstrating a good agreement of the two
approaches, well within the reflection coefficient uncertainty corresponding to a pin-gap
uncertainty of 4 um with 95 % confidence interval.

3.4.2. CONNECTOR ERRORS IN TRANSMISSION LINE MEASUREMENTS
Coaxial air-dielectric transmission lines (transmission lines) are traceable primary stan-
dards for calibrating vector network analyzers. The accuracy of line-based calibra-
tions such as the TRL method is subject to accurate knowledge of transmission line
S-parameters, which are strongly affected by the non-ideal connectors. While this section
aims to demonstrate calibration errors in TRL methods using transmission lines with
pre-defined errors in their S-parameters, the next chapter proposes a model for traceable
and accurate evaluation of transmission line S-parameters and uncertainties.

Furthermore, such line-based calibrations are also highly sensitive to errors caused by
employing improper mounting techniques. Transmission lines with unsupported cen-
ter conductors require careful positioning at the measurement reference plane and are
sensitive to improper mounting. To ensure correct mounting of a transmission line stan-
dard, laser-cut Kapton offset discs are proposed [83]. Hence, this section demonstrates
calibration errors in TRL calibration using transmission lines mounted with incorrect
techniques. Here, we show the offset disc thickness must be identical to the VNA test-port
center conductor’s recession value to position the center conductor of the transmission
line at the measurement reference plane. The next chapter outlines a method for offset-
disc-based mounting of transmission lines and techniques evaluating the corresponding
uncertainty contribution.
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MEASUREMENT EXPERIMENT AND RESULTS

An Agilent PNA 5225A system is used for two-port S-parameter measurements up to 50
GHz. Two 1.85 mm Gore flexible cables extend the measurement reference plane. Both
cables are terminated with high-precision test-port adapters manufactured by Keysight
Technologies. The measurement system port-1 is a 2.4 mm pin-type adapter, and port-2 is
a socket-type adapter. The center conductor of the pin-type test-port adapter is recessed
by 13 um. The center conductor of the VINA test-port two socket-type adapter is recessed
by 18 um, as shown in Fig. 3.27.

VNA

oooooo
gooooo
oooooo
oooooo

PORT 1 PORT 2

Transmission

TP2: socket

[ TP1: pg=13 um TP2: pg=18um__ |

Figure 3.27: Overview of transmission line measurement setup using Kapton offset disc for center conductor
position control.

The described system is first calibrated with the SOLT method. We use a set of preci-
sion 2.4 mm one-port SOL standards with pin- and socket-type connectors traceable to
the primary Offset-Short (OS) calibration standards of the METAS. The SOLT-calibrated
system is then used to measure a matched 50 Q2 one-port device, used as a comparison
artifact and linear magnitude value as a comparison parameter. These OS calibration
results are shown in Fig. 3.28(a).

A set of two characterized precision transmission lines and flush-short standards
with 2.4 mm connectors is used for 2-port VINA calibration based on the TRL. method
[33]. Subsequently, the described system is calibrated with the TRL method using two
precision transmission lines, TRL1 and TRL2, which are 60 mm long. The reflection
coefficients corresponding to the transmission line 1 are smaller than 0.003 in magnitude
(T = 0.003). While those corresponding to the transmission line 2 are smaller than 0.012 in
magnitude (I' = 0.012.). The TRL-calibrated system is then used to measure the matched
50 Q one-port device. The TRL results for transmission lines 1 and 2 are depicted with
TRL1 and TRL2 in Fig. 3.28(a).

The two transmission lines allow us to investigate the effect of imperfect connectors in
TRL calibrations, as displayed in Fig. 3.28(a). This effect is demonstrated by the difference
in the reflection magnitude of a 50 Q2 load measured with the OS-based calibration and
two different TRL calibrations. The OS results are with the highest accuracy as these are
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realized with calibration devices with the lowest uncertainties and entirely take account
of the effects of the connectors. The first TRL calibration employs a transmission line
with low reflections and shows differences denoted with TRL1 smaller than 0.002. The
second TRL operates a transmission line with high reflections, indicating that TRL2 has
differences higher than 0.025. The experiment clearly demonstrates calibration errors in
the TRL method are proportional to the reflections corresponding to the transmission

line used as reference artifacts.
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Figure 3.28: Comparison of calibration results from offset-short and TRL methods using a matched 50 Q one-
port device as comparison artifact and linear magnitude value as comparison parameter. The difference in
values between offset-short and two separate TRL calibrations is shown. (a) TRL calibration result using a
transmission line with reflection coefficient | I' | < 0.003 (circles) and | ' | = 0.012 (diamonds), respectively. (b)
TRL calibration results use a precision transmission line with Kapton offset disc to ensure correct measurement
reference plane (circles) and use the same transmission line without Kapton offset disc (diamonds).

The second experiment investigates the effect of improper mounting of the transmis-
sion line used in TRL calibrations. The air dielectric transmission line has a loose center
conductor and requires precise mounting to avoid connector errors, as described in
section 4.3. Incorrect mounting of the transmission line can result in significant measure-
ment errors caused by both connectors of the transmission line. The following experiment
demonstrates these errors in detail.

Again, the described system is calibrated using the TRL. method using transmission
line 1. First, the offset disc with 12.5 um thickness is mounted on test-port 1 with a
pin-type connector. This ensures the center conductor is positioned flush with the
measurement reference plane. Again, a matched 50 Q one-port device is used as a
comparison artifact, and linear magnitude value is used as a comparison parameter.
Measurement results are shown in Fig. 3.28(b).

Subsequently, we repeated the TRL calibration with transmission line 1, but no Kapton
offset disc was used. Hence, the center conductor of the transmission line is moved into
the test-port connector, causing incorrect positioning of the center conductor. Again, the
matched 50 Q one-port device is measured with the results shown in Fig. 3.28(b). The
results clearly show larger differences between the TRL and Offset-Short (OS) calibration
for the transmission line measured with the offset discs, as the center conductor pro-
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trudes into the test port and thus changes the error values that describe the VNA. These
differences underline the importance of the reflection of connectors and the need for
proper handling of transmission lines.

3.5. CONCLUSION

First, a method is presented for the evaluation of the measurement noise in S-parameter
measurements as a function of device reflection and transmission parameters. The
modeling techniques utilize two localized noise sources approach [25] to accurately
replicate the noise behavior of each measurement channel in a VNA under dynamic
loading conditions. The proposed method allows the evaluation of correlations between
a-wave and b-wave measurement channels, their corresponding sources of noise, and
their influence on both magnitude and phase components, a distinct advantage compared
to previous work. The validity of the proposed method is proven via excellent agreement
of its predictions with measurements over a wide range of reflection and transmission
coefficients.

Subsequently, two methods for evaluating S-parameter measurement errors caused
by cable movement are presented. Here, random, systematic, and drift components of
the cable movement errors are investigated using a custom-built test-port fixture and
translation stage.

The first method relies on a single high reflection device, i.e., short, for characterizing
movement errors. The fundamental limitation of this method is the ability to evaluate
only one error term corresponding to the two-port error network of the cable movement.
An extensive series of tests were performed, and the results show a marginal correlation
between the magnitude and phase values of the random error caused by cable flexing
and the position and direction of the cable movement. It was found that including
extra waiting time to allow for relaxation only provides a marginal improvement in error.
Furthermore, the presented approach can predict the optimal location for the cable
position and movement for two-port calibrations and also provides values for removing
the remaining systematic magnitude and phase deviations via de-embedding techniques.
Moreover, using this data, the systematic deviation still present at this optimal location
can be corrected using de-embedding techniques. The results indicate that this approach
can significantly reduce the transmission magnitude and phase uncertainty. Furthermore,
the evaluated cable movement errors are highly cable-dependent and should not be used
as reference values to account for cable movement errors in uncertainty budgets.

The second cable error characterization technique aims for high-accuracy applica-
tions by de-embedding the systematic and drift cable movement errors using an ECU.
The measurement results show a significant improvement compared to those using high-
reflect termination. In general, the random error in S-parameter measurements caused
by cable flexure is almost identical to the random error of the VNA itself; hence, ECU
did not add any noteworthy noise. The ECU-based method has some limitations. For
example, the stability does decrease when propagating calibration results via the through
state (ports A and B) of the ECU. Also, it is impossible to distinguish cable errors from
errors arising from the ECU itself. The process provides a more accurate uncertainty
evaluation of a cable movement. However, the stability of the ECU sets the accuracy limit,
but present-generation ECUs provide superior performance already. A fundamental limit
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of this approach is the higher operating temperature of ECUs, as the ECU operates at
temperatures higher than 30 °C, the test-port of the VINA system is heated, and most likely,
additional drift errors will occur. Hence, the temperature effects of the ECU need further
investigation to quantify the corresponding uncertainty contribution.

The final uncertainty source, a coaxial connector, is investigated. A 3.5 mm coaxial
connector pin gap model is developed to derive the closed-form solutions for calculating
the corresponding S-parameter and uncertainty contribution. The proposed method is
validated by comparison with the widely-known VNA Tools acquired values. The model
allows accurate connector pin gap reflection coefficient calculation and corresponding
uncertainty contribution. Subsequently, measurement errors caused by imperfect con-
nector effects of precision transmission lines in TRL calibration [33] are investigated.
Measurement results demonstrate the susceptibility of the classical TRL method to this
source of measurement uncertainty. It is demonstrated that a transmission line with
connector reflection coefficients of I' < 0.012 leads to more significant measurement
errors than a transmission line with connector reflection coefficients of I' < 0.003 used
in the TRL calibration. The TRL method is susceptible to the transmission line’s imper-
fect connector effects. A second experiment investigated measurement errors caused
by improper mounting of precision transmission lines used for TRL calibration. The
results demonstrate the susceptibility of TRL calibration to improper treatment of the
measurement reference plane. Specially manufactured offset discs significantly improve
measurement accuracy, and their use is validated by means of the proposed experiment.
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4.1. INTRODUCTION

With the continuous advancement of VINA measurement accuracy, sources of uncertainty
in scattering parameter (S-parameter) measurements that previously were negligible are
now becoming significant. This advancement underpins the need for improved and more
accurate methods for evaluating VINA measurement uncertainties. Coaxial air-dielectric
transmission lines are widely used as the basis for traceable S-parameter measurements
[36], [37], [71]-[73]. Metrology-grade transmission lines are not only used in the foremost
preferred VINA calibration methods for traceable and high precision applications [72],
[84], [85], they also are widely used for VNA verification and uncertainty evaluation [24],
[86].

The transmission line ripple method is widely employed for uncertainty evaluation of
a calibrated VNA, as among others described in the present guideline on the evaluation
of vector network analyzers by the EURAMET [24]. An important limitation of the ripple
procedure for evaluating complex residual errors is that it is limited to the magnitude
component only. In [1], [87], more sophisticated signal processing schemes are proposed
utilizing time-domain transform, linear prediction, and filtering techniques as substitutes
for the classic ripple-based assessment method. Although these methods allow for as-
sessing complex residual errors, the results are sensitive to various parameters, such as
measurement bandwidth, frequency resolution, and transmission line length. In [88], the
influence of such parameters is investigated, and typical parameter values are proposed
with corresponding accuracy limits.

Whilst all aforementioned methods assume a transmission line with perfect con-
nectors, various studies have shown substantial reflections resulting from precision
metrology-grade connector impairements [81], [89]. Improved VNA calibration accuracy
can only be achieved by including these connector effects in the calibration measure-
ments [28]. A further significant weakness of the ripple method is that it does not consider
the measurement reference plane nor include it in the uncertainty assessment. To con-
sider these errors, the measurement reference plane should be well-defined [29], and
the associated errors must be quantified for transmission line measurements with loose
center conductors [90].

This chapter describes an improved ripple technique for evaluating measurement
uncertainties of a calibrated VNA with one-port coaxial air dielectric transmission line
measurements. The method relies on pre-characterized transmission line properties to
evaluate VNA calibration uncertainties. First, the errors and uncertainty contributions
related to the reference plane in transmission line measurements are discussed in de-
tail. Then, an equivalent measurement model for the transmission line is described to
account for transmission line imperfections, and a multivariate algorithm is proposed to
determine the parameters in this model. Subsequently, a two-tier calibration method is
described to calculate the complex uncertainty of a VNA using transmission line measure-
ment data via a set of closed-form equations. Furthermore, techniques to experimentally
quantify connector pin gap discontinuity errors are introduced and validated. Finally,
the measurement results of an extensive validation of the proposed VNA uncertainty
evaluation method are presented and discussed, followed by some conclusions.
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4.2, PROPOSED METHOD

The proposed method uses time domain signal evaluation to extract multiple reflection
components from a single one-port transmission line measurement for uncertainty eval-
uation of a calibrated one-port VNA. The proposed approach consists of four steps, and
the TDSE algorithm developed by [1] is applied throughout the chapter. The first step
describes a method involving the TDSE algorithm for evaluating the uncertainty contribu-
tions corresponding to the transmission line mounting when using offset discs to control
the position of the center conductor. The second step describes the measurement model
of the transmission line standard. It specifies the non-ideal attributes, including a method
for estimating these transmission line properties and their uncertainty using calibrated
S-parameter data. The previous step forms the basis for the third step, the uncertainty
analysis of the VNA. A parameterized measurement model of the transmission line, in
combination with the TDSE algorithm, allows second-tier calibration of the VNA. This re-
calibration ensures additional systematic correction of VNA error terms to improve VINA
calibration accuracy. In the final fourth step, the remaining measurement uncertainties
of the VINA error terms are estimated by the propagation of uncertainty sources identified
in previous steps.

4.2.1. TIME DOMAIN SIGNAL EXTRACTION

The TDSE algorithm developed by [1] is applied throughout this chapter for time-domain
gating of the desired reflection components I'tpgj 2,3 from the input reflection-coefficient
measurement I'(m) of the transmission line standard, as shown in Fig. 4.1(a)-(b). To
validate the use of TDSE in VINA uncertainty evaluation, the accuracy and limitations of
the signal processing scheme are investigated. A well-known issue with time-domain
gating of S-parameter data is the high sensitivity of the gated results for multiple signal
processing parameters, such as frequency resolution, maximum frequency, gating window
shape and width, and transmission line length. In [88], the accuracy limitations of the
simplified TDSE algorithm are investigated by processing simulated transmission line
data. Here, simulated reference data sets with known transmission line parameter values
determine the TDSE algorithm accuracy limits. Chapter 4.7.3 investigates the accuracy
limits of TDSE gated I'7ppi,2,3 components, as illustrated in Fig. 4.1(c).

Table 4.1: VNA frequency settings in the TDSE analysis.

Frequency Frequency
Connector min-max step size Number of steps
(GHz) (GHz)
7.0 mm 0.025-18.0 0.025 720
3.5mm 0.025-33.0 0.025 1320
24 mm 0.025-50.0 0.025 2000

The TDSE results are also affected by other measurement parameters, including
measurement frequency settings, transmission line length, and gate properties. These are
described as follows:
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Figure 4.1: (a) An overview of S-parameters of metrology grade transmission line in combination with a known
termination mounted for one-port reflection coefficient measurement I'(m). (b) Fast Fourier Transform (FFT)
conversion of I'(m) enables the time domain analysis of the reflection components caused inside the one-port
transmission line measurement. The transmission line length primarily sets the distance between the time
domain reflection components. (c) Time domain signal extraction of the desired reflection component and
subsequent Inverse Fast Fourier Transform (IFFT) conversion results in the corresponding frequency domain
response.



4.3. STEP 1: TRANSMISSION LINE MOUNTING 73

Frequency settings: The measurement’s frequency settings comprise minimum fre-
quency, maximum frequency, and frequency step used in the measurements. The coaxial
line size sets the maximum measurement frequency. In Table 4.1, the frequency settings
for some common connector types are shown. The listed frequency settings are used for
all measurements in this chapter.

Transmission line parameters: The length of the transmission line standard strongly
influences the accuracy of the TDSE results. In an earlier study [88], worst-case errors
induced by the time-domain extraction of I';.,,, and I ., in a measurement of a
15 cm transmission line with 33 GHz bandwidth were smaller than 4-10~* and 1-1073
respectively. The errors increase to 1-10~3 and 1.5-10~3 when the transmission line length
is reduced to 5 cm.

Gate settings: A rectangular gating function is used in the TDSE algorithm. The TDSE
parameters are kept constant for all measurement experiments described in this work.
More details on the TDSE algorithm can be found in [1].

4.3. STEP 1: TRANSMISSION LINE MOUNTING

Consistent and accurate S-parameter measurements need to be referred to a well-defined
and fixed position within the connectors, which, in practice, is the measurement reference
plane. Fig. 4.2(a) shows the cross-section of two assembled coaxial connectors. The
junction surface of the outer conductors sets the measurement reference plane. This
configuration holds for connectors with aligned center- and outer-conductor junction
planes [91]. Both center conductors are recessed from the measurement reference plane
in metrology-grade connectors and cause a well-known pin gap discontinuity pg in the
assembled configuration, which is the sum of the individual pin gaps pgI and pg2. The
influence of recessed test ports on VNA calibration has been investigated earlier in [92].
Such test-port pin gap discontinuity effects lead to systematic errors, which can be de-
embedded via accurate calibration of the VINA. Test ports avoiding pin gap discontinuities
suffer from near-field coupling errors reported by [28]. To avoid such near-field coupling
errors, the center conductor requires a minimum pin gap for accurate and repeatable
S-parameter measurements. These minimum recession values for standard metrology-
grade coaxial connectors range from 5 pm for 1.0 mm slotted female connectors to 15 pm
for 2.4 mm and 3.5 mm slotless female connectors [28]. Measurements of precision
transmission lines with loose center conductors remain susceptible to errors caused by
recessed test ports. In [90], the authors demonstrated that the effect of the test-port pin
gap discontinuity could be removed after calibration of the VNA. However, this only holds
for a transmission line with a fixed center conductor. Incorrect mounting of a transmission
line as shown in Fig. 4.2(b) avoids the pin gap discontinuity pgl of a calibrated VNA,
introducing systematic bias in the measurement results of the transmission line. Accurate
control of the center conductor position via specially manufactured dielectric offset discs
is necessary to avoid such errors [28]. This results in the mounting configuration shown in
Fig. 4.2(c), [90] demonstrated a substantial improvement in accuracy with this mounting
technique compared to the present mounting methods depicted in Fig. 4.2(b).

An offset disc alters the dielectric properties inside the test-port connector pin gap
discontinuity and subsequently changes the electromagnetic field distribution. The pin
gap discontinuity comprises an air dielectric in calibrated recessed test ports. Mounting
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Figure 4.2: Schematic cross-section of assembled coaxial socket and pin connectors with (a) an indication of the
recession values pgl and pg2, (b) pgl pin gap discontinuity for a transmission line standard where the center
conductor is not fixed and protrudes the socket connector. (c) and (d) show the use of offset discs to either align
the transmission line center conductor at the correct reference plane position or to create a known pg2 pin gap
discontinuity.

dielectric offset discs on recessed test ports after the calibration measurements alters
the system error terms and leads to measurement errors. The present approach for
assessment of these errors relies on a two-port S-parameter measurement of the dielectric
disc. However, this is highly sensitive to cable flexing errors, which can significantly
impact the method’s accuracy [83]. Instead, the following method is proposed for the
evaluation of measurements uncertainty introduced by used using Kapton offset discs,
employed in the mounting of metrology-grade transmission lines.

4.3.1. PROPOSED MEASUREMENT PROCEDURE
A method is proposed to evaluate the measurement errors caused by offset discs u; ..
The technique is based on a comparison between two reflection coefficients. First, the

reflection coefficient is measured I',)’“* (disc) of a connector with a known pin gap and
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Kapton as a dielectric material. Then, the reflection coefficient of a connector with a
similar pin gap, but with air as dielectric 'y del (air) is calculated using the connector pin
gap model proposed in chapter 3.4.1. The uncertainty due to Kapton dielectric disc is
then estimated as follows:

Ugise =I Ty ® (disc) =T (air) | @.1)

The measurement of I' " (disc) is based on two calibrated one-port reflection coefficient
(') measurements of a transmission line with a loose center conductor. The first con-
nector of the transmission line is connected to the measurement system, and the second
connector is terminated with a matched 50 Q one-port device, as shown in Fig. 4.1(a).
The difference in length of the transmission line outer and center conductors sets the pin
gap at the second connector of the transmission line, as detailed in section 5.5. Kapton
discs with different thicknesses are subsequently positioned between the measurement
system and the first connector of the transmission line. Here, the first I'(m1) measurement
is done using an offset disc with a thickness identical to the recession of the test-port
connector’s center conductor, resulting in a configuration as shown in Fig. 4.2(c) with
zero recession on the transmission line connector. The second I'(m2) measurement is
performed with an offset disc of larger thickness, resulting in the configuration shown
in Fig. 4.2(d) where the larger offset disc protrudes into the transmission line, causing a
known pin gap discontinuity pg2 in connector 1 of the transmission line.

Additional TDSE signal processing [1] is required to extract the desired reflection
component from I'(m1) and I'(m2) measurements, namely, the reflection component
caused by pg in connector 1 as shown in equation 4.2. Here, the TDSE analysis of the first
reflection component I'tpg; of transmission line measurement is proposed, as shown
in Fig. 4.1(b). Here, the frequency-domain measurement data I'(m) undergoes I[FFT and
enables time-domain signal analysis to extract the desired reflection component. The
reflection component of interest is caused by the pin gap pg discontinuity in connector 1
of the transmission line. This component I'rpg; (m) is identified as the first reflection
component in the time-domain transform of I'(m). A gating function is used to extract
the desired reflection component and subsequently transformed back to the frequency
domain I'rpg; (m) using FFT, as shown in Fig. 4.1(c). Using the time-domain gated
components I'rpry (m1) and I'7pri (m2) from both I'(m1) and I'(m2) measurements, the
reflection coefficient I' ¢ of the pin gap discontinuity pg2 is determined via:

er;as(diSC) =|Trpr1(m2) =T'rpr1(ml) | 4.2)

Chapter 4.7.1 describes the experimental results of the proposed uncertainty evaluation
technique.

4.4, STEP 2: TRANSMISSION LINE PARAMETERS

The characteristic impedance of a transmission line is derived from its S-parameters.
However, the S-parameter measurement of a transmission line is prone to unwanted
reflections caused by connector imperfections. Present VINA uncertainty evaluation
techniques based on transmission lines [1], [24], [86], [87] assume ideal connectors, which
results in an incorrect uncertainty assessment. This chapter presents a transmission line
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measurement model accounting for the imperfect connectors when recombined with the
TDSE algorithm for VINA uncertainty analysis.

4.4.1. TRANSMISSION LINE MEASUREMENT MODEL

The transmission line model comprises three sections, as shown in Fig. 4.3. The con-
nectors of the transmission line are represented by their reflection coefficients ¢ and ¢,
respectively. The center part of the model describes the line section, with § denoting
the reflection caused by the line imperfections and y denoting the complex propagation
constant of the line. All three segments of the transmission line are described by two-
port S-parameter networks, each comprising the high-frequency characteristics of the
corresponding section.

connector 1 line section connector 2
1 Y 1
g Y A g oy A9 gv AC
1 Y 1

Figure 4.3: Measurement model for a transmission line standard.

The Transmission parameter (T-parameter) matrix for each segment of the model is
described by the following:

1-¢&2 1-¢2
[Clr = _§ g;], (Colr = —C( i] (4.3)
Y2762 6
(LT = 76 1] (4.4)
- Y

Here, [C1] 1 and [C2] 1 represent the T-parameter matrices of connector-1 and connector-
2, respectively, while the T-parameter matrix of the line section is denoted with [L] 7. Using
equation 4.3 and equation 4.4, the T-parameters of the entire transmission line are deter-
mined with:

I o
b1 I»

The corresponding S-parameter matrix of the entire transmission line [l/ine]s be-
comes:

[Cil7[LlT[Colr = (4.5)

Ly hibo-bilp

la2 liz

L it ]

loo lop
This representation is helpful for the calculation of S-parameter uncertainties via

linear propagation of uncertainty contributions of transmission line parameters. This

approach is further detailed in chapter 5.

S11 Si2
So1 S»

linels = 4.6)
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4.4.2. TRANSMISSION LINE PARAMETERIZATION WITH S-PARAMETERS

We propose an algorithm to derive the model parameters using traceable S-parameter
measurement data of the transmission line. This approach is an alternative to the more
comprehensive transmission line characterization method outlined in chapter 5. The
transmission line model, as shown in Fig. 4.3 is designed in Keysight Advanced Design
System (ADS) software to support the estimation of the required connector ¢ and { param-
eters. The measured transmission parameters Sz (meas) and S12(meas) are directly mapped

air line measurement data
SZl(meas)

A

Sll(meas) Y r SZZ(meas)

<

S 12(meas)

optimisation
parameters

> @ @ - @

air line measurement model

Y= SJI(meas) 1
gw ué 6;0\7 A 6:0 gv \C
Sll(mudel) S22(model)
1 Y= Slz(meas) 1
connector 1 line section connector 2

Figure 4.4: Visual representation of the transmission line measurement model parameterization algorithm
using S-parameter measurement data of the transmission line standard.

on the line section of the measurement model, as shown in Fig. 4.4. The algorithm
compares the measured reflection coefficients S11(meas) and S22(meas) 0f the transmission
line with corresponding reflection coefficients Sy1(moder) and S22(moder) derived from the
measurement model and calculates the differences:

ASll =| Sll(meas) - Sll(model) | 4.7)

As22 =1 S22(meas) — S220nodel) | (4.8)

The goal of the algorithm is to minimize the difference between the measurement and
model reflection coefficients values Ag;; and Ag» by optimizing the complex ¢ and
{ parameters as visually presented in Fig. 4.4. The actual calculation of connector S-
parameters ¢ and ( is based on a first-order linear approximation in frequency and is
determined via

E(fn) = (e +iye)- fu (4.9)
C(fn) = (e +iy) - fu (4.10)

Where f, denotes the measurement frequency, and the constants x and y represent
real and imaginary parts of the complex scaling constant. The algorithm assumes the
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line section has zero reflection, which is a reasonable assumption since the reflections
caused by imperfections in the connectors are several times larger for metrology-grade
transmission lines, as is shown in chapter 5. The uncertainty contributions corresponding
with the S-parameter measurement data are used to calculate the transmission line
parameter uncertainties as follows:

ug = u(S11) +Asn (4.11)

ug = u(Sz2) +Asz2 4.12)

Here, u; and u; denote the uncertainty of { and ¢, and the algorithm optimization residual
errors A account for uncertainty contributions resulting from the line-section simplifica-
tion.

4.5. STEP 3: RE-CALIBRATION OF THE VNA

Once the model parameters are known, the transmission line is used to re-calibrate the
VNA and determine the systematic correction terms for the three VINA error terms. In
Fig. 4.5, a calibrated one-port VNA flow graph is shown, with calibration error terms
denoted with cal;. The re-calibration is based on the three error-terms model used for
the well-known SOL calibration [93]. This results in a set of complex error terms denoted
as caly, with €gy, €11, and €19€p; representing second-tier directivity, source-match, and
reflection-tracking terms, respectively. This second set of error terms is subsequently
used to determine the complex correction values associated with the cal; error terms.

SOL calibration SOL Re-calibration

error-terms error-terms . .
caly> [E1] r L cal, > [E;] r L connector 1 line section connector 2
a 1 1 1 ¥ 1
€00 €11 €0 €n ‘i E.: 0 0 g g rlerm
' '
b €10€1 : €10€n : 1 Y 1
H H
' '
—— 000 ok A
Trpri &
Irpra ; )
Irprs <-4 y

Figure 4.5: Measurement flow-graph for re-calibration of a calibrated VNA using the measurement model of
the transmission line standard given in Fig. 4.3. Three dominant reflections I'rpg1 2 3 using time-domain
reflectometry (TDR) are identified in the reflection coefficient measurement of an transmission line with a
one-port termination I'ter .
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Figure 4.6: (a) Reflection coefficient magnitude measurement results of 150 mm long metrology-grade trans-
mission line with a matched load mounted on the second connector. (b) The time-domain transformed data
from (a) exhibits the various reflection components. Here, the first reflection peak describes I'tpg1, and the
second reflection peak describes I'tpr2. The third reflection peak is not visible as the second port of the
transmission line is terminated with a matched load. The gate used to extract I'tpg; is shown with blue trace.
(c) The frequency domain transformed results for gated I'rpr; as shown in (b) is depicted with purple trace.
The connector pin gap reflection coefficient estimated using the connector model described in chapter 3.4.1 is
depicted with a black trace.

Unlike the SOL calibration technique, the proposed re-calibration method requires
a one-port reflection coefficient measurement of a parameterized transmission line
terminated with a characterized I';,,, device, as shown in Fig. 4.6(a). Here, the reflection
coefficient magnitude measurement results are shown for a 3.5 mm coaxial 150 mm
long metrology grade transmission line with a matched load termination mounted on
the second connector. The measurement extended from 25 MHz up to 33 GHz with
25 MHz steps. A time-domain signal extraction algorithm is then used to analyze the
reflection coefficient measurement data of the transmission line, as proposed in [1]. The
algorithm allows extraction and evaluation of three reflection components from a single
reflection coefficient measurement, denoted with I'tpg; 2,3 in Fig. 4.5. The time-domain
transformed results for Fig. 4.6(a) are depicted in Fig. 4.6(b). Here, the first reflection peak
describes I'rpp1, and the second reflection peak describes I'rpre. The third reflection
peakis not visible as the second port of the transmission line is terminated with a matched
load.

To calibrate the VINA error terms €y, €11, and €19€p; using the time-domain extracted
I'rpr1,2,3 components, their corresponding reference values F/1,2,3 are needed. The first
reflection F’TD g1 in the transmission line measurement is at the first connector of the
transmission line, as shown in Fig. 4.6(c) with purple trace, and thus can be approximated
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using the model of the previous subsection as:
Trpr1 =€ (4.13)

The connector model presented in chapter 3.4.1 allows evaluation of the connector
S-parameters, which could be used as reference data for the SOL calibration, as shown in
Fig. 4.6(c) with black trace.

In a similar manner, the second reflection I'’.

is caused by reflection at the second

TDR2
transmission line connector back into the transmission line and can be described with:
r
2
Crpre =Y (C+_1—rc) (4.14)
While the third reflection I'}. , . is characterized by:
’ 2 er 2
FTDRszf(Y (+—1—F() (4.15)

The cal, error terms can now be calculated via:

-1
Ego 1 ThpmTroR1 —F:TDRI I'rpr1
Ei1[ =10 0 _FTDRZ T'rtpore (4.16)
A 0 TprsTTDR3  —Thpps T'rprs3
with
A = EgoE11 — EroEon 4.17)

Since I'tpr3 concerns multiple reflections, the corresponding signal in the TDSE analysis
is relatively weak, as shown in Fig. 4.6(b). Suppose this becomes a limiting factor in
the accuracy. In that case, it can be easily improved by performing a second reflection
measurement of a characterized high-reflect I' termination itself (configuration of Fig. 4.5
without transmission line). This measurement does not require time-domain analysis
and can be directly used as I'rpg3 for use in equation 4.16. Here, the zero in the third row
of the matrix is to be replaced with 1.

4.6. STEP 4: ASSESSMENT OF CALIBRATION UNCERTAINTIES
Accurate uncertainty analysis of a VNA relies on properly mounting the transmission line
on the recessed test port and exact knowledge of the transmission line parameters used
in the calibration. The VNA error-term uncertainties are determined in two steps: first,
the calculation of the correction terms, and second, the calculation of the error-term
uncertainties.

4.6.1. CALCULATION OF SYSTEMATIC CORRECTION TERMS

The complex correction terms of a one-port VNA can be calculated using the second
set of error terms [E2]r resulting from re-calibration of the VINA as described in the
previous subsection. Fig. 4.7 shows a signal flow graph of a one-port VNA. The uncertainty
contribution for the three error terms is denoted with 1, and the systematic correction
terms are denoted with g.
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Figure 4.7: Signal flow-graph of the one-port measurement model used to evaluate VNA error-term uncertainty
contributions.

The VNA error terms of the initial calibration [E1]r and re-calibration [E2] are de-
fined with the two-port T-parameter matrix. The final correction terms [C] 7 are calculated
with:

t 5
[Clr = [Br[Elr=| " 12] (4.18)
Iy I
with:
_[AE1  eqo [ AE2 €00
[Er1lT = ey 1| (Ex]T = ey 1 (4.19)
and
Agp1 = ejoeo1 —eooe11, Ag2 = €10€01 — £00€11 (4.20)

To calculate the systematic correction values g of additive form as shown in Fig. 4.7,
the following approach is proposed:

o Co1 2 hutp—tatn
Cls={. .~ |=|% B (4.21)
10 €1 s T
With
qoo = Coo — €00, q11 =C11—€11, {10401 = C10C01 — €10€01 (4.22)

Here, [C]s is the S-parameter matrix of [C] 7. Using equation 4.22, the following three
closed-form expressions can be derived for the calculation of the relevant systematic
correction terms:

_ eoo+€00AE1

0= "7 — € (4.23)
™ 1 —é€goen
e tenlAg
qu=—-—"-en (4.24)
1 —¢€goen

(Ap1Agz —€11€00) (1 —€goer1) (€11 + e11Ap2) (Ag1£00 — €0o)
(1-egoe1n)? (1-egoern)?

qi0q01 = (4.25)



82 4. AN IMPROVED RIPPLE METHOD FOR UNCERTAINTY EVALUATION OF VNAS

4.6.2. CALCULATION OF UNCERTAINTY TERMS

With the one-port error terms [E1]s from the initial calibration with corresponding cor-
rection terms g known, the measurement model is extended for assessment of the
uncertainty u terms, see Fig. 4.8. Using Monte Carlo simulations, the uncertainty con-
tribution of transmission line parameters, offset disc and termination are propagated
through the measurement model of Fig. 4.8 to the uncertainty contributions of the VNA
error terms.

final . .
r"“L error-terms r connector 1 line section connector 2

a . 1 1 1 S21(meas) = Uai 1

i
ook Ugo et Uy Ugise Uaise Sxug Sxug 0 0 CEug Cxug Cierm £ Ugerm

H

b CroCorE Ugg 1 1 St2(meas) U2 1
'

step-1 step-2
offset disc air line & termination

uncertainty parameters uncertainty

Figure 4.8: Overview of the measurement flow graph used for Monte Carlo uncertainty evaluation of final VNA
error terms. Uncertainty contributions of the dielectric offset disc-based mounting method are depicted with
Uqisc- Furthermore, uncertainty contributions of transmission line parameters and termination are depicted
with corresponding parameters.

4.7. MEASUREMENT EXPERIMENT

This subsection reports the measurement results of a practical implementation of the
above-outlined method.

4.7.1. STEP 1: UNCERTAINTY ANALYSIS OF OFFSET DISCS USED FOR TRANS-

MISSION LINE MOUNTING

The errors introduced by using dielectric offset discs are quantified as follows. The offset
discs align the transmission line center conductor with the measurement reference plane.
A VNA is used for reflection coefficient measurements from 50 MHz up to 33 GHz with
50 MHz steps. A precision adapter with a 3.5 mm slot-less socket connector is used as
the test port of the measurement system. The test-port center conductor is recessed
with 25 pm. Before the measurements, the VINA is calibrated using a 3.5-mm precision
calibration kit with the SOL method. The calibration kit reference data is specified by
traceable calibration at METAS. A 150-mm long precision transmission line with a 3.5
mm pin and socket connector is used for the measurement experiment. The second
transmission line port with socket connector is terminated with a matched 50 Q2 load.

Fig. 4.9 shows Kapton offset discs suitable for metrology-grade coaxial connectors
used at VSL. A set of four 3.5 mm offset discs with 25.4 um, 50.8 um, 76.2 um, and 127
pum thickness are used in the I'(;;,1 2,3,4) measurements, where the last three discs create
pin gap discontinuities of 25.4 pm, 50.8 um, and 101.6 pm respectively, compared to the
first 25.4-pum thick offset disc that results in zero pin gap. The thickness of the disc is set
by the standardized thickness of the Kapton sheets that are commercially available and
are used for manufacturing the Kapton discs. The frequency-domain measurement data
I'(1n1,2,3,4) undergoes TDSE processing for extracting the desired reflection components
I'rpri(ml,2,3,4). First, the 25.4 um offset disc is used for the I'rpg; (m1) measurement.
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1.520 mm 1.042 mm

Figure 4.9: Three 25 um thick offset discs were used for N-type, 3.5 mm, and 2.4 mm precision connectors at
VSL, respectively. The discs are manufactured from a Kapton HN100 sheet using laser cutting.

The remaining three discs (50.8 um, 76.2 um, and 127 um) are used for measurement
of I'7pr(m2) up to I'rpr(m4), and using equation 4.2, the corresponding I‘;";“s (disc) is
calculated, see Fig. 4.10(a).

A comparison of the reflection coefficient parameter from the Kapton dielectric pin
gap measurement and an air-dielectric pin gap model-based estimation provides an
assessment of the influence of the Kapton dielectric material, see Fig. 4.10(b). The
I‘;”é’del(air) results are obtained via the connector pin gap model presented in chap-
ter 3.4.1, where the pin gap value is calculated with the difference in thickness for the
used Kapton offset discs with 4.2, and all other parameters are of nominal values, as listed
in Table 4.1.
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Figure 4.10: (a) Measured (symbols) and modeled (lines) reflection coefficients of three connector pin gap
discontinuities for a 3.5-mm pin-type connector as a function of frequency. (b) Difference between measurement
and model-based pin gap reflection coefficient values (symbols) and corresponding estimated uncertainty
(dotted lines).

Fig. 4.10 shows the measurement and model-based reflection coefficient results for
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the three pin gap discontinuities. Differences between the measurement and model
results are shown in Fig. 4.10(b). The worst-case difference is notable for the 101.6 um
pin gap, but it is still smaller than 7-10~# over almost the entire frequency range. The
influence introduced by the 25 pm thick offset disc is significantly smaller.

4.7.2. STEP 2: DATA-BASED PARAMETERIZATION OF TRANSMISSION LINE

MEASUREMENT MODEL

Three metrology-grade precision transmission lines are parameterized using correspond-
ing 2-port S-parameter data from traceable SOLT calibrations for validating the data-
based parameterization method described in chapter 4.4.2. The three 3.5-mm transmis-
sion lines selected for this experiment have a nominal length of 15 mm, 60 mm, and
150 mm, respectively (denoted with A, B, and C). The transmission lines are measured
from 50 MHz to 33 GHz with the 3.5 mm S-parameter measurement system at VSL. In
these measurements, offset discs ensure a correct reference plane position and avoid pin
gap errors. Fig. 4.11(a) shows strong agreement of the measured reflection coefficient
[S11| values for transmission line C with the values determined via the parameterized
equivalent model. Fig. 4.11(b) gives the difference in measured and simulated |S11| and
|S22| for all three transmission lines. The smallest differences, below 0.001 for almost
the entire frequency range, are noticeable for the shortest transmission line A. For the
longer-length transmission lines B and C, the maximum differences increase slightly to
0.003 (excluding two larger values near the highest frequency). The parameterization
results for transmission line C connector ¢ and ¢ complex reflection coefficients are shown
in Fig. 4.11(c) and are in mathematical form:

Ep=015-107"+9.1-1079) - f (4.26)

(r=3.0-107°+18-107"%)-f (4.27)

with frequency f in Hz.
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Figure 4.11: (a) |S11| results of a 15-cm long transmission line standard. Measurement data (circles) and
corresponding uncertainty bars are given with simulated data (solid line) determined with the parameterized
transmission line model. (b) Difference between measurement and simulation results of |S11]| (gray dots)
and |S22| (black dots) for three transmission lines with different lengths (15 mm, 60 mm, and 150 mm). (c)
Parameterization results with uncertainties for the 15-cm transmission line connector ¢ and { complex reflection
coefficients.
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4,7.3. STEP 3: TDSE CALIBRATION ALGORITHM ERRORS

For evaluating the errors of the TDSE algorithm [1] in our application, a time-domain
gating of three known reflection components I'tpri 2,3 is used from the input reflection
coefficient measurement I of a transmission line terminated with a known termination I
The errors induced in I'rppy 2,3 by the TDSE algorithm are investigated by using simulated
I'si;,m data with known transmission line parameters. Based on I's;;,, then I'rpr1 2 3rEF
reference values are determined using equations 4.13 till 4.15, and these are compared to
the I'tpr1,2,3 values extracted by TDSE from the I';,,, data, resulting in an error estimate
in each gated reflection component.

The proposed transmission line model generates reference S-parameter data with
known values for the transmission line parameters, including termination standards. The
reference data is generated using MathWorks Matlab software for 50 MHz up to 33 GHz
frequency range with 50 MHz steps. Fig. 4.12 shows the results for the input reflection
coefficient of transmission line C (15-cm transmission line), where the upper plot depicts
results with high-reflect short termination and the lower plot depicts results for 50 Q2 loads
as termination. The same measurement system was used as described for the experiment
detailed in chapter 4.7.1.

measurement simulation ‘
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Figure 4.12: Measured (blue) and simulated (red) input reflection coefficients |S11| for a 15-cm long transmission
line terminated with known short (upper plots) and 50 Q (lower plots) terminations.

The TDSE algorithm settings are kept constant throughout the measurements out-
lined in this study. Extended information on the algorithm parameter settings is available
in [1]. We estimate the TDSE errors with the nominal settings proposed in [1] for trans-
mission line C using simulated reference data shown in Fig. 4.12. The corresponding
time domain response for the S11 measurements of a transmission line is acquired using
the IFFT function, as shown in Fig. 4.13(a). Here, the reflection components I'rpgi,2,3
are illustrated as a function of transmission line length and are located at 0, 1, and 2,
respectively. As proposed in [1], the frequency component of interest is down-converted
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by zero-mixing and subsequently extracted by applying a Low Pass Filter (LPF) as illus-
trated in Fig. 4.13(b). The desired reflection components I'tpr;1 2,3 are separated by the
transmission line length, and the LPF width is set at 40 % of the transmission line length.
Finally, the gated reflection component is transformed back to the frequency domain
using the FFT function as illustrated in Fig. 4.13(c) for F];ggl with the green trace and the

corresponding reference value I‘];rDe}Zl rEr 18 depicted with a black trace.
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Figure 4.13: (a) Time domain transform of S11 measurements of a transmission line terminated with a short and
matched load, as shown in Fig. 4.12. (b) The red trace depicts the time domain response of S11 measurement

results of a transmission line terminated with a matched load, while the blue trace shows the gated results for
FtTigl}gl. The gate is displayed with dashed black lines. (c) The frequency domain transform I‘];rDegl of the gated

I‘tTigl}gl component is illustrated with green trace. and the black line depicts the corresponding reference value
T

freq
TDR1,REF"’

Hence, the error for each of the three I' tpr; 2,3 reflection coefficients is determined
via:

AT'tprn =IT1DRr — T TDRA,REF | (4.28)

withn=1,2, 3.

The TDSE algorithm errors for I'rpp; 2,3 are shown in Fig. 4.14. Here, the dashed lines
represent the estimated uncertainty contribution for I'rpri 2,3 extracted by the TDSE
algorithm.
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Figure 4.14: (a)-(c) Error values for real components (gray symbols) and imaginary components (black symbols)
of AT TpRi,2,3 terms for transmission line C. The upper plot depicts errors (circles) determined with a high-
reflect short device termination, and the lower plot shows errors (squares) assessed for a 50 Q load termination.
The TDSE uncertainty values for I'rpg1,2,3 are based on these results and indicated with dashed lines.
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4.7.4. STEP 4: UNCERTAINTY EVALUATION OF A CALIBRATED VNA

For validation, the uncertainty values based on the proposed method are compared with
uncertainty resulting from a traceable SOL calibration. Fig. 4.15 gives a schematic outline
of this comparison process.

1-port SOL calibration
(acquisition of uncorrected measurement data)

[step 1]
traceable to Sl units
h 4 A 4

manufacturer calculate 1-port calculate 1-port
definitions error-terms error-terms

€ METAS definitions
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Compare VNA error-terms & uncertainties
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Figure 4.15: Diagram for validation of the proposed uncertainty evaluation method.

Calibration A: The SOL calibration of the VNA uses the manufacturer calibration stan-
dard coefficients as specified for the 3.5-mm high-precision HP85050C calibration kit [94]
to determine the set; one-port error terms (step A2-A7 in Fig. 4.15). The corresponding
measurement uncertainty is assessed with the proposed method outlined earlier in this
chapter using a characterized 15-cm long transmission line with 3.5-mm connectors.
The equivalent measurement model is parameterized with the multivariate algorithm
described in chapter 4.4.2, leading to the results shown in Fig. 4.11. Finally, the methods
proposed in chapter 4.6 for calculating systematic correction terms with corresponding
uncertainty contributions lead to a new set of final error terms, seff;yq;, with remaining
corresponding uncertainties.

Calibration B: The second (reference) set of error terms set, is calculated with the
same uncorrected SOL standard measurements (see step 1 in Fig. 4.15). Here, the cali-
bration is performed using data-based SOL models from detailed and highly-accurate
calibration of METAS (see step B2-B3 in Fig. 4.15). This characterization is based on
a traceable calibration [36], including connector effects [28] and ensuring an accurate
definition of the measurement reference plane. The measurement uncertainties of this
calibration are used in VNA Tools II software [95] to determine the uncertainty contribu-
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tions of set, error terms. We also use the SOL uncertainties from the METAS calibration
as input for Monte Carlo simulations to determine the second set of uncertainty contribu-
tions of the set, error terms (step B4 in Fig. 4.15).

Validation criteria: The validation of the proposed uncertainty evaluation method is
based on comparing the calibration A error terms seff;,4; and corresponding uncertainty
values with the calibration error terms set, from calibration B. Fig. 4.16 till Fig. 4.18 show
the results for the calculation of the absolute difference for each error term’s magnitude,
real and imaginary component.
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Figure 4.16: Measurement comparison for the directivity term’s magnitude, real, and imaginary values, re-
spectively. Values derived from the METAS calibration are normalized to zero and depicted with a blue trace.
Measurement uncertainty determined using linear uncertainty propagation technique is determined with
VNA tools-2 software and is depicted with blue bars. Measurement uncertainty calculated with Monte Carlo
simulation is shown with red bars. The directivity term calculated with the proposed method is compared with
that resulting from the METAS calibrated, and the differences are illustrated with black dots, with uncertainty
contribution derived from the proposed approach depicted with black bars.
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Figure 4.17: Measurement comparison for the source match term’s magnitude, real, and imaginary values,
respectively. Values derived from the METAS calibration are normalized to zero and depicted with a blue
trace. Measurement uncertainty determined using linear uncertainty propagation technique is determined
with VNA tools-2 software and is depicted with blue bars. Measurement uncertainty calculated with Monte
Carlo simulation is shown with red bars. The source match term calculated with the proposed method is
compared with that resulting from the METAS calibrated, and the differences are illustrated with black dots,
with uncertainty contribution derived from the proposed approach depicted with black bars.
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Figure 4.18: Measurement comparison for the reflection-tracking term’s magnitude, real, and imaginary values,
respectively. Values derived from the METAS calibration are normalized to zero and depicted with a blue
trace. Measurement uncertainty determined using linear uncertainty propagation technique is determined
with VNA tools-2 software and is depicted with blue bars. Measurement uncertainty calculated with Monte
Carlo simulation is shown with red bars. The reflection-tracking term calculated with the proposed method is
compared with that resulting from the METAS calibrated, and the differences are illustrated with black dots,
with uncertainty contribution derived from the proposed approach depicted with black bars.
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4.8. DISCUSSION

Unlike the simulation-based methods [30]-[32], [82], the proposed measurement-based
technique demonstrates in Fig. 4.10(a) significant S-parameter measurement errors as
aresult of connector pin gap discontinuities. As expected, the magnitude of the errors
increases with both frequency and the size of the pin gap discontinuity, up to 0.025 for
[S11] in 3.5 mm connectors at 33 GHz and a pin gap value of 101.8 um as shown in Fig.
4.10(a). Here, measurement values corresponding to the test-port pin gap equation 4.2
are to be accounted for in VNA uncertainty analysis based on precision transmission line
measurements without controlling the position of the center conductor.

Ensuring a minimum test-port recession and using Kapton offset discs is essential for
achieving good S-parameter measurement uncertainties. The measured reflection coeffi-
cient values of pin gap discontinuities with different Kapton offset discs as dielectric show
excellent agreement with the simulation results of identical pin gaps with air dielectric;
the differences are within 0.0005 (Fig. 4.10(b)). Our results demonstrate it is crucial to use
dedicated offset discs to control the center conductor position during the transmission
line standard mounting if VNA reflection measurement uncertainties better than 0.005
are to be achieved. This is especially true for the frequently used ripple’ technique for
VNA uncertainty analysis. Indeed, the use of Kapton offset discs with the right thickness
to correctly align the center conductor with the outer conductor reference plane reduces
the pin gap errors equation 4.1 in reflection coefficient measurements to less than 0.001.

The multivariate algorithm proposed for parameterizing the equivalent measurement
model of the transmission line standard appears quite effective. Good agreement with
S11 and S22 measurements is achieved when the algorithm is applied to parameterize
the equivalent models for three metrology-grade transmission lines using calibrated 2-
port S-parameter data. Fig. 4.11 shows that the agreement in S11 and S22 measurement
results is better than 0.001 for the shortest, 15-mm long transmission line. The slightly
reduced agreement for longer transmission lines may be caused by degraded mechanical
stability of the center conductor line sections in this larger-length transmission line. The
assumption that reflections caused by mechanical instabilities in the line sections are
negligible is only partially correct. This simplification in the measurement model comes
at the expense of a marginal increase of uncertainty in S11 of 0.002 at 33 GHz.

The measurement errors caused by the used time-domain gating TDSE algorithm [1]
for assessment of the systematic correction terms are shown in Fig. 4.14. The algorithm
induces errors of less than 0.002 in I'vpg) 2,3 reflection coefficients over the entire fre-
quency range up to 33 GHz for 3.5-mm connector interfaces. The quantified error values
are substantially smaller than other uncertainty contributions, such as the transmission
line connector parameter uncertainties.

Finally, the validity of the proposed VINA uncertainty evaluation method is proven
by comparing its results with the reference values achieved using reference data of a
SOL calibration kit traceable to SI units. The result of this comparison, given in Fig. 4.16
till Fig. 4.18, is the key result of this work, showing that the three one-port error terms
of both methods agree well with the uncertainty of the reference method. This proves
that the proposed VNA uncertainty evaluation method significantly improves from the
classic ripple’ method, which typically has higher uncertainties as it does not account for
transmission line imperfections and connector effects.
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The uncertainties achieved via the proposed method are slightly larger than reference
uncertainties calculated with Monte Carlo simulations. The significant difference in
uncertainty values derived with Monte Carlo simulation and METAS VNA Tools II soft-
ware is explained by the latter considering the correlations. Therefore, the Monte Carlo
simulations lead to more considerable uncertainties based on the same set of reference
METAS data; see red bars in Fig. 4.16 untill Fig. 4.18 and based on the excellent agreement
between the error terms (black dots in Fig. 4.16 untill Fig. 4.18), the derived uncertainty for
eoo seems to be based on a rather careful approach, predominantly in defining uncertain-
ties for transmission line parameters, see equation 4.11 and equation 4.12. The proposed
method is particularly suited for use in high-end VNA measurement by test laboratories.
Using a calibrated transmission line and the mathematical analysis tools presented in
this study, they can reach substantially improved VNA measurement uncertainties.

4.9. CONCLUSION

A method has been developed for evaluating uncertainty components of a calibrated
VNA, suitable for high-precision applications. The method deals with three key aspects to
increase the accuracy for present uncertainty evaluation methods: techniques to avoid
measurement reference plane errors, an equivalent measurement model of transmission
line parameterized using 2-port S-parameter measurement data, and a corresponding set
of closed-form expressions to account for transmission line imperfections and calculating
the real and imaginary VINA uncertainty components.

Each of the three critical aspects of the new method has been validated via experi-
ments. The experiments show that a 3.5-mm test-port connector with 25-um recession
causes significant errors of up to 0.005 in a |S1;| transmission line reflection coefficient
measurement. Using Kapton offset disks for correct alignment of the center conductor at
the measurement reference plane, these errors are reduced by a factor of ten to less than
0.0005 for frequencies up to 33 GHz. Secondly, it is shown that the proposed equivalent
measurement model can describe the reflection coefficients of transmission lines up to 33
GHz with errors smaller than 0.002 for transmission lines up to 150 mm in length. Finally,
this transmission line is subsequently used with closed-form expressions to determine
the systematic correction terms and corresponding uncertainty components. The results
agree with the measurement uncertainty of those obtained via a traceable mechanically
characterized SOL set. These excellent results prove that the method presented in this
study allows both national measurement institutes and high-quality industrial laborato-
ries to reach uncertainties in VNA measurements that comply with the most demanding
applications.
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5.1. INTRODUCTION

Coaxial air-dielectric transmission lines are widely used as the basis for traceable S-
parameter measurements [36], [37], [71]-[73]. The measurement accuracy of line-based
calibration methods is fundamentally set by the model of the transmission line and its
ability to account for transmission line imperfections, i.e., the non-uniform diameter of
the outer and inner conductors, the losses, the imperfect connectors, and the applied
mounting techniques [85], [90], [96]. Taking the uncertainties caused by these error
sources correctly into account is of absolute importance for achieving metrology-grade
S-parameter measurements.

Identifying and correcting for imperfections of coaxial connectors formed a significant
milestone in coaxial S-parameter metrology and led to higher accuracy measurements.
Several researchers identified connector pin-gap errors and investigated the impact of
these errors on S-parameter measurements [28], [31], [90]. Advanced mounting methods
to control the center conductor position are needed to avoid connector errors with coaxial
air-dielectric transmission lines [90].

Over the decades, several works have developed accurate models for estimating
transmission line S-parameters, linking the high-frequency electrical properties to the
mechanical and material parameters of the transmission line [38], [97], [98]. In [97], a dis-
tributed circuit component for transmission lines with nominal dimensions was reported.
However, the method does not directly account for non-ideal transmission line properties,
so electrical measurements-based techniques were suggested to estimate the measure-
ment residuals caused by conductor losses and non-ideal connections. This approach
is insufficient for reaching present state-of-the-art S-parameter measurement accuracy,
i.e., reflection coefficient uncertainties smaller than 0.004 up to 33 GHz in 3.5 mm coaxial
connectors. In [98], a model for coaxial transmission lines using a generalized form of
the telegraph equation was proposed. An equivalent circuit model accounting for inner
conductor eccentricity, diameter variations, and propagation losses was proposed by
[38]. The latter also included a sensitivity analysis of the transmission line propagation
constant and characteristic impedance for various uncertainty sources.

Whereas most models for evaluating S-parameters of coaxial air-dielectric transmis-
sion lines account for the non-uniform diameter of the outer conductor, inner conductor,
and the losses, they have not provided the techniques to account for the connector re-
flection and mounting effects. This poses a significant limitation in implementing the
aforementioned models and can result in substantial systematic measurement errors.
Furthermore, none of the existing models provides a detailed uncertainty framework for
propagating uncertainties from the identified error sources toward the transmission line
S-parameters.

This chapter aims to fill this gap by developing models of the 3.5 mm coaxial connec-
tors and the transmission line segment, thereby covering all relevant influence factors
for transmission line S-parameters. The model only requires the user to provide spe-
cific transmission line parameters for calculating the corresponding S-parameters and
uncertainties up to 33 GHz, the maximum operational frequency for a 3.5 mm coaxial
line. The model is based on closed-form solutions for propagating uncertainties of all
relevant parameters of a coaxial transmission line to the corresponding S-parameters
uncertainty and thus is able to identify the dominant uncertainty contributors. The pro-
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posed linear covariance-based uncertainty propagation method is also fully compatible
with the widely-used software VNA Tools II [60] developed by METAS, the Swiss National
Metrology Institute.

The chapter is organized as follows: section 5.2 outlines the traceability path for
coaxial air-dielectric transmission lines at VSL. Then, section 5.3 describes the proposed
model for the line section of coaxial transmission lines, allowing the computation of
the S-parameters and uncertainties of the line section. Section 5.4 details the model
for the coaxial connectors for calculating the S-parameter uncertainty resulting from
the connector pin-gap in precision coaxial connectors of pin and socket type. Finally,
in section 5.5, three 3.5 mm transmission lines are used for an extensive measurement
comparison of up to 33 GHz of the S-parameters, and uncertainties are determined
using the proposed approach and those from a traceable calibration. This comparison
provides a detailed validation of the new coaxial transmission line reflection coefficient
S-parameters approach with uncertainties up to 33 GHz.

5.2. PATH TO TRACEABILITY

Fig. 5.1 shows how traceable characterization of 3.5 mm coaxial air-dielectric transmission
lines is realized with the proposed models of the line segment and the coaxial connec-
tors. Here, the techniques for characterizing the necessary transmission line parameters
are summarized, as shown at the bottom of Fig. 5.1, and are explained in detail in the
latter part of this chapter. Table 5.1 describes the transmission line parameters required
for the traceable evaluation of the S-parameters [72], [85]. The first set of parameters,
depicted in bold, are necessary for evaluating transmission line S-parameters using the
proposed closed-form solutions. The remaining parameters and corresponding values
are additionally used in developing the transmission line model described in section 5.3
and section 5.4. The proposed model applies to transmission lines with comparable
properties.
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Figure 5.1: Traceability chart of 3.5 mm coaxial air dielectric transmission lines at VSL based on their mechanical
and material properties.
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Table 5.1: Overview of the parameters needed for calculating the S-parameters of 3.5 mm coaxial air dielectric
transmission lines. The first 14 parameters in bold are estimated via traceable measurements and are inputs
for the proposed models. All other parameters are used to develop the proposed models. The line-dependent
parameter values are denoted with LD in the third column.

Parameter \ Description Nominal value
di (mm) center conductor outer diameter 1.52
dy (mm) outer conductor inner diameter 3.50
¢ (uLm) center conductor eccentricity 0
; (mm) center conductor length LD
lo (mm) outer conductor length LD
a line attenuation constant LD
p line phase constant LD
254} line connector 1 pin-gap LD
P8 line connector 2 pin-gap LD
P&p1 test-port 1 connector pin-gap -
PEp2 test-port 2 connector pin-gap -
erpy (Lm) test-port 1 connector eccentricity 0
erpz (Lm) test-port 2 connector eccentricity 0
T Temperature 23°C
H Humidity 50%
P Pressure 1013.25 hPa
go (F/m) dielectric constant in vacuum 8.8542-10712
&y relative dielectric constant for air at 23 1.000649 [72]
°C, 50 % rel. humidity, 1013.25 hPa atmo-
spheric pressure
u (H/m) permeability of free space 47-1077
ur (H/m) relative permeability for air 1
op (S/m) conductivity of Berrilium Copper (BeCu) 1.3-107 [99]
o¢ (S/m) conductivity of hard Gold plating 7.57-10° [100]
m; (mm) pin connector inner chamfer 0.050
m, (mm) pin connector outer chamfer 0.020
fi (mm) socket connector inner chamfer 0.040
fo (mm) socket connector outer chamfer 0.010
h; (mm) Pin connector hole length 2.790
dy (mm) Pin connector hole diameter 0.960
pq (mm) pin diameter 0.927
d; (mm) pin connector inner conductor diameter 1.520
d, (mm) socket connector inner conductor diame- 1.520
ter

The outer- and inner conductor diameters d, and d; are fundamental in calculating
the characteristic impedance of a coaxial transmission line [97], [98]. Both are measured
along the length of the transmission line with an Air Gauge Measurement System (AGMS)
at VSL, amethod also employed by [85]. See chapter 5.3.2 for further details. The eccentric-
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ity e; of the center conductor also affects the characteristic impedance of a transmission
line and is primarily set by the eccentricity of both test-port connectors erp; and erp. A
calibrated microscope combined with an Image-based Eccentricity Measurement (IEM)
algorithm estimates the eccentricity parameter, detailed in section 5.3.2.

Another major parameter affecting the reflection coefficient is the length of the trans-
mission line. The length of the outer conductor [, is measured with a 3D Coordinate
Measuring Machine (3DCMM) at VSL, whilst the inner conductor length /; is measured
with coaxial Mechanical Gauge Block (MGB)’s. Both measurement methods are explained
in section 5.3.2. Subsequently, the transmission line inner conductor recession for both
connectors (pin-gaps) pg1 and pg, can be estimated using the measured /, and /; values.
The mounting method of an air dielectric transmission line deals with controlling the
position of the inner conductor at the reference plane position using dedicated Kapton
offset discs as demonstrated in [73]. Furthermore, the inner conductor recession of both
test-port connectors is also measured with the MGB setup.

Several methods have been developed for characterizing the attenuation and phase
constant, also known as the propagation constant, of transmission lines [99]-[101]. We
estimated the propagation constant by combining results from two independent mea-
surements as in [85]. First, a calibrated VNA measurement provides the broadband
transmission parameter of the line. Subsequently, the Power Ratio Technique (PRT) is
employed to acquire the transmission line loss at selected frequencies. Whereas the
VNA measurement provides broadband data with relatively higher uncertainties, the PRT
method delivers better measurement accuracy but at limited frequency points. Com-
bining both measurement results provides sufficient information on the propagation
constant for this application. Fig. 5.10 shows the measurement results acquired with both
methods for the three coaxial transmission lines used in this chapter.

The metrology-grade transmission lines used at VSL consist of a Beryllium Copper
(BeCu) composition with gold plating, and its corresponding conductivity is listed in
Table 5.1. Other relevant constants for air dielectric transmission lines are the relative
permeability of the air and the permeability of free space. The table also lists the dielectric
constants for air and vacuum, where the temperature in the laboratory is maintained
at 23 °C. These parameters and corresponding values are used in the development of
the transmission line model. The three metrology-grade coaxial 3.5 mm air-dielectric
transmission lines used as validation artifacts are shown in Fig. 5.2. All three transmission
lines undergo traceable characterization of all identified parameters to estimate the
corresponding S-parameters and uncertainties up to 33 GHz.

5.3. THE LINE SECTION

The proposed transmission line model assumes the line section as a cascade of multiple
(N) smaller line segments of 100 um length as depicted in Fig. 5.3. The 100 pm length
value is identical to that of the d,, and d; measurement system’s movement step size. Each
smaller line segment is considered by a unique two-port S-parameter network denoted
with [L]s. Consequently, the two-port S-parameters of the complete transmission line are
determined by cascading the N two-port S-parameter networks. This section describes
the proposed method for calculating line-section S-parameters with corresponding uncer-
tainties. The sensitivity between the line section’s reflection coefficient (Sy) and the d,,
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Figure 5.2: Three metrology-grade 3.5 mm coaxial air-dielectric transmission lines used to validate the proposed
method up to 33 GHz. Here, Line-C and Line-B are 150 mm and 50 mm in length (manufactured by Maury
Microwave), respectively, and Line-A is 16 mm in length (manufactured by Keysight Technologies).!
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Figure 5.3: Transmission line segment as a cascade of multiple (V) smaller line segments of 100 um length each.

d;, and e; parameters is investigated through finite-element EM simulations, an approach
widely used in high-frequency metrology [28]. First, the sensitivity of line sections Sy
for each parameter is investigated with EM simulations of a parameterized structure. For
this, a 3D model of a 3.5 mm coaxial transmission line with 100 pm length is designed in
CST-microwave studio software and forms the basis for the EM simulations. The offsets
for the d,, d;, and e; parameters are sequentially altered from their respective nominal
values in steps of 1 um, ranging between +50 pm and -50 um. Furthermore, air is used as
line dielectric material, and BeCu is used to form the inner and outer conductor of the
line section with Gold plating of 1 um, both with material properties as given in Table 5.1.
Table 5.2 provides a summary of CST simulation parameter settings.
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Table 5.2: A summary of CST simulation settings.

Parameter Value
Frequencyrange | 10 MHz to 33 GHz
Background normal (vacuum)
Boundaries open boundary
Solver frequency domain
Solver order 3rd order

Mesh type hexahedral mesh
Mesh resolution | =~1-10° cells
Accuracy 1-107*

Excitation waveguide ports

@® EMsim. at1lGHz B EMsim. at 17 GHz ¢ EMsim. at33 GHz
Poly. fitat 1 GHz Poly. fitat 17 GHz Poly. fit at 33 GHz
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Figure 5.4: Normalized simulation results (markers) and polynomial fits (lines) for the real (left) and imaginary
(right) values of Sy at three different frequencies as a function of d,, (a, b), d; (c, d), and e; (e, f) offsets from
the nominal values. The characteristic reference impedance of the simulations was set at 50 Q

I The manufacturers and instrumentation mentioned in this chapter do not indicate any preference by the
authors, nor do they indicate that these are the best available for the application discussed.
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Fig. 5.4 shows a subset of the dataset, providing the sensitivity of Sy for d,, d;, and
e; offsets. Subsequently, we calculate the fits for each of the three sensitivity parameters
leading to the closed-form equations Eq. (5.1) to (5.3), depicted with solid lines in Fig 5.4.
The exact values of the polynomial coefficients are provided in Table B.2.

1 3 1
(doy )= dl Y kuuf“+j)
v= =

3
ayy luof" (5.1)
0 w=0 v=0 w=0

1 3 1 3
Adi, )= dl Y ko f+jY dl Y Luuf? (5.2)
v=0 w=0 v=0 w=0
2 3 2 3
On =) e’y kuufU+jY e’y Luuf” (5.3)
v=0 w=0 v=0 w=0

The fitting errors for Eq. (5.1) to (5.3) are computed and compared with the uncertainty
contribution caused by the corresponding parameter offset as detailed in Section 5.5.
These are considered to be negligible as the fitting errors are around two orders of magni-
tude smaller than the uncertainties due to the d,, d;, and e; offsets.

Using Eq. (5.1) to (5.3), the reflection coefficient of the transmission line section can
be computed as follows:

Sxx(dwdi» eirf) :((dorf) +A(di;f) +®(eiyf) (54)

The proposed model is validated by comparing EM simulation and Eq. 5.4 values acquired
for various d,, d;, and e; offset configurations. The differences collected from the com-
parison are shown in Fig. 5.5 and are found negligible compared to the S;; uncertainty
evaluated in Section 5.5.
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Figure 5.5: The differences between the proposed model of Eq. 5.4 and EM simulation values acquired for
various dy, d;, and e; offset configurations.

The inner conductor offset d; has the most dominant effect on the line reflection
coefficient, about twice as much as the impact of the outer conductor offset d,,, as evident
from Fig 5.4. The sensitivity towards inner conductor eccentricity is hardly noticeable
and almost negligible for offsets up to 50 um, a finding confirmed in [38]. Precision test-
port adapters and coaxial transmission lines have inner conductor eccentricity offsets
substantially smaller than 50 um; hence, this uncertainty source can be considered
negligible for metrology-grade transmission lines [38].

The propagation constant is directly related to the line section’s transmission coeffi-
cient (S,;). For this reason, the propagation constant is experimentally quantified [72],
as described in section 5.3.2. For a complete line section subdivided into N equivalent
length smaller lines, the transmission parameter Sy, of each subsection can be estimated
as follows:

Sey= V181 |- e/ “50/N (5.5)
This approach is beneficial as it accounts for frequency dependence in the attenuation
and phase constants. As the subsection of the line is much shorter than the total line
length, the two-port S-parameter network of the subsection is considered (Syx = S11 = S22
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and Sxy = 812 = 821)2

[L]s = (5.6)

Sxx Sxy]
Sxy Sxx

With the above, all parameters affecting the characteristic impedance of a coaxial trans-
mission line shown in Table 5.1 are interlinked to the corresponding S-parameters. Equa-
tions (5.1) to (5.6) provide the basis for the S-parameter uncertainty calculation method
outlined in the next section.

5.3.1. UNCERTAINTY ANALYSIS

The proposed method for uncertainty evaluation of the transmission line’s S-parameters
uses covariance-based uncertainty propagation [25], [39]. The Jacobian matrices nec-
essary for the uncertainty propagation are determined using the closed-form solutions
presented in the previous section. The following steps detail the uncertainty calculation
process.

First, the uncertainty assessment corresponding to Sy of a small line segment shown
in Fig. 5.3 is done. As shown in Eq. (5.4), Sy is determined using d,, d;, e;, and frequency
parameters. Hence, the uncertainties of d,, d;, e;, and f are grouped in the covariance
matrix Zy;:

2
odo

2= i, (6.7)

The partial derivatives necessary for the propagation of uncertainties from X;; to Sy, are
grouped in the Jacobian matrix J; and is calculated based on Eq. 5.4 as follows:

[OR(Sxx)  OR(Sxx) OR(Sxx)  IR(Sxx) ]

a(d,) a(d;) d(e;) a(f)
03 (Sxx) 03(Sxx)  03(Sxx)  99(Six)
9(dy) a(d;) a(e;) a(f)
OR(Sxy) OR(Sxy) OR(Sxy) OR(Sxy)

Ju=|7%w,) ~o@y e ) (5.8)

03(Sxx)  0S(Sxx)  OS(Sxx)  9S(Sxx)
L d(do) o(d;) d(e;) a(f)

The outputs are organized in the following order: (Sxx, Sxy, Sxy, Sxx). Finally, the covari-
ance matrix X, corresponding to the line segment can be determined with:

ZL=]L'ZLi']LT (5.9)

The propagation constant is measured for the complete line section. Hence, the cor-
responding uncertainty is included in the calculation after cascading all smaller line
segments.

The next objective is to propagate uncertainties of N smaller line segments X ,-n
to the 2-port network of a complete transmission line. This is realized by sequentially
propagating uncertainties of two adjacent networks. The cascade C of two adjacent line
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segments A and B is demonstrated. First, the covariance X 45 of networks A and B is
structured as shown below:

2rA

ZAB = (5.10)

ZLB

Using 2 4, the covariance X¢ of the C network is determined using the Jacobian J4p:

OR(S110)  MR(S11c) OR(S110)
OR(S114)  0S(S114) 77 0S(S228)
03(S11¢)  9S(S11c) 03(S110)
OR(S114)  0(S114) 777 0S(S22B)
Jap = . . (5.11)
0S3(S22c)  93(S22¢) 03(S22¢)
OR(S114)  0S(S11a)  °7° 0S(S22B)

Whereas the inputs are organised in the following order:

(S114, S214, S124, S224, S11B, S21B, S12B, S228) and the output variables are structured as
follows: (S11c, S21¢, S12¢, S22¢). With Z 4 and J4p the covariance Z¢ of the C network is
determined using:

Sc=Jap -Zap Jhp (5.12)

Equations (5.10) - (5.12) can be used to propagate uncertainties of N cascaded two-port
line segments to form a covariance matrix X of the complete transmission line.

5.3.2. MEASUREMENTS OF LINE SECTION PARAMETERS

Measurement of line diameters: The line section d,, and d; diameters are measured with
VSL’s AGMS, a measurement technique previously employed in [85]. Fig. 5.6 shows a
system-level overview of the AGMS system at VSL. The top fixture carrying the line outer
or inner conductor floats on a so-called air buffer. This method allows the line outer
or inner conductor to align accurately with the air gauge probe during the diameter
measurement, minimizing the forces in the radial and circumferential axes. Furthermore,
a 3DCMM system provides the traceable characterization of the pin and ring reference
gauges used to calibrate the AGMS system. As a result, the VSL AGMS system delivers a
combined measurement uncertainty of 4 um with a 95 % confidence interval. Fig. 5.7
shows the d, and d; measurement results acquired along the length of the transmission
lines. The starting position of the measurement, measurement position 0 in Fig. 5.7,
was at the socket connector side of the transmission line. These measurements are
conducted for all three coaxial 3.5 mm air-dielectric transmission lines used in this study.
A drawback of the AGMS is its inability to measure diameters at both ends of the line
sections. Therefore, the line section is mounted with precision adapters at both ends to
allow the diameter measurements up to the closest possible vicinity of the line ends. The
3DCMM system provided additional diameter measurements at both ends of the line to
validate our approach.

Measurement of transmission line length: The length of the line outer conductor is mea-
sured with the 3DCMM system, shown in Fig. 5.8, with a combined measurement un-
certainty of 0.5 pm with a 95 % confidence interval. Once the outer conductor length
is known, a mechanical connector gauge gives the inner conductor length by mounting
both conductors and using a substitute method. The estimated combined uncertainty of
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Figure 5.6: Overview of the AGMS system to measure the line-section d, and d; diameters employing an
air-floating top fixture.

the inner conductor length measurement is less than 2.0 um. Table 5.3 shows the length
measurement results for all three coaxial 3.5 mm transmission lines.

o /
outer cnductor

%
\
-

connector

Figure 5.8: The 3DCMM system at VSL measuring the length of a coaxial 3.5 mm metrology-grade precision
air-dielectric transmission line outer conductor.

Measurement of inner conductor eccentricity: The inner conductor eccentricity of test-
port connectors primarily determines the line inner conductor eccentricity [85]. An [EM
gives eccentricity characteristics for precision coaxial connectors. Here, a calibrated
microscope acquires images of the coaxial connector. Subsequently, an image processing
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Figure 5.7: The outer conductor inner diameter d, and the center conductor outer diameter d; measurement
offsets from nominal values acquired with the VSL. AGMS system for the three coaxial 3.5 mm metrology-grade
precision air-dielectric transmission lines used in this study. The diameter values are acquired along the length
of the transmission line as shown in Fig. 5.3; measurement position 0 mm is at the socket connector side.

algorithm estimates the exact position of the inner and outer conductors, providing the
inner conductor’s eccentricity displacement compared to that of the outer conductor.
The expanded uncertainty of this method with a confidence level of 95 % is estimated to
be 10 um. Fig. 5.9 shows an image of 3.5 mm pin- and socket test-port adapters used for
S-parameter measurements at VSL..
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Table 5.3: The transmission line length measurement results

Parameter | Detail | value (mm)
lia Line-A center conductor length 15.992
loa Line-A outer conductor length 15.999
Lip Line-B center conductor length 59.914
lo,B Line-B outer conductor length 59.917
lic Line-C center conductor length 149.828
loc Line-C outer conductor length 149.824

E:—aﬂ{'; - —:"}/' ‘

Figure 5.9: Top-view images of 3.5 mm coaxial socket (left) and pin (right) type test-port connectors acquired
with the IEM system.

Measurement of propagation constant: Two independent measurement techniques are
used to estimate the transmission line propagation constant. The first method character-
izes the transmission line propagation constant by measurement of 2-port S-parameters.
A VNA calibrated with the TRL method [33] gives a reasonable estimate for the transmis-
sion parameter measurements if the transmission line has a sufficiently low reflection
at both ports (I' < 0.010) [72], [102]. This assumption holds for metrology-grade coaxial
air-dielectric transmission lines. Another advantage of this method is that it allows mea-
surement data to be acquired for the entire supported frequency range of the transmission
line. However, the disadvantage of TRL-based characterization of the line propagation
constant is the significant measurement uncertainty. The combined measurement uncer-
tainty with a confidence interval of 95 % for the insertion loss ranges from 0.04 dB to 0.10
dB. The uncertainty for the phase component is estimated between 0.6 and 1.2 degrees
throughout the operational frequency range.
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Figure 5.10: Measurement results of the propagation constant for the three transmission lines shown in Fig. 5.2
for respectively the attenuation constant (a) and the phase constant (b). The resistivity results (c) for the three
transmission lines are acquired with methods outlined in [72].

The second method employs the PRT to measure transmission line insertion loss, as
demonstrated in [103]. Attenuation is determined from the difference between subse-
quent thru and DUT measurements. Unlike the VINA-based measurement, this method
only measures at selective frequencies but with a combined measurement uncertainty
of 0.01 dB, which is substantially more accurate than the VINA-based results with a com-
bined uncertainty of 0.04 dB. Fig. 5.10 shows the measurement results acquired with
both methods for the three coaxial transmission lines used in this study. The VNA mea-
surement results show a good agreement with the PRT method values, and it seems
the VNA measurement uncertainty might be overestimated. The VNA measurements
used advanced cable movement fixtures to reduce cable movement errors, a dominant
uncertainty contributor in VNA measurements [104], [105].

5.4. COAXIAL CONNECTORS

Next to a description of the main line section, the 3.5 mm coaxial connector model devel-
oped in chapter 3.4.1 is needed for the calculation of the pin gap reflection coefficient and
corresponding uncertainty [30], [31], [81], [82]. The fundamental parameters affecting the
reflection coefficient of the pin and socket connectors were identified in [81] and are de-
picted in Fig. 3.22. The identified parameters are measured using calibrated microscopes,
and the nominal values are summarised in Table 5.1.
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5.5. MEASUREMENT EXPERIMENT & DISCUSSION

To validate our approach, the S-parameters and uncertainties evaluated with the pro-
posed methods are compared with traceable measurement results and uncertainties
determined using METAS VNA Tools II software. First, the S-parameters and correspond-
ing uncertainties of the three precision 3.5 mm coaxial air-dielectric transmission lines
shown in Fig. 5.2 are calculated using the proposed method, detailed in chapter 5.3, with
measurement results of all relevant line parameters as detailed in section 5.3.2. Besides
the combined uncertainty contribution accounting for all parameter uncertainties, we
also estimate the uncertainty contribution of each uncertainty source individually (see
Fig. 5.11 and Fig. 5.12). Here, the uncertainties are estimated for the real and imaginary
values corresponding to the port-1 reflection coefficient S;;. For brevity, we omit the
port-2 (Sy2) uncertainties as they are comparable to the S;; uncertainties.

Subsequently, a Keysight PNA 5225A is used for S-parameter measurements from 3
GHz up to 33 GHz with a 500 MHz step size, with test-port power and IF bandwidth set at
-10 dBm and 7 Hz, respectively. Dedicated test-port cables and adapters are combined
with VSL-designed test-port fixtures to accurately control test-port cable movements
[104]. The port-1 cable was kept fixed during all measurements, while the port-2 cable
was moved to minimize RF cable uncertainties.

Before the measurements, the PNA is calibrated using a 3.5 mm precision calibration
kit using the SOLT method. The calibration kit reference data is acquired through a
traceable calibration by METAS and accounts for connector effects and imperfect test-
port adapters [28], [29]. The electrical characteristics of the transmission line are also
subject to proper mounting practices. Inaccurate alignment of the center and outer
conductor reference planes leads to significant measurement errors [90]. Kapton offset
discs are used to accurately position the inner conductors at the correct reference plane
to avoid pin-gap errors, a method detailed in [73]. For this, the thickness of the Kapton
offset discs are optimized to match the pin gap of the test-port adapters. The METAS
VINA Tools II software computes uncertainties of coaxial S-parameter measurements and
uses the METAS UncLib for the linear covariance-based propagation of uncertainties. All
uncertainties are linearly propagated through the measurement model, taking correlation
into account. The uncertainty analysis accounts for various error sources, including
VNA noise and linearity error, drift effects, cable instability, connector repeatability, and
calibration standard uncertainties.

The Line-A center conductor length is 7 pm smaller than the outer conductor length,
as evident from Table 5.3. The S-parameters of line-A are acquired with a measurement
system fitted with a 20 pm recessed pin-type test-port adapter on port-1 of the VNA,
whereas port-2 is equipped with a socket-type test-port adapter. A Kapton offset disc with
25 um thickness is mounted on a pin-type test-port adapter, leaving a 5 um recession on
the port-1 socket-type connector of line-A. As a result, 2 um recession remains on the
port-2 pin-type connector of line-A. The left column of Fig. 5.13 shows the S-parameter
measurement results of line-A.

The S-parameters of Line-B and Line-C were acquired using a system mounted with
a 13 um recessed socket-type test-port adapter on port-1 of the VNA, whereas port-2
is equipped with a pin-type test-port adapter. Here, a Kapton offset disc with 12.5 pm
thickness is mounted on a pin-type connector of both lines, leaving almost zero recession




5. CLOSED-FORM SOLUTIONS FOR CALCULATING S-PARAMETERS AND UNCERTAINTIES OF
114 METROLOGY-GRADE COAXIAL TRANSMISSION LINES

on the port-1 connector of line-B and line-C. As the line-B center conductor length is
3 wm smaller than the outer conductor length (Table 5.3), it leaves a 3 pm recession on the
port-2 connector of line-B. The center conductor of Line-C is 4 pm longer than the outer
conductor. Hence, when mounted with a 12.5 um thick offset disc on port-1, it leaves the
port-2 center conductor pushing 4 um into the port-2 test-port connector. We account
for this effect by de-embedding S-parameters of 4 pm recessed pin-type connector on
port-2 of Line-C.

Fig. 5.11 and Fig. 5.12 show the calculated uncertainties using the proposed methods
for Line-A, Line-B, and Line-C. Here, the uncertainties for the real and imaginary compo-
nents of S1; corresponding to the port-1 reflection coefficient are shown. These results
show that the center conductor’s outer diameter is the most dominant uncertainty contri-
bution, followed by the outer conductor’s inner diameter. Subsequently, the uncertainties
corresponding to the pin-gaps of port-1 and port-2 connectors are comparable contribu-
tors. Other uncertainty sources are much smaller or even negligible, such as the center
conductor eccentricity and propagation constant uncertainties. Furthermore, the line
length also affects the uncertainty contribution. An increased transmission line length
also leads to larger uncertainties, as visible for the combined uncertainties corresponding
to Line-A, Line-B, and Line-C.

Finally, Fig. 5.13 shows the measurement results for Line-A, Line-B, and Line-C. In
Fig. 5.13(a)-(f), the calibration measurement results for the real and imaginary com-
ponents of Sj; are depicted with a red line, and those calculated using the proposed
method are illustrated with a blue line. The differences between the calibrated mea-
surements and model-based values for the real part of S;; are given in Fig. 5.13(g)-(i),
whereas the differences between the measurement and model-based imaginary values
of S1; are shown in Fig. 5.13(j)-(1). For brevity, Sy, results are not included since they are
comparable to those of S;;. Furthermore, the blue areas shown represent the estimated
uncertainty for S;; with a 95 % confidence interval estimated for the model-based values
using the techniques outlined in section 5.3.1. The red bars correspond to the calibrated
measurement uncertainties computed with VNA tools and account for calibration stan-
dard uncertainties, VNA noise and linearity, connector repeatability, and cable flexure
uncertainties.

It is clear from Fig. 5.13 that the proposed model accurately predicts the Sy; values
since the differences with the METAS measurement results for all three lines are less than
the calculated and measurement uncertainties. While the differences for Line-B are also
partially within the estimated uncertainties, the results shown in Fig. 5.13(h)- (k) display
some inconsistencies, showing the differences for the real and imaginary components of
Sl 1-

The estimated uncertainties are also proportional to the frequency, and the com-
parisons below 5 GHz show larger relative differences compared to frequencies above
5 GHz. Whereas the calculated uncertainties for the proposed model below 5 GHz seem
small, the uncertainties corresponding to the measurement results are more considerable
as they also account for many error sources residing from the VINA test bench, such as
calibration standards, cable movement, and connector repeatability.

The differences between the proposed method and measurement values of S-parameters
and the estimated uncertainties increase proportionally for longer lines. As the estimated
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model uncertainties are found in agreement with the differences, they illustrate higher
confidence in the proposed model’s accuracy.
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Figure 5.11: (a)-(c) S11 reflection coefficient uncertainty evaluation for the real component with the proposed
method for the three 3.5 mm coaxial air-dielectric transmission lines used in this study.
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Figure 5.12: (a)-(c) Sy; reflection coefficient uncertainty evaluation for the imaginary component with the
proposed method for the three 3.5 mm coaxial air-dielectric transmission lines used in this study.

5.6. CONCLUSIONS

Closed-form solutions are derived for calculating the reflection coefficient and uncer-
tainty of precision 3.5 mm coaxial air-dielectric transmission lines up to 33 GHz, based on
the material and mechanical parameters of the transmission lines. A main advantage of
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Figure 5.13: Measurement results for the three 3.5 mm coaxial air-dielectric transmission lines used in this
study. (a)-(c) show the real component, and (d)-(f) show the imaginary component of S1; measurement results
illustrated with red lines and those acquired with the proposed model displayed with blue lines. The differences
between the measurement and proposed model results for Sq; real and imaginary components are shown
in (g)-(i) and (j)-(1), respectively. The blue areas indicate the S1; uncertainty values with a 95 % confidence
interval estimated with the proposed model, whereas the red bars correspond to the uncertainties with a 95 %
confidence interval computed with VNA tools corresponding to the traceable measurements.

the proposed approach is its ability to determine the sensitivity coefficients of the uncer-
tainties in the mechanical characterization needed for propagating these uncertainties
into the final reflection coefficient values of the transmission line. A detailed uncertainty
evaluation demonstrates that the inner conductor diameter is the most dominant source
of uncertainty, followed by the transmission line’s outer conductor diameter and connec-
tors. The eccentricity and propagation constant contribute negligibly to the transmission
line’s reflection coefficient uncertainty.

Three transmission lines of 16 mm, 60 mm, and 150 mm lengths were used as ver-
ification devices to validate the proposed approach. A comprehensive measurement
comparison provides a detailed validation of the transmission line’s reflection coefficient
parameter up to 33 GHz. The difference between the METAS measurement results and the
values obtained by the proposed model are less than the 1-1073 to 6- 1072 uncertainties
of the computed reflection coefficients. The validation results prove that the proposed
method is suitable for traceable calibration or validation of S-parameters at the best
accuracy levels.

The presented method is suitable for 3.5 mm coaxial precision air-dielectric trans-
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mission lines with nominal parameters, as listed in Table 5.1. Furthermore, the model is
suited for transmission lines with the center conductor and outer conductor diameter
offsets smaller than 50 um, a requirement easily met for metrology-grade transmission
lines. This is also evident from d; and d, measurement results shown in Fig. 5.7. The
model is unsuitable for transmission lines with fixed center conductors, as it does not
account for the dielectric beads used to fix the center conductor, which can result in
significant measurement errors.
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6.1. INTRODUCTION

As previously discussed, VSL are the fundamental instruments used to characterize high-
frequency devices operating over a broad frequency range (currently up to 1.1 THz). VNAs
achieve an extremely low measurement noise by employing narrowband filtering on
the down-converted signals and achieve a high absolute measurement accuracy using
vector correction [41],[42]. However, this low measurement noise and high accuracy are
only achieved when measuring DUT with impedance levels close to the VSL instrument
impedance (Zy), commonly designed to be 50 Q. When the DUT impedance strongly
deviates from Zy, the VSL. measurement sensitivity degrades progressively [25], [69], [77],
presenting up to two orders of magnitude lower resolution in highly-mismatched (ex-
treme impedance) conditions, as shown in Fig. 2.11. Hence, the measurement accuracy
of extreme impedances (i.e., devices exhibiting |S;;| = 1) is subject to two dominant
uncertainty contributions: the absolute measurement accuracy, set by the uncertainty
of calibration standards, and the relative measurement accuracy (resolution), predomi-
nantly determined by VSL noise behavior under the mismatched loading conditions. This
provides a considerable hindrance in the characterization and modeling of transistors
[17]1,[18], upcoming nanotechnologies [14],[15], and the next generations of absorbing
materials [16]. In the microelectronics context, the continuous down-scaling of CMOS
technologies to smaller structures, presenting extremely low parasitic components, con-
tinuously provokes more extreme impedance levels. In all these cases, the limited RF
characterization capabilities of present-state VSLs are regarded as one of the bottlenecks
in further developing these devices. A second example is the SMM for accurate character-
ization of localized material properties. This highly-promising RF-metrology technology
shows a very significant degradation in sensitivity due to the highly mismatched measure-
ment conditions [19],[20], which has been overcome by using a static resonant structure,
which however limits the frequency band of the SMM operation.

The sensitivity degradation and more prominent trace noise in VSL measurements of
non-50 Q devices can be attributed, in a first approximation, to the presence of a scattered
wave (i.e., b-wave) generated by the highly mismatched device. Various techniques have
been presented in literature [44], [106]-[108] to cancel the device-generated b-wave by
superimposing a second wave (b;,;-wave) providing comparable magnitude and opposite
phase, effectively realizing an electrical high-frequency interferometer.

Whereas previous works [44], [106], [108] demonstrated the capability to enhance the
VSL measurement resolution in highly-mismatched loading conditions using active inter-
ferometer solutions, they did not validate calibration accuracy across the entire I'-region
of the VSL. These works applied a two-step calibration procedure to realize absolute
measurement accuracy. First, the interferometer is disabled (so-called ’'off’-mode), and
the SOL calibration procedure is used to calculate the error terms of the system. Here,
the interferometer does not inject a signal into the measurement path. In the second
step, the interferometer is set in so-called 'on’-mode by injecting a separate signal into
the measurement path. Here, S{] is zeroed using a known Impedance Reference Stan-
dard (IRS) to renormalize the characteristic impedance of the calibration. Finally, the
DUT measurement data is acquired in on-mode with interferometer settings kept identi-
cal to those during IRS measurement and corrected using the off-mode error terms of the
system. It is worth noting that this calibration technique only holds if the error terms of
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the measurement system do not change during the ’on’- and ’off’-mode measurements.
However, none of the previous works has established the validity of this assumption
across the entire S]] measurement range. Hence, a significant source of uncertainty is
not adequately addressed. Only [109] attempted to assess the absolute measurement
accuracy corresponding to the calibration of an active interferometer-based VSL test
bench. However, this method is only valid for a DUT that closely resembles the reference
impedance used during the calibration procedure.

Section 6.2 presents a novel implementation [110] of an active interferometer-based
VSL with unprecedented noise performance and measurement speed. The detailed noise
behavioral analysis for VSLs, outlined in Section 3.2, provides insight into the sources
of measurement noise and their interdependence under mismatched DUT conditions.
Using the findings from noise behavioral analysis, the different passive and active in-
terferometer techniques for VSLs presented in the literature are benchmarked for their
achievable sensitivity and cancellation condition stability. The core part of this Section
is the description of the proposed active interferometer-based VSL, together with two
experiments to validate and quantify the performance improvement of the new approach.

Section 6.3 presents a novel interferometer topology and calibration method for VSLs,
based on an architecture that includes measurement of the RF response (i.e., transfer
function) of the interferometer hardware. This approach allows for the active cancellation
of unwanted discrepancies in the transfer function, ensuring that the error terms of the
measurement system remain constant throughout the experiment. The proposed method
allows for calibration across the full I' VSL. measurement range and is experimentally
validated through broadband calibration (10 - 18 GHz) of highly mismatched coaxial
devices. We present the successful validation of the absolute accuracy of the proposed
system by comparison with traceable reference values, showing an improvement of
factor 23 in the resolution compared to a conventional VSL.
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6.2. ACTIVE DUAL-SOURCE RF INTERFEROMETER
6.2.1. INTERFEROMETER TOPOLOGIES

The noise evaluation presented in chapter 3.2 demonstrates that the zero reflected-wave
condition provides the smallest noise in S-parameter measurements of a generic DUT.
To reach this wave condition, several RF interferometric techniques have been developed
[44], [106]-[108], all aiming at canceling the scattered b, ;-wave generated by the (high
IT44¢1) DUT through the injection of an additional, compensating b; ,;-wave signal.

In Fig. 1 of [106], the cancellation of the b-wave is achieved by employing 90° 3dB
couplers in combination with a high-reflection coefficient termination, comparable to the
one of the DUT. The phase shift imbalance between the two couplers and their bandwidth
limits affect the cancellation level that can be achieved and the frequency bandwidth of
the method. In [107], the b;;,;-wave was generated employing a power divider, a phase
shifter, and an attenuator. Here, the moderate directivity of the power divider and the
requirement to use a symmetric high-gamma device limits the stability of the cancellation
wave, thus causing the b;;;-wave to vary with the DUT. Furthermore, [106] and [107]
rely on passive components to achieve signal cancellation, thus limiting the maximum
reflection |T'| that could be optimized. A final disadvantage is that both methods present
a single-frequency cancellation approach as (slow) mechanical adjustments are required
to frequency-shift the cancellation condition.

In [44], [108], the b;,,-wave is generated using active circuitry, either via a single-
source technique with IQ-mixer steering configuration [44] or with phase-controllable
dual synthesizers [108]. Both approaches allow for high sensitivity over a broadband
frequency range. However, in both implementations, the b;,;-wave and incident a-
wave signals propagate considerably over independent transmission lines, making the
cancellation condition extremely sensitive to the relative phase fluctuations between the
different propagation paths.

Fig. 6.1 gives a schematic overview of the main approaches presented in the literature.
To compare the noise-improvement performance of these various interferometric tech-
niques, a generalized flow-graph representation is given in Fig. 6.2, which includes the
required signal-combining device to realize the RF interferometer and the relative phase
fluctuations between different waves.

With this flow-graph representation, both passive (a;,; = 0) and active interferometers
(ajn; # 0) can be analyzed, as well as both passive devices used as signal-combining
networks, i.e., power dividers and transmission line couplers. The VSL is connected to the
input of port-1, as shown in Fig. 6.2. Using classical flow-graph manipulation techniques
[111], [112] the Typna, Tgur, Tine and the various S-parameters of the combining network
can be mutually related to each other.

The sensitivity equations (6.1) till (6.3) analyze passive and active interferometric tech-
niques, accounting for the realistic values of the different combining networks employed,
i.e., dividers and couplers.
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Figure 6.1: Schematic representations of three methods for interferometric noise suppression in I' measure-
ments: (a) single-source passive method [107], (b) single-source active method [44], (c) dual-source active
method [108]. Fundamental parts in each interferometer are the 3-port signal combining component and the

signal source.

The S-parameters of the combining network given in Fig. 6.2 can be linked via:
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If we furthermore assume that:

n=2,8;j=Sji,a=S83=353, f=51513=3531512

In addition, P,,, and P;,; are subject to the implementation of the interferometer
and are discussed in the following subsections. Equation (6.1) can be expressed as follows:

Aint Aint
rvna = Sllpyna+sngPVna+813 Plntpvna"‘A(SlZa a Pmtpvna"‘
1

a;
-+2PaBP?,,+ S5 P2, +S laZszﬁm +S13a°B ;’” PintPyna) + -+
1
6.2)

o+ A*(2Ba®B? P2, + S5,a°B o

Aint

-+ S1i3a B2 Plnthna)




124 6. DEVELOPMENT OF AN INTERFEROMETER-BASED HIGH-SENSITIVITY VNA

port 1 port 2
ar 1 a; Py
Sa1
Sa1 S,
€90 €n I'_’ Si S22 Caut
|
I Pyna S
bn €10 by |
1-port : Si3 Ss2
VNA | S | port3
error-terms
rm
Pm
Ajnt

active: aj,#0
passive: aj, =0

Figure 6.2: Flow-graph of a 1-port VSL with interferometric cancellation of the b; -wave using a 3-port signal-

combining device. Port-2 serves as new test-port of the VSL and port-3 induces the phase-coherent a;,;-wave
for by -wave cancellation.

Using (6.2), the impact on I';,;,, arising from variations in I';,,;, can be described by:
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PASSIVE METHODS
Passive interferometric techniques rely on replicating the scattered b-wave generated
by the DUT reflection coefficient through a passive device (i.e., a tuner). The parameter
a;,; in Fig. 6.2 thus is zero, and T';,;; provides the cancellation condition. In this case
Equation (6.2) simplifies to:

Tyna= S11P%,,+ S5, BP2,,+ S5, AP2, .+ (2aB + S5, a* B*) AP2,,, + -

vna vna

(6.4)
-+ (2Ba*B* + S3,a*B) A*P3,,
And can be re-written as:
Tyna = S11P2,,+ S5, BP2, .+ S5, AP2, ,+ X1 AP2, , + X, A* P2, (6.5)
with
X, = (2faB + S3,a*B?),and X, = (2fa>B* + S5,a”B) (6.6)

In the cancellation condition (i.e., by = 0), this leads to the following:
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a(S11+ 85, A) + (X1 A+ X, A%) = —a; S5, B 6.7)

The evaluation of Equation (6.3) shows that the sensitivity ratio (0T ,,4/0T 4,;) cannot
exceed 1 for passive techniques due to transmission path losses. The signal-combining
device employed in passive interferometer techniques is critical for realizing high sensitiv-
ity for dT" 5,,;. The losses between the input and both output ports of the signal-combining
device need to be comparable (S,; = S31) due to the limited magnitude of the reflection
coefficient that can be provided (i.e., |T';;¢| < 1) for cancellation. For this reason, it is not
possible to use a broadband directional coupler to realize passive cancellation for DUTs
presenting a |I"4,,;| higher than 0.1 due to the large difference between transmission and
coupling losses, i.e., S2; >> S31. The dual condition is not considered (S»; << S31), as
this would provide very low sensitivity (0T ,,,4/0T 44). This effect is illustrated by using
parameters of commercially available directional couplers in calculating Equation (6.3)
with the results shown in Fig. 6.3. It is evident that cancellation is only possible for I';,,;
up to 0.1 (solid line), while the remaining I ;,,,-region (dotted line) is not reachable due
to the passive nature of the tuner. Due to this constraint, most passive RF interferometers
use power dividers, e.g., a Wilkinson power divider [107], see Fig. 6.1(a).

For accurate measurements over the entire range of I ;,,; values, the measurement
resolution has to be constant. However, a non-zero X; and X, in Equation (6.7) leads to un-
wanted I' 7, and I';;,; dependent cross leakage, limiting the sensitivity. Hence, @ remains
a critical parameter of the 3-port combining devices used in passive interferometers. To
investigate the impact of @ on the measurement sensitivity, parameters of a commercially
available power divider are used for the calculation of Equation (6.3) with the results
shown in Fig. 6.3. Whereas the measurement resolution 0T ,,,4/0T 4, is around 0.84 for
the directional coupler, the value is much lower (around 0.29) for the power divider due to
higher transmission path losses. Furthermore, due to higher losses in the power-divider
approaches, they suffer more from the unwanted cross-talk between the two combining
ports (@). This is evident from the more considerable relative change proportional to I';,,;,
resulting in more significant non-linear characteristics of the sensitivity curve. However,
unlike the directional coupler, the power divider can achieve cancellation for the entire
range of I';,,; values.

ACTIVE METHODS

Active interferometric noise suppression is realized via the injection of an a;,;-wave (see
Fig. 6.2) generated by active components. This can be either an IQ-steering technique
[44] shown in Fig. 6.1(b) or a second, phase coherent, source [108] as shown in Fig. 6.1(c).
Hence, active techniques are not limited to the constraint of Sy; = S3; required by passive
ones, thus can employ a coupled line coupler as the combining device due to the reduced
a, as shown in Fig. 6.3. If we include the effect of the relative (phase) fluctuations between
the signals a; and a;;; in Equation (6.2) and those arising from the different propagation
paths, this equation becomes:

by =ay(S11 + S5 A+ S5 B+2BaBA+ S5 a* B A+2Ba> B> A* + S5, a* BA%) P2, . +

vna b
(6.8)
Aint(S13+S120 A+ S130°BA+ S12a° BA® + S130* B* A%) Py Pyna
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Figure 6.3: Simulation results for two different implementations of the 3-port signal-combining device used in
passive interferometers, showing the sensitivity of the input reflection coefficient measured with the VSL (I'y4)
to variations in device reflection coefficient at the measurement port of the interferometer (I' ;).

This can be re-written as:

by =a; Kplz;na + Aint L Pint Pona (6.9)
Single- and dual-source interferometers

Single-source interferometers have one signal source v that generates a; and a;,;; signals

[44], Fig. 6.1(b). The relation between v and both signals can be expressed as follows:

*
ar=v P,

Aint =V Gint Pypa (6.10)

Here, G, is the active gain needed to compensate for the various losses introduced
by the couplers, cables and passive IQ-mixers. Furthermore, P,,, and P},,, present two
distinct parts of the a; -wave signal path, where P}, , is also shared by the a;,;-wave signal.
The single-source method is realized by splitting the v signal before measurement of the
a;-wave and b; -wave signals, see Fig. 6.1(b). The disadvantage of this method is that it
suffers from the separate routing of the a; and a;; signals, requiring the use of lengthy
cables, denoted with P4, P},,,, and P;,; in Fig. 6.1(b). Since the noise and drift effects
of VSL test-port cables can be much larger than the VSL noise [104], the stability of all
cables significantly limits the performance of this approach. For single-source based
cancellation (b; = 0), Equation (6.9) can be expressed as:

P*

vna =

v K P?

vna v Gint L Pint Pyna PZn[,z (6.11)

In Equation (6.11), the left side of the equation represents the scattered wave generated
by I 4.;, whereas the right side of the equation represents the scattered wave generated
by the interferometer. From Equation (6.11) it is evident that the cancellation condition
is insensitive to variations in the v source. However, as both scattered waves travel
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through independent paths, the cancellation condition is also sensitive to unwanted
instability effects originating from the use of two different cable paths P4, P and
P;, 1, respectively.

A similar analysis can be applied to evaluate the dual-source interferometer [108]
where two separate signal sources are used to generate a; and a;;, see Fig. 6.1(c). Hence,
the cancellation condition (b; = 0) now becomes:

*
vna

a Kplz/na =—aint L Pint Pyna (6.12)

This approach also suffers from the use of lengthy cables as separate routing of the a;
and a;,; signals is unavoidable. An additional problem with respect to the single-source
method is uncorrelated noise and drift effects originating from the different signal sources.
The latter will be discussed in detail in the next sections.

SIMULATION EVALUATION

To validate the b-wave cancellation capabilities of both active interferometric methods,
Equation (6.11) and Equation (6.12) are evaluated via Monte Carlo simulations conducted
in Keysight Advanced Design System (ADS) software. Parameter variations are assigned
to the magnitude and phase components of cable paths and signal sources to investigate
the effect of non-ideal cables and signal sources. The variations in cable parameters are
based on an evaluation technique outlined in [104]: the magnitudes of P4, Piyns, a;
and a;,, are varied by 0.01 % and their corresponding phases are varied by 0.2 deg (both
Gaussian distributions).

For the single-source interferometer, the cancellation sensitivity of Equation (6.11) is
investigated by propagating variations assigned to P, ,, combined with P}, ,, Pin; and a;.
For the dual-source method, the cancellation sensitivity is investigated by Equation (6.12)
via propagating variations assigned to P,;,, Pi,s, a; and a;,;. In Fig. 6.4(a)-(b), the
complex b-wave cancellation discrepancies caused by propagation of cable parameter
variations are shown. The simulation results show that the single-source method has
slightly lower noise compared to the dual-source technique. The reason lies in the shared
cable P;,,, path in the single-source configuration.

The b-wave cancellation discrepancies shown in Fig. 6.4(c)-(d) are predominantly
noticeable, when propagating a; and a;,; signal parameter variations combined with
cable parameter variations. As expected, the b-wave cancellation condition for single-
source configuration is insensitive to a; and a;,; signal parameter variations originating
fromwv.

MEASUREMENT COMPARISON

As a further evaluation of the two active interferometer types, a measurement of single-
and dual-source interferometers was carried out using a 4-port Keysight PNA-X (PNA5257A).
This VSL has two signal sources and allows individual control of magnitude and phase
components. First, stability between both signal sources as used by dual-source interfer-
ometer is evaluated. Like [108], port-1 and port-3 of the VSL provide a; and a;; signals,
with amplitude and phase control of each signal source available through the firmware
(option: 080) of the PNA-X. Both signals are subsequently measured by the receivers of
port-2 and port-4. Subsequently, the stability between a; and a;;,; signals in single-source
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Figure 6.4: Monte Carlo noise simulation results for two active interferometric techniques, detailing b-wave
cancellation sensitivity for single-source (green diamonds) and dual-source (purple circles) interferometers. In
(a) and (b), the complex b-wave cancellation discrepancies caused by variations of cable parameters are shown.
Whereas (c) and (d) show b-wave complex cancellation discrepancies caused by variations of cable and source
parameters.

interferometer is evaluated using port-1 of the VSL to provide the a; signal source and to
serve as input for the single-source interferometer as shown in Fig. 6.1(b). Again, both
signals are subsequently measured by the receivers of port-2 and port-4.

In both experiments, the power level of each signal source is set to -10 dBm, and
subsequently 20 - 103 measurement values are extracted at 3 GHz from both receivers
(port-2 and port-4). From these values, the ratio a;,;/a, is calculated and normalized to
demonstrate the stability between the two signals.

The linear magnitude stability of a;,;/a; for both methods is found to be comparable
and smaller than 1-107%. The result of the relative phase stability between a; and a; ;¢
signals is shown in Fig. 6.5. As expected, these results demonstrate the much higher phase
stability of the single-source configuration compared to the dual-source method [108].
Moreover, as shown in Fig. 6.5, the model predictions, plotted as black lines, show strong
agreement with the experimentally found phase fluctuations for the dual-source method.

6.2.2. INTERFEROMETER FOR HIGH-SENSITIVITY MEASUREMENTS

Based on the analyses of the previous subsections, a new RF interferometer is designed.
An active interferometer approach was chosen in order not to be limited in performance
and I'-range as shown in Fig. 6.3 for passive interferometers. Based on the results shown
in Fig. 6.4 and Fig. 6.5, the new interferometer has been patended [110] and is based on a
single source concept. Two major improvements were made with respect to the approach
given in Fig. 6.1(b), in order to remove the effect of the cable P;,; and in order not to be
limited to application in VSLs with front panel jumpers. A simplified block diagram of the
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Figure 6.5: Measurement results showing the cancellation sensitivity for the phase-component realized with
two active interferometer topologies at 3 GHz (dual-source: blue circles; single-source: red squares, and inset).
The black line depicts phase-component stability limits for the b-wave measured using method outlined in
Section 3.2.

new interferometer architecture is shown in Fig. 6.6. The interferometer generates a phase
coherent a;,;-wave using the a; signal generated by the VSL. The entire interferometer
is confined in the test path of the measurement system, as a single add-on module. A
distinct advantage of the new design is the exclusion of separate lengthy cables between
the drive (a;) and the interferometer path (a;,;), which significantly reduces cable error
contributions.

A directional coupler (coupler-1) is used to couple a portion of the a; wave signal
into the IQ-path. The through-path formed between port-in and port-out of the inter-
ferometer, comprising of coupler-1 and coupler-2, forms the measurement path of the
VSL. This approach offers a sensitivity advantage compared to the power divider ap-
proach [107], as it achieves higher measurement resolution due to its reduced losses. The
coupled wave at port-c of coupler-1 is used to generate a phase-coherent wave a;;;. A
broadband amplifier (amplifier-1) ensures a sufficient power level to drive the LO-port
of the IQ-mixer. A second amplifier (amplifier-2) compensates for the additional losses
introduced by coupler-2 and the conversion loss of the IQ-mixer. The IQ-ports of the
mixer are controlled with dc in-phase (V) and quadrature-phase (V) voltages to control
both the magnitude and phase of the a;,;-wave. The interferometer path in the new
design excludes the use of lengthy cables, hence applying P;,,; = 1 to Equation (6.11) leads
to the following cancellation condition (b; = 0):

ayKP%,,=-a; Gy LP?,, (6.13)

This shows that the sensitivity of the new interferometer is only limited by cable
fluctuations in the P, path.
Two interferometers are designed to cover the complete frequency band of 1-18
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Figure 6.6: Block-diagram of the new high-frequency interferometer utilizing IQ-mixer steering technique for
1Q-modulation of the a;,,;-wave in order to achieve optimal cancelation of the reflected b,;,,;-wave for all T ;,,,
values.

GHz. Fig. 6.7 gives a top-view photograph of the High Frequency (HF) interferometer,
operating from 2 GHz up to 18 GHz. The Low Frequency (LF) interferometer is designed
for operation from 1 GHz up to 5 GHz.

Three uncertainty sources determine the noise performance of the interferometer:
noise performance of the a-wave signal used to drive the IQ-mixer, noise performance of
both amplifiers used to increase signal power level and spectral purity of both V; and Vg
dc voltages used to drive the IQ-ports of the mixer.

In the design of both interferometer modules, low-noise amplifiers are used to retain a
low noise figure for the modules. The V; and V(, dc voltages are generated with low-noise
24-bit Digital-to-Analog Converters (DAC) by National Instruments. LPF are mounted at
the input of the mixer’s IQ ports to improve the spectral purity of both signals. Thermal
stability of all components is crucial to reduce drifting error. Hence, both interferometers
are mounted in a dedicated housing unit for improved thermal stability, with precision
3.5 mm connectors at their input and output ports.

APPLICATION 1: BROADBAND ON-WAFER CO-PLANAR WAVEGUIDE (CPW) MEASUREMENTS
Fig. 6.8 shows a schematic of a system for broadband measurements of extreme-impedance
CPW devices. Both the LF- and HF-interferometers are employed to cover the frequency
range from 1 GHz up to 18 GHz. A Keysight PNA (5225A) is used for input reflection
coefficient I' measurements at a test-port power level of -5 dBm and IF-bandwidth of 30
Hz. At the output port of the interferometer, a GSG infinity probe with 150-um pitch size
is connected.

A set of two mismatched CPW impedance standards is manufactured to experimen-
tally demonstrate the active noise suppression under highly mismatched loading condi-
tions. A photograph of both impedance standards is shown in Fig. 6.9. The impedance
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Figure 6.7: HI interferometer module designed for the 2-18 GHz frequency range. The use of a passive IQ-mixer
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standards are designed with nominal impedance of 0.5 Q (Z;,,,) and 5 kQ (Zj,; gn) [113],
[114].

The VSL sequentially utilizes the novel LF- and HF-interferometers to measure the S-
parameters of both CPW impedance standards. To benchmark the interferometer-based
VSL results to conventional VSL performance, the interferometer is first deactivated and
the measurement system is calibrated using the well-known SOL technique utilizing
a 50 Q reference impedance, a short and an open standard. After completion of the
calibration process, the Z;,,, and Zy;j, impedance standards are measured.

The resistance Rj,,, and Rp;gp, and the stray capacitance Cyo,p and C;gp correspond-
ing to Z; 4, and Zj,; ¢, standards are shown in Fig. 6.10. In addition, a total of 101 sweeps
are conducted to collect sufficient measurement values to estimate the corresponding
noise values, see Fig. 6.11(a) and Fig. 6.11(b). Subsequently, both impedance standards
are re-measured with the interferometer activated. The b,.-wave is cancelled for each
frequency point by IQ-modulation of a;,;-wave with an IQ-mixer steering technique de-
scribed in [44] in combination with minimization algorithm based on a Newton-Raphson
[115] method. After completion of the minimization step, the V; and V¢ values are stored
for each frequency point. For all subsequent measurements, the software automatically
sets these Vi and V values corresponding to the frequency until all frequency points
of the sweep are measured. Again, in total 101 sweeps are conducted to collect enough
measurement values to estimate the noise of the interferometer. The resulting noise
values for Rp;¢p, and Cp; g, are shown in Fig. 6.11(a) and for Ry, and Cy4y in Fig. 6.11(b)
respectively for both the LF- and HF-interferometer. The Z;,,, results shown in Fig. 6.11(b)
demonstrate marginal noise improvement of the interferometer-based VSL with respect
to the conventional VSL. This likely is caused by the susceptibility of low-ohmic device
measurements (Zg4,» < 1Q) to instabilities in contact resistance between the probe and
DUT. In contrast, the Zj;gj, results of Fig. 6.11(a) demonstrate a significant noise improve-
ment over the entire frequency range, ranging from a factor 8 at 1 GHz up to a factor 20 at
18 GHz.
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Figure 6.8: Block diagram of the novel interferometer-based VSL for broadband measurement of highly-
mismatched co-planar waveguide devices.

The frequency dependence in the noise improvement results of Fig. 6.11 is caused by
a combination of various effects. First, the devices used in the interferometer modules
exhibit strong frequency dependence in their electrical performance, which is difficult
to compensate completely. Especially, high coupling losses at lower frequencies are
expected to strongly contribute to the less favourable noise improvement for Cy;gj, and
Ciow at low frequencies.

The second effect is believed to be unwanted leakage of the a;,; signal from the
coupled port to the output port of directional coupler-2 of the interferometer module
(Fig. 6.6). This unwanted leakage signal causes standing waves, which in turn leads
to degradation of the phase performance of the cancelled b-wave. The directivity of
the broadband transmission-line-based directional coupler improves with frequency,
resulting in improved noise behavior for capacitance measurements at higher frequencies.

The third effect originates from the complex nature of the Z;,,, and Zy;gj, standards.
The Cp;gn and Cjyyy values exhibit a strong frequency dependence, changing more than
one order of magnitude in nominal value from 1 GHz to 18 GHz. Over this same frequency
range, the R;,,, and Ry;gy, values only change less than a factor of ten, leading to less
frequency dependence in their noise performance.
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Figure 6.9: Photograph of 0.5-Q and 5-kQ) CPW impedance standards manufactured on a fused-silica substrate,
using a dedicated aluminum on titanium process developed at the Delft University of Technology [113], [114].
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Figure 6.11: Interferometer-based measurement noise results corresponding to CPW Zy;gj, (@) and Zjgy,
(b) impedance standards in the 1-18 GHz frequency range. Gray bars denote noise values measured with a
conventional VSL; red and black bars show noise values for a VSL with the novel LF- and HF-interferometer
respectively.
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Figure 6.10: Interferometer-based measurement results of CPW Z,,,,, and Zj; ¢, impedance standards in the
1-18 GHz frequency range, with resistance Ry, and Rp;gp, and stray capacitance Cjoyy and Cpjgj values
corresponding to the CPW standards.

APPLICATION 2: SPATIAL RESOLUTION OF SCANNING MICROWAVE MICROSCOPE
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Figure 6.12: Schematic block diagram of the SMM employing the novel LF-interferometer to improve the
measurement resolution of the system.
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Fig. 6.12 gives a schematic of the conceived custom SMM setup, equipped with the
LF-interferometer. The aim is to explore the SMM in combination with a active interfer-
ometer, regardeless of the fact we are not using the common cantilevers to build the SMM.
However, the applied approach is also applicable in standard SMM setups. The localized
input reflection coefficient (I') is acquired using a Keysight PNA (5225A) at a test-port
power level of -7 dBm and IF-bandwidth of 30 Hz. A coaxial probe with circa 20 um tip
radius is used as the SMM sensing element. To maintain long-term stability, the entire
probe fixture is rigidly fixed and the sample under test (SUT) is mounted on an xyz-stage,
offering Computer Numerical Control (CNC) motor resolution of 30 nm in each axis. The
entire measurement setup is built on an active-air supported vibration isolation table
suitable for nanoscale measurements. Measurements are conducted at 4 GHz with the
environmental temperature in the laboratory at (23.0 + 0.1) °C.

First, the spatial resolution of the SMM system without interferometer is evaluated by
measuring the I'-to-height sensitivity function H, s r of the SMM. A fused silica wafer is
mounted on the xyz-stage and consecutively positioned in close vicinity to the probe-tip
(nominal position). Subsequently, the xyz-stage is used to introduce height steps of 1 ym
(downwards in z-axis) until a 100-um distance from the nominal position is reached. At
each step, I'y s r is measured with the VSL by acquiring 101 values to determine also the
noise o (Lyff). These I, ff results with corresponding noise values o (I, ff) are shown
in Fig. 6.13. In the next step of the experiment, the interferometer is switched on. With
the substrate positioned at the nominal position, the interferometer is now employed to
minimize the reflection coefficient to the target value I' < —80 dB.

These interferometer settings (V; and V() are maintained constant for all subsequent
measurements, with the xyz-stage introducing height steps of 1 pum (downwards in z-
axis) until again a 100 um distance is reached. The results of 'y, measured with the
interferometer-based VSL and the corresponding noise o (I',,) are shown in Fig. 6.13. The
I'-curves for both experiments given in Fig. 6.13(a)-(b) are very close to each other, as
the interferometer does not change the physical interaction between the probe tip and
SUT. From the I' measurements as function of probe height z, the H-function can be
determined via:

H= or (6.14)
0z '
The spatial resolution of the SMM system is directly related to the measurement noise

o) and H:

_ o)

Uheight = 7 (6.15)
It is evident from Fig. 6.13 that the imaginary part of the reflection coefficient (I'y)
exhibits higher sensitivity to probe height in comparison with the real part of I". Therefore,
I'y is used to estimate H as well as the spatial sensitivity of SMM system, as this provides
the highest resolution. In Fig. 6.14 the resulting spatial sensitivity values are shown for
the SMM with and without interferometer. The SMM resolution is strongly correlated to
probe height and exhibits the highest sensitivity in close vicinity of the SUT. The best sen-
sitivity for the SMM system without interferometer is 450 nm; adding the interferometer

enhances the sensitivity with almost a factor two down to 240 nm.




136 6. DEVELOPMENT OF AN INTERFEROMETER-BASED HIGH-SENSITIVITY VNA

3 5 3 5
x 10 x10 x10 x10
© interferometer: off || 5 —e—interferometer: off 5
4 interferometer: on —¢—interferometer: on
-0.5 4 15 4
3 I
E 3 o E 3 o
-1
5 © ! 5
=3 =
e 2 e 2
0.5
1
g . . . . Jo 0
0 20 40 60 80 100 0 20 40 60 80 100
probe height [um] probe height [um]
(@ (b)

Figure 6.13: Sensitivity-curves H and corresponding measurement noise value o (I') for the SMM system. (a)
real parameter and (b) imaginary parameter of the sensitivity curve. Red and blue datapoints correspond to
interferometer off and on, respectively.

T T T T

e interferometer: off
10 ¢ interferometer: on

—
<

SMM height resolution [um]

L L c c

0 20 40 60 80 100
probe height [um]

Figure 6.14: Height-dependent spatial resolution of the SMM system.
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6.3. CALIBRATION OF ACTIVE INTERFEROMETER-BASED VNAS

A novel interferometer topology is proposed for active monitoring of the interferome-
ter transfer function. The presented method allows cancellation of the VSL error-term
discrepancies, ensuring a high-accuracy calibration accros the entire VSI. measurement
range. The configuration of the proposed active interferometer-based VSL is schemati-
cally depicted in Fig. 6.15. The key novelty in the setup design is reflected in simultaneous
measurement of the input reflection coefficient 7} and the interferometer-induced signal
a!”  atVSL port-2. The measured input reflection coefficient S7] is defined as:
bm

m 1
=— 6.16
11 al" ( )

where a}" is the incident and b} the scattered wave measured at port-1 of the VSL. The
proposed system uses two incident signals for a measurement:

b bg;
SVr:a + ;lrzt = Sll,svna + H(v;, Uq)Sll,sint- 6.17)

1 1

m _
Sll_

Here, S11,sunq describes the uncorrected reflection coefficient realized by the scat-
tered wave bg,,, when stimulating the DUT with a]* and no signal is injected by the
interferometer, i.e. H(v;, v4) = 0, with H(v;, v4) being the complex transfer function of
the interferometer. The H(v;, v4)S11,sin¢ term corresponds to the uncorrected reflection
coefficient caused by interferometer induced a ,, as shown in Fig. 6.15. For this, the cou-
pled aj" is vector modulated by H(v;, v4) using the quadrature mixer and subsequently
injected into the measurement path. This leads to the second scattered signal bs;p;(v;, v4)
measured by the VSL, which in turn exhibits an unwanted sensitivity to DUT S;; due to
the limited isolation between the c and o ports of coupler-1 and coupler-2. The wave
injected by the interferometer is described as:

apn, i, vg) = a" H(vi, vg). 6.18)

Two DAC are used to generate DC, v; and v, signals to drive the IQ-ports of the
quadrature-mixer for vector-modulation as shown in Fig. 6.15.
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Figure 6.15: A simplified block diagram of the proposed active interferometer-based VSL for extreme-impedance
measurements.
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As the interferometer operates between the measurement and reference plane, its RF
characteristics are embedded in the error terms during calibration of the system. However,
error-term-based correction techniques such as the SOL method, require the RF response
of all devices up till the reference plane to be DUT S;; insensitive. Unfortunately, this
requirement does not hold for H(v;, v4) which exhibits sensitivity towards DUT Sy, as
explained above.

From equation (6.17) it is evident that H(v;, v4) is not canceled out in the S} mea-
surement and thus leads to errors. In practice, every variation in H(v;, v4) caused by its
sensitivity to S1; will directly propagate as a measurement error during the calibration
process.

An experiment is proposed to quantify the variation of H(v;, v4) and its impact on
the measurement accuracy in broadband calibration of highly-mismatched devices. A
single-source interferometer [116] is used in conjunction with a Keysight VSL (PNA5225A)
to calibrate two 3.5 mm coaxial precision offset-short devices (I'z,1,2) with metrology-
grade SOL standards (T'¢f1,2,3) in the 10 - 18 GHz range. Simultaneous to every S}
measurement, the corresponding aZ‘”(vi, v4) value is also acquired, allowing to determine
H(v;, v4) using (6.18). The sensitivity of H to S1; is quantified by calculating the maximum
vector difference between all acquired H(v;, v4) values for each measurement frequency,
as shown in Fig. 6.16. The results demonstrate variations in H(v;, v4) in the order of -30 dB,
which also directly sets the calibration accuracy limit. This is evident in the comparison
between calibration and reference values of DUT,. The technique proposed here, based
on the monitoring and automated leveling of H(v;, v4), as detailed in the next Section,
reduces the fluctuation of H to better than -60 dB, also shown in Fig. 6.16.
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Figure 6.16: Maximum vector difference between H(v;, vg) values acquired during short, open, load and
offset-short device measurements (squares) as well as the difference between calibration and reference values
for an offset-short device (DUT>, circles). The top curves are acquired during conventional interferometer
operation without H(v;, v4) leveling, whereas the bottom curves are collected by employing the proposed
H(v;,vq) leveling technique (see text for details).

6.3.1. CALIBRATION METHOD
The proposed calibration technique for interferometer-based VSLs, as depicted in Fig.
6.15, consists of 6 steps:

* Step 1 Select three reference impedance standards REF; » 3 with known reflection
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coefficient values I';¢f1 2,3. Connect the reference standard that best approaches
T 4us; we take this as REF;.

* Step 2 Zero Sﬁ,re 1 by optimizing v; and v, using e.g. a Newton-Raphson algorithm
[115] embedded in the measurement software [116], with -70 dB for S’ﬁ refl
U re 1 has accomplished

the zeroing limit, store the values Hycf1 = H(Vj ref1, Vg ref1), Viref1 and Vg ref1-

as
threshold for completion of the zeroing process. Once S

 Step 3 Connect the second reference standard REF, to the measurement port.
 Step 4 Set v; = V; ror1 and vg = Vg rer1 and measure H(v;, vg).

 Step 5 If |H(v;, vq) — Hyep1| €xceeds the error limit (set at -80 dB), re-optimize
v; and v, until the error is smaller than this limit. In this way, leveling of the
interferometer transfer function is realized by the Newton-Raphson algorithm,
converging H(v;, v4) towards Hy.r1. Upon completion of this process, measure
S and store the values.

m
11,ref2
 Step 6 Repeat Step 3 to 5 for the remaining devices, REF3 and DUT.

Once the measurements of I'r.f1 2,3 are completed, the system error terms are calcu-
lated as follows:

-1

€00 1 Fref’lsﬁ,refl —Trern Sﬁ,refl
enn| =|1 rref'zslﬁ,refZ ~Lrer Sﬁ,refZ ’ (6.19)
A 1 Fref,ZSﬁ,refg ~Lrefs Sﬁ,refS

with A=ejieqp — e1peor-

Here, eg represents the directivity, e;; the source-match and ejgep; the reflection-
tracking term of the measurement system. These are subsequently used to correct the
DUT measurement S, resulting in the final corrected Sy; as follows:

ST —eno

S11 = .
m
ejoeo1 — e11(S7] — eoo)

(6.20)

6.3.2. BROADBAND ON-WAFER CPW MEASUREMENTS

This section examines the resolution (noise) and accuracy (systematic error) performance
of an interferometer-based VSL used for broadband calibration of highly-mismatched
devices (DUT ). The measurement experiment for the 10 — 18 GHz range is detailed and
used in conjunction with the procedure outlined in Section 6.3.1. The final calibration
results are compared to reference values having state-of-the-art uncertainties, traceable
to METAS.

The best measurement resolution is achieved in close vicinity of the reference impedance
used to zero the input reflection coefficient during Step 1 of the calibration process
described in Section 6.3.1. In the first experiment, DUT] is used to demonstrate the
measurement resolution and is selected with a phase offset of less than 1.0° difference
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Figure 6.17: S11 measurement resolution of the proposed interferometer-based VSL benchmarked to a con-
ventional VSL (based on DUT; data), shown as dark- and light-gray areas respectively (left axis). Difference
between S;; calibration and reference values for both offset-short devices DUT} » measured with the proposed
interferometer-based VSL, shown by markers (right axis).

from REF; across the entire measurement range. The absolute accuracy across the entire
I'-range of the VSL is evaluated using DUT, with a phase offset of 80° - 170° with respect
to REF; over the measured frequency range.

The measurement results of both experiments are shown in Fig. 6.17. First, we demon-
strate the measurement resolution of the interferometer-based VSL benchmarked to a
conventional VSL using DUT;. At each frequency, 100 measurement points are collected
and the standard deviation of these points is used to quantify the measurement resolu-
tion. The results of Fig. 6.17 show a substantial improvement, of factor 23, in noise of the
proposed system with respect to the conventional VSL. Next, the absolute accuracy of
the proposed system is determined through a comparison between DUT] , calibration re-

sults achieved through our new approach (Sﬁ” ) and METAS reference values (Sﬁf ). The
total uncertainty of the magnitude and phase reference values is 5- 103 and 1.5° respec-
tively. The differences shown in Fig. 6.17 are substantially smaller than the corresponding
uncertainty at all frequencies, for both verification devices. These results convincingly
demonstrate the ability of the proposed hardware and calibration solution to realize a
substantial improvement in measurement resolution and at the same time maintain
absolute calibration accuracy across the entire I'-range of the VSL.

6.4. CONCLUSION

Using the proposed evaluation method outlined in section 6.2.1, several existing VSL
interferometric techniques are compared for their capability to suppress measurement
noise in highly mismatched conditions. The analysis shows that the 3-port signal combin-
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ing components, signal sources, and cables are critical parts in the cancellation sensitivity
of present interferometers. Passive interferometers present clear limitations in coverage
of ' 5,,:-range and measurement sensitivity. The cancellation sensitivity of single-source
and dual-source active interferometers appears sensitive to unavoidable cable errors.
Simulations and measurements show that dual-source interferometers, in addition, suffer
from source instabilities.

Based on these findings, a new single-source interferometer has been designed that
excels in phase stability due to the reduced use of cables. The implementation as a single
add-on unit allows the interferometer to be combined with any VSL in a multi-port con-
figuration. Two versions were built, one operating in the 1-5 GHz range and the second in
the 2-18 GHz range. The new interferometer allows for unique, real-time broadband can-
cellation during a VSL frequency sweep, with no measurement overhead time compared
to conventional 50-Q VSL. measurements. Two experiments demonstrate the advantages
and quality of the new RF interferometer. Broadband planar measurements of a set of
highly-mismatched CPW impedances demonstrate a factor 20 noise reduction in the
measurement of a 5-kQ2 impedance at 18 GHz. Applying the interferometer in a SMM
system enhances the height resolution by a factor of two down to 240 nm. The proposed
interferometer design provides quantifiable modeling and measurement data of a true
interferometer-based VSL achieving a substantial reduction in noise uncertainty (up to a
factor of 20 at 18 GHz) in impedance measurements under highly-mismatched conditions
over the complete 1-18 GHz frequency range.

Furthermore, the presented calibration method for interferometer-based VSLs allows
for both low-noise and accurate small-signal characterization of highly mismatched de-
vices. The proposed solution employs an interferometer with simultaneous measurement
of the injected signal and the input reflection coefficient parameters. The approach
allows for re-adjustment of any discrepancy in the RF response of the interferometer. This
ensures that the calibration error terms remain constant throughout all measurements,
enabling accurate de-embedding of these errors.

Both attributes of the proposed system, calibration accuracy, and measurement reso-
lution are experimentally validated and quantified. The results shown in Fig.6.17 demon-
strate an improvement of factor 23 in measurement resolution compared to a conven-
tional VSL. The absolute accuracy is assessed by comparison of measurement results
achieved by the new system with reference values, for two high-reflect offset-short de-
vices selected to test the entire I'-range of the VSL. For both devices, all differences in
measurement results are substantially smaller than the total measurement uncertainty of
respectively 0.005 in magnitude and 1.5° in phase of the reference values.
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7.1. INTRODUCTION

This chapter provides the preliminary studies carried out during the time frame of this the-
sis project on how to transfer some of the accuracy enhancement techniques previously
discussed in detail for the coaxial environment to the on-wafer probed environment.

Several works have investigated the error mechanism of on-wafer characterization to
attempt to increase confidence in the measurements, which is fundamental for technol-
ogy validation and modeling [114], [117]-[122], with [123] presenting design guidelines
for layout, the measurement environment, and the construction of the probes. In [50], a
comprehensive uncertainty budget for multiline-TRL-corrected on-wafer S-parameter
measurements up to 110 GHz is presented. The study by [52] describes an uncertainty
analysis method, including a detailed analysis of the contributions of probe alignment
in the X-, Y-, and Z-coordinates, tilt angle, and rotation angle. Here, the longitudinal
directional offset of the probe was identified as a dominant error contributor. These stud-
ies identified RF probes and their positioning as a fundamental component in on-wafer
measurements. Hence, understanding and subsequently minimizing RF probe-related
measurement errors is critical for achieving high measurement accuracy and reliability in
on-wafer S-parameter measurements.

For this reason, section 7.2 describes the semi-automated probing system that was
developed for this purpose and furthermore introduces different types of probe alignment
errors. The probing system is critical as it defines the (lower) limits of probe positioning
accuracy. In this section, an introduction to advanced vision systems used for probe
tracking and control is given. Subsequently, section 7.3 introduces a model for evaluating
the probes planar alignment errors, including a study into the impact of this uncertainty
source in SOLR and TRL on-wafer calibrations.

Given the importance of probe alignment in on-wafer measurements, automated
RF probing is explored as an enhancement technique to improve spatial control and
thus achieve an electrical performance to improve measurement accuracy [45]. Such
an improvement in measurement accuracy was indeed reported when using an Radio
Frequency (RF)-sensing-based probe landing, planarization, and positioning techniques
[53], [54]. Others use dedicated nanorobotics for on-wafer probing systems with increased
spatial performance [55]. Section 7.4 extends this work with detailing techniques for auto-
mated on-wafer probe alignment, contacting, and planariza- tion. Here, various methods
are studied for automating RF probing, i.e., RF and DC measurements are explored for
automated contacting, and vision-based methods for analyzing probe pin mark metrics
are deemed valuable for evaluating contact positioning accuracy, planarization, and
over-travel control. Finally, section 7.5 summarizes the findings for this chapter.



7.2. PROBING SYSTEM AND PROBE ALIGNMENT TYPES 145

7.2. PROBING SYSTEM AND PROBE ALIGNMENT TYPES

On-wafer measurements require a probing control system to enable the accurate position
of the transition to the device under test, i.e., the probe-pad electrical interface. Fig. 7.1(a)
shows a semi-automated probing system developed at VSI, embedding picomotor-
actuated linear stages by Newport. The vision system shown in Fig. 7.1(b) comprises
two microscopes, allowing top and perspective view image acquisition unlike the com-
mercial counterparts embedding only a top-view camera. The top-view camera is used
for controlling the motion of the probe position. The perspective view images provide
additional images to enable a more accurate probe landing. The picomotors are driven
by an open-loop controller and provide a step size smaller than 30 nm. Consequently,
the accuracy of the translation is subject to the performance limitations of the vision
system. The probing system’s total spatial accuracy limits are, therefore, jointly set by the
performance limits of the probing system translation stages and the vision system.

VAN top-view
camera

(b)

Figure 7.1: (a) Probing system developed at VSL for on-wafer measurements. (b) a dual-camera vision system
for the VSL probing system.
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7.2.1. VISION SYSTEM

A calibrated vision system enables the measurement of on-wafer dimensions. This cali-
bration involves the usage of a reference sample, as shown in Fig. 7.2(a). The reference
sample includes stage micrometers and concentric rectangular patterns with known di-
mensions, which enables the calculation of the average pixel dimension corresponding to
the vision system embedding a camera, including a Photo Sensitive Detector (PSD) with
a known number of pixels. Fig. 7.2(b) depicts the average pixel dimension determined
using three different structures for the horizontal and vertical axes using image samples
ranging from 1 up to 50. The results illustrate the average pixel dimension sensitivity to
the reference structure and to the number of samples, which must be considered in the
combined uncertainty estimation. The average pixel dimension of the top-view camera,
expressed in micrometers per pixel, impacts the limits for controlling the motion of the
probe position. The small differences, in order of a few nanometers, between the aver-
age pixel dimension determined using three different structures, as shown in Fig. 7.2(b),
provide an increased confidence in the accuracy of the results.
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Figure 7.2: (a) A reference sample with stage micrometers and concentric rectangular patterns was used to
calibrate the vision system. (b) Vision system average pixel dimension was determined for three structures (CS1,
CS2, and CS3) versus the number of image samples used for the calculation.

The vision system camera also embeds multiple objectives with different magnifica-
tion factors to change the cameras Field Of View (FOV), which also impacts the average
pixel dimension, as evident from the calibration factor and noise results for different FOV
settings listed in Table 7.1. The noise given in this table is the standard deviation of the
20 images used to calculate the average pixel dimension. The results show, as expected,
that increasing camera FOV, which is obtained by reducing the optical zoom, reduces the
camera resolution and increases the noise.

7.2.2. PROBE POSITIONER
The probe positioners are designed to support the frequency extender units, avoiding
movement between the probe and the frequency extender unit. Adequate open-loop
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Table 7.1: The average pixel dimension and noise of the vision system were determined for the various FOV set-
tings.

FOV [um] Average pixel Noise [um]
dimension
[um/pixel]
1015x 1353 0.52 0.26
800 x 1066 0.41 0.20
540 x 720 0.28 0.17
505 x 674 0.26 0.22
416 x 555 0.21 0.20
268 x 357 0.14 0.21

performance of the positioner’s spatial accuracy is necessary to reduce the number of
iterations of vision-based position control for the final probe alignment. Each probe
positioner houses two Newport picomotors for X and Y-axis translations. The positioner’s
open-loop performance is investigated by repeatedly introducing a linear translation with
a predefined step to drive the motor. Subsequently, the traveled distance is measured
with a separate PSD excited by a laser, as shown in Fig. 7.3. Here, the laser is fixed, and the
PSD detector is mounted on the positioner to measure the movement independently.

Top view
microscope

Figure 7.3: Measurement setup for testing the spatial performance of the VSL probing system positioner.

The positioner is moved in a total of 1600 pum across each axis with a predefined step
size. Subsequently, the traveled distance in the desired axis and unwanted cross-axis are
measured with the PSD setup. The experiment results are shown in Fig. 7.4 and depict
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a clear cross-axis response for the positioner stage. The cross-axis movement is smaller
than 20 pm for the entire 1600 pm forward probe translation and 30 pum for the entire
1600 um sideways probe translation. Here, the cross-axis translation reduces to below
10 um for the 1600 pm forward and sideways probe translations when using a step size of
5.6 um. This step size shows the least cross-axis movement and should be employed to
drive the motors, but it requires vision-based convergence for translations smaller than
5 pm. The smallest step size of 2.3 um sets the accuracy limit of a vision-based control of
the motorized stage.

step: 2.3 um step: 5.6 um step: 11.2 um

cross-axis translation (uzm)

220 I I I I I I I
0 200 400 600 800 1000 1200 1400 1600

Probe forward traveled distance (um)

10

cross-axis translation (um)

30 I I I I I I
0 200 400 600 800 1000 1200 1400 1600

Probe sideways traveled distance (zm)

Figure 7.4: The translation performance of the probe positioner for three different step sizes (2.3 pm, 5.6 um,
and 11.2 um respectively) evaluated with a PSD detector. The dashed lines are estimated to fit each experiment’s
data.

7.2.3. PROBE ALIGNMENT

Repeatable measurements require accurate and consistent positioning of probe tips at
the measurement plane, with minimum lateral and vertical positioning errors. Fig. 7.5
illustrates three types of probe-substrate alignment errors. Here, Fig. 7.5(a) depicts an
ideal probe contact without positioning errors, and Fig. 7.5(b) shows the horizontal
positioning errors in the planar axes. Furthermore, probe tips must be planar to the
contact pads to avoid probe planarity errors, as shown in Fig. 7.5(c). The final positioning
error type is the sample rotation over the Z-axis, leading to an error shown in Fig. 7.5(d).

Each type of positioning error impacts the S-parameter measurement, but not all
have an equal likelihood of occurrence, nor do they impact similarly. Table 7.2 lists the
occurrence likelihood, based on calibration expertise, for each error type, identifying
probe horizontal alignment errors as the most common error type.
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(b)

()

Figure 7.5: (a) Ideal probe contact. (b) Probe contact with XY alignment error. (c) Probe contact with rotation-X
error, also known as planarization error. (d) Probe contact with rotation-Z error.

Table 7.2: Overview of different probe alignment error types.

Alignment error type Occurrence Ilustration
likelihood
Probe error in the XY-axis, horizontal alignment High Fig. 7.5(b)
Probe rotation error in X-axis, also referred to as low Fig. 7.5(c)
planarization error.
Sample rotation error in Z-axis. low Fig. 7.5(d)
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7.3. MODEL FOR EVALUATING PROBE ALIGNMENT MEASURE-

MENT ERROR
In the previous section, various probe alignment errors were described, and horizontal
misalignment of the probe was identified as the most likely error type. This section
proposes a model for evaluating the probe’s horizontal misalignment error in on-wafer
S-parameter measurements.

7.3.1. REF PROBES

RF probes are effectively a transition between the VNA and the on-wafer device, forming a
critical part of the measurement test bench. To develop a measurement model of a probe,
it is essential to understand the two fundamental components of a conventional RF probe:
the input and output interface of the probe. Fig. 7.6 shows the design approach of two
commercially available probe types with coaxial (a) and waveguide (b) input interfaces.
The input interface of the probe connects to the measurement instrument. Currently,
commercially available RF probes interface to the measurement system through a coaxial
or rectangular waveguide port. With coaxial connectorized probes supporting measure-
ment frequencies up to 110 GHz, and waveguide counterparts supporting frequencies
up to 1.1 THz [124]-[126]. The output interface of the probe enables on-wafer device

(a) (b)

Figure 7.6: RF probe design concept based on (a) coaxial input interface, and (b) waveguide input interface.

contact, and there are several probe tip configurations, each specifically designed for
dedicated applications. Here, ground-signal-ground (GSG) probe topology is the most
commonly used. Ground-signal (GS), signal-ground (SG), and ground-signal-ground
(GSG) configurations are used for single-ended measurements. In addition, dual signal
line probes such as GSGSG and GSSG are used for differential and multiport measure-
ments. Fig. 7.7 shows some commercially available GSG probe designs and illustrates
the diversity between the probe tip designs adapted by different manufacturers. Due to
diverse probe tip designs, a probe model can only be designed for a specific probe type.
The input connector, probe-tip configuration, and probe pitch size affect the operational
frequency range of a probe. On-wafer measurements at VSL predominantly use Infinity
probes by Form Factor, as shown in Fig. 7.6.
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(a) (b) (© (d)

Figure 7.7: GSG probe tip technology: (a) Picoprobe (100um pitch), (b) Air co-planar probe ACP (125um pitch),
(c) MPI probe (100um pitch), (d) Infinity Probe (125um pitch, and (e) | Z| probe (125um pitch). [127]
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7.3.2. PROBE MODEL FOR FINITE ELEMENT METHOD-BASED SIMULATIONS

(0 (d)

(® (h)

Figure 7.8: Images of an Infinity series GSG probe with 150 um pitch acquired with a calibrated microscope at
VSL. (a) Bottom view of the three tips. (b) Bottom view of the signal tip. (c) Front view of the entire probe body.
(d) Front view of the signal tip. (e) Bottom view of the entire probe body. (f) The bottom view of the probe tips.
(g) Bottom view of the entire probe body. (h) Side view of the ground ground tip.
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This section focuses on developing a model for the Infinity coaxial probe '150” with 150 um
pitch size. The mechanical design and corresponding dimensions are needed to build a
probe model for Finite Element Method (FEM)-based EM simulations. The dimensions
of the probe tips are measured using calibrated microscopes at VSL and are shown in
Fig. 7.8. While Table 7.3 summarizes the dimensional parameters of the Infinity I50 probe
measured.

Table 7.3: Dimension of I50 Infinity coaxial probe measured using microscope images

Dimension | Value (um)
Probe pitch (Lpich) 150
Tip contact width (W) 12
Tip contact length (L) 10
Tip base width (W) 40
Tip height (Ly,) 50
Tip pad width (W) 75
Tip pad length (L) 80
Tip front projection (L) 20
Inter-pad distance (Lq4) 75
Probe tip feed width (Ly¢) 125
Probe front width (L¢) 440
Probe head length (L) 550
Probe head width (Lpw) 780

Using the information from table 7.3, a probe model is designed in CST studio software.
Only the probe tips are considered for the model, as the study only aims to investigate
the effect of probe misalignment in on-wafer measurements. The remaining part of the
probe is not considered in the design. A CPW transmission line is used to feed the probe
tips properly, as shown in Fig. 7.9. Here, the CPW line is designed on an alumina substrate
having dielectric constant €, = 9.9, loss tangent tané = 0.0001, and thickness of 20 um.
Perfect Electric Conductor (PEC) material was used for probe tips and CPW line.

A similar approach is subsequently used for designing models for the Infinity probes
with 50 um and 100 pm pitch size, as shown in Fig. 7.10. For brevity, we do not include the
microscope images used to measure the probe tip dimensions.
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Figure 7.9: Simulation model of I50 Infinity coaxial probe designed in CST (a) top view, (b) bottom view, (c) front
view, (d) side view, (e) perspective view

(@ (b)

Figure 7.10: CST Model of Infinity series GSG probes. (a) Model with 50 pm pitch. (b) Model with 100 pm pitch.
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SIMULATION OF PROBE ALIGNMENT OFFSETS

Several EM simulations are performed to collect data to develop a behavior model for
evaluating probe misalignment errors. For this, a probe model with a 50 um pitch size,
developed in the previous section, is simulated with CPW short, open, load, thru, and
transmission line structures designed for operation up to 320 GHz. Fig. 7.11 depicts the
planar probe offset introduced during the EM simulations. Here, the probe offset vector
is specified with magnitude | XY| and phase ZXY. Each device is simulated with offset
vector magnitude ranging from 0 um up to 10 pum with 2.5 um steps, while /XY is ranged
from 0° to +180° with +45° steps.

XY

- 10.0um

pRY:)
o

XY -
135°0 Tl e 45°

/\/‘: -}~ _5.0um

2.5um," N\

"¢

180°=: : j , ‘: 3 o 0°

Figure 7.11: Probe offset vector specified with magnitude | XY | and phase ZXY.

Fig. 7.12 shows the EM simulation structure of the two probes in combination with
CPW short structures. The probe planar offset errors are sequentially introduced to collect
the necessary S-parameter dataset. The CPW lines of both probes are terminated with
waveguide ports to feed the desired input signal necessary for the simulations. Also,
the frequency domain solver is combined with 3rd order solver for the highest accuracy.
Furthermore, a dedicated localized mesh is designed to improve the accuracy of the
simulations.

The EM simulation results for the Short, Open, and Load structure at 320 GHz are
shown in Fig. 7.13. The probe errors are maximum in the forward and backward direction,
while almost negligible in the sideway directions. Also, the high mismatch structures,
i.e., Short and Open, are more sensitive to probe alignment errors than the match load
termination.
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Figure 7.12: CST model for simulation for 50 um pitch size Infinity probe landed on a short structure with XY

offset errors.
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Figure 7.13: EM simulation results at 320 GHz for 50 pum pitch size Infinity probe landed on (a)-(b) Short, (c)-(d)
Open, and (e)-(f) Load structures with XY offset errors.



7.3. MODEL FOR EVALUATING PROBE ALIGNMENT MEASUREMENT ERROR 157

The frequency sensitivity of probe misalignment is shown in Fig. 7.14.
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Figure 7.14: Probe offset XY results for the Short device, (a)-(b) results at 100 GHz, (c)-(d) results at 200 GHz, and
(e)-(f) results at 300 GHz.

Using the EM simulation dataset illustrated in Fig.s 7.13 and 7.14, the corresponding
behavior model for each device is derived using the following equation. The proposed
closed-form solution allows the calculation of the S-parameter error for each device by
specifying the operational frequency (f), probe position error vector with magnitude
| XY, and phase ZXY in the following:
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7.3.3. IMPACT OF PROBE ALIGNMENT ERRORS IN SOLR AND TRL CALIBRA-

TIONS

The behavior model for estimating probe misalignment errors is used for error propaga-
tion in the TRL and SOLR calibrations. For this, Monte Carlo simulations are performed to
study the impact of probe misalignment errors on the TRL and SOLR calibration accuracy.
Fig. 7.15 depicts this study’s proposed Monte Carco simulation setup for the TRL method.
Here, the proposed model provides the error estimates for each device performing the
TRL and SOLR calibrations. These error estimates are subsequently used to generate the
covariance matrix for generating Monte Carlo input error samples. In total, 1000 samples
were used for each frequency point during the Monte Carlo simulations.

Reference data (REF)
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Figure 7.15: Monte Carlo simulation setup used to propagate Probe XY-offset errors through TRL calibration.

The Raw data used for the TRL or SOLR calibration devices is collected using the
proposed probe models, such as the one shown in Fig. 7.16(a). The corresponding
Reference data is collected by removing the probe model and positioning the waveguide
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port at the reference plane position, as shown in Fig. 7.16(b). Here, the reference data for
each device used in the calibration is acquired with waveguide ports positioned at the
reference plane position.

Measurement plane

(b)

Figure 7.16: (a) Acquisition of EM simulation-based raw data for the calibration standards by embedding RF
probe and introducing probe alignment errors. (b) Acquisition of EM simulation-based reference data for the
calibration standards at the reference plane position.

Finally, a highly mismatched Short device is calibrated, and corresponding probe mis-
alignment errors are estimated using TRL and SOLR calibrations. The error propagation
results for the device are shown in Fig. 7.17.
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Figure 7.17: S-parameter Error Vector Magnitude (EVM) resulting for probe displacement error of 2.5 ym and
10 um determined with Monte Carlo uncertainty propagation in TRL and SOLR calibrations.

The matched load results for TRL show an increased uncertainty at frequencies below
30 GHz. This is expected due to the limited length of the transmission line used for the
TRL method, as the calibrations fail by not meeting the 1/4 requirement. The SOLR
calibration is primarily used for frequencies below 110 GHz using characterized SOL
calibration standards. The SOLR calibration exhibits much larger probe displacement
errors for frequencies up to 110 GHz. As SOLR relies on characterized SOL devices, this
also makes the technique more susceptible to probe displacement errors, as these directly
impact the reference value. Whereas the TRL does not rely on pre-characterized through
and line standards, these are much less susceptible to probe displacement errors, as
evident from the results shown in Fig. 7.17. However, errors for TRL are proportional
to frequency and become noticeable at frequencies exceeding 100 GHz and dominant
at frequencies exceeding 200 GHz. Both methods are also susceptible to the probe
displacement magnitude, as substantial increases in SOLR and TRL calibration errors are
noticed for probe displacement error increased from 2.5 ym to 10 pm.



7.4. AUTOMATED PROBING TECHNIQUES FOR ON-WAFER MEASUREMENTS 161

7.4. AUTOMATED PROBING TECHNIQUES FOR ON-WAFER MEA-
SUREMENTS

In the previous section, where a misplacement error of +10 um resulted in an error vector
of a calibrated mismatched device in the order of 10ths of milli-T', we can clearly identify
the placement accuracy as a key requirement to enable metrology grade accuracy in the
higher mm-wave ranges of on-wafer measurements. To enable this, recall that manual
probe stations provide placement accuracy in the order of £10 um as shown in Fig. 7.4.
While computer-controlled motorized manipulators provide positioning accuracy in
the order of +2 um, a detailed study to identify the methods to improve the placement
accuracy is required. This section presents methods for automated alignment of the
probe, resulting in a precisely controlled on-wafer measurement. Fig. 7.18 sequentially
illustrates the probe and substrate contacting process, identifying the necessary steps.

@ (b)
Probe Probe
VNA cable tracking & control landing
probe landing landing
position VNA cable position
o o o E 1 contact
> > » : contact pad
i }ad
substrate ‘ ‘ substrate ‘
O) (d)
Probe Probe
Over-travel pin mark metrics
—) landing measurement
position lane
VNA cable \ /P
P Pin
= robe ' probe
- ﬂ_ overtravel contact
marks

substrate ‘ substrate

Figure 7.18: A sequential overview of automated probing for on-wafer measurements. (a) Shows vision-based
probe detection and control technique for planar alignment. (b) Depicts RF-sensing-based probe contact-
ing method. (c) Illustrates vision-based probe detection method for over-travel control. (d) Demonstrates
vision-based probe pin mark metric analysis for probe planarization, over-travel, and convergence parameter
evaluation.

First, a probe detection and tracking method is presented for aligning the probe above
the landing position fixed on the contact pads, as illustrated in Fig. 7.18(a). The proposed
method is based on evaluating the Cross Correlation (CC) factor between the probe shape
image stored in the reference database and the top-view camera image. Once the probe
has converged to the desired landing position, the probe initiates the landing algorithm
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to establish electrical contact with the on-wafer device, as shown in Fig. 7.18(b). For this,
an RF-sensing-based probing method that allows automated and accurate landing of the
probe is employed [53]. Upon realizing a touch-down, the probe’s downward translation
continues to establish a stable electrical contact, leading to the forward movement of the
probe away from the landing position, identified with the over-travel distance shown in
Fig. 7.18(c). Here, the cross-correlation technique is again used to track the horizontal
displacement of the probe and its corresponding over-travel value. Finally, pin-mark
metrics are analyzed with the vision system to translate the electrical contact position
with the probe shape image used by the tracking algorithm depicted in Fig. 7.18(d). The
method allows automated evaluation of probe planar position, planarity, and over-travel
distance.

7.4.1. VISION-BASED PROBE DETECTION & CONTROL

The method developed during this work to detect and control the position of the measure-
ment probe is based on a software control loop via the camera system, i.e., vision-based.
The method evaluates the cross-correlation factor of the probe image acquired with the
top-view camera compared to that of the reference (previously stored) image. In previous
works, such as in [128], the RF probe was automatically aligned by detecting the edges
of the alignment pattern. While [129] proposed a visual tracking method based on tem-
plate matching for aligning the RF probe, and [130] controlled the RF probes using the
open-source OpenCV Library. This section presents a probe alignment method based on
evaluating the CC factor between the probe reference and top-view images.

MEASUREMENT SETUP

The probing system shown in Fig. 7.1(a) is used to evaluate the proposed probe tracking
method. The vision system has a top-view high-resolution microscope for tracking
the probe position. The Infinity series ground-signal-ground (GSG) probe with a pitch
size of 125 um from Cascade Microtech is used for the experiment. The vision system
achieves the automatic probe alignment, which acts as a feedback loop for detecting and
controlling the position.

The probe detection algorithm plays a fundamental role in automizing probe posi-
tioning as its accuracy directly sets probe convergence accuracy. The top-view camera
used during these experiments has 1944x2592 pixels. The FOV is set to visualize the probe
and the DUT. Furthermore, the top camera is calibrated using a Newport resolution test
target Res-1, as shown in Fig. 7.2(a). The calibrated FOV is estimated at 642 x 855 pm, and
the average pixel dimension is 0.33 um/px.

PROPOSED METHOD

Probe detection is achieved by computing the CC factor between the top-view image and
areference image of the probe. The CC factor evaluates the similarity between the two
images and determines the location with the highest correlation throughout the top-view
image. Therefore, the location with the highest CC factor determines the probe’s location.
First, the reference image of the probe is acquired and transformed into a black and white
(BW) image, as shown in Fig. 7.19(a).
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Figure 7.19: Top-view images achieved with the microscope: (a) probe body, (b) full probe body - sample image
(color), (c) BW version of (b).

The probe signal-tip coordinates reference to the probe body are estimated by evaluat-
ing the probe body location before and after making contact and subsequently evaluating
the position of the signal-tip markings, as shown in Fig. 7.20.

The configuration of the probe body forms a critical element of probe detection. All
images acquired with the vision system are binarised into black-and-white images using
a threshold highlighting the probe body. This allows the processing of the images as 2D
matrices instead of initial 3D matrices, resulting in a faster and computation-friendly
approach. First, a top-view image is acquired, and the probe body is extracted and
binarised with the user-estimated position of the tips. Second, the probe tracking is based
on the cross-correlation between the probe-body and the image under the FOV. The
entire FOV image is subsequently processed with a binarised probe body matrix using
the cross-correlation function. The CC factor is computed using the Matlab function
normxcorr2, which computes the normalized cross-correlation of two matrices (top-
view and reference images). This method allows the accurate estimation of the probe
position in the FOV, estimated with the position of the highest correlation factor. The
cross-correlation is robust in tracking the probe position because it is less susceptible to
local changes that can arise while the probe moves along the FOV. The coordinates with
the highest correlation are obtained in the proposed algorithm when the probe reference
image is precisely located on top of the probe in the top-view image. The probe detection
algorithm works as follows:

* First, the top-view image is acquired and binarized (transformed into a BW version),
as is shown in Fig. 7.19(b - ).

* Second, the CC factor is computed between the BW top-view and reference images.
e Third, the indexes (X-, Y-) with the highest CC factor are obtained.

* Finally, the probe location is obtained by applying the offset between the indexes
and the coordinates of the tip.
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(©) (d)

Figure 7.20: A visual illustration of the probe-tip position calibration technique. (a) The first image is acquired
by positioning the probe in front of the contacted pads. The contact pads and probe shape are detected
independently, denoted by their position in the FOV, and are identified with R1 and R2(1), respectively. (b) The
second image is acquired while the probe is landed on the contact pads. Here, the probe body is tracked, and its
position is identified with R2(2). (c) Subsequently, the probe is lifted and moved outside the FOV, and the image
of the contact pads is acquired. Here, the probe pin markings are now visible, and their position is identified
with R3. (d) Finally, by overlaying images from (b) and (c), the position of the tips on the probe body can be
determined.

To accurately contact a given location on the DUT, it is necessary to determine the ex-
act position of the probe tips within the probe body object used for tracking purposes. The
exact position of the tips is estimated with the images collected pre- and post-contacting,
as shown in Fig. 7.20. First, the probe is positioned before the contact pads, and image
(A) is acquired, as shown in Fig. 7.20(a). Subsequently, the contact pads and the probe
body are defined as objects with the corresponding positions denoted with R1 and R2(1)
in the FOV. Once the contact and probe tip’s initial positions are defined, the probe
converges and automatically realizes a contact, and again, an image is acquired, as shown
in Fig. 7.20(b). Subsequently, the probe is lifted and moved away from the contact pads,
highlighting the probe tip marking on the contact pads, as shown in Fig. 7.20(c). Finally,
by overlaying images from (b) and (c), the position of the tips on the probe body can be
determined.
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EVALUATION OF THE PROPOSED METHOD

The following measurement experiment evaluates the probe position and convergence ac-
curacy. Ten repeated measurements of a short structure are performed on an Impedance
Standard Substrate (ISS) substrate shown in Fig. 7.21(a). The target position was set for
each measurement at an identical location (466.62 p m, 302.28 u m), identified with the
red dot shown in Fig. 7.21(a). After the probe landing, an overskating distance of 1 ; m was
applied to each contact. Fig. 7.21(b) shows the image acquired after the ten consecutive
contacts in which the probe landing was realized using an algorithm developed in [131].

(b)

Figure 7.21: A short device with probe-target coordinates. (a) Device before landing, (b) Device after 10 contacts
with visible pin markings. (c) The zoomed-in image of the signal tip pin marking.

The results of this experiment are shown in Fig. 7.22, where the blue asterisks represent
the centroids of the landing marks generated by the probe signal tip, and the red circle
shows the target coordinates. The cloud of blue asterisks presents an offset from the target
position, which is an offset correction that can be easily applied (as a vector correction)
to further refine the effective position of the electrical contact. However, the dispersion of
the cloud shows the repeatability in the landing and, therefore, is a good indication of the
landing repeatability bound that can be achieved by the probe detection algorithm. The
standard deviation in the X-axis is 0.72 um, and on the Y-axis, it is 0.73 pm.
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Figure 7.22: Estimated centroids for 10 landing marks of the RF probe.
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7.4.2. RF-SENSING-BASED PROBE LANDING

This sub-section complements the previous section by outlining an automated prob-
ing method based on the RF-sensing principle. Here, continuous reflection coefficient
measurements are conducted during the downward translation of the probe and provide
quantitative means for detecting probe contact. The conventional method of probing
relies on detecting the transversal movement of the probe tips due to the probe-substrate
contact [128], [132], [133]. The operator evaluates images from a top-view microscope and
decides to detect transversal probe displacement as sufficient for a reliable subsequent
microwave measurement. Based on this technique, the quality of on-wafer device charac-
terization is highly user-dependent, making this approach unwanted for measurements
at the NMI-level. Previous works [128], [132], [133] have explored the development of
automated on-wafer contacting techniques to improve measurement repeatability. In
[132], continuous evaluation of variations in the input reflection coefficient (I') measure-
ments during the measurement probe’s downward translation allowed accurate contact
detection. However, a detailed assessment of the correlation between the probe-sample
interaction and the measurement parameters remained missing. Hence, a detailed experi-
mental evaluation of the correlation between probe-sample distance and I' measurement
parameter is included.

SIMULATION MODEL

FEM-based EM simulations are employed to investigate the RF-sensing-based probe
contact detection and evaluate the method’s sensitivity for the various measurement
parameters, i.e., reflection coefficient and probe height. The probe model proposed in
section 7.3 is used for the proposed EM simulation model shown in Fig. 7.23. The probe
is positioned at 100 um height above the on-wafer short structure to emulate a situation
before the probe landing. Alumina with €,=9.9 and a thickness of 635 pm was used as
substrate. To emulate probe landing, the probe height is reduced using a parametric
sweep with a step size of 10 pm until 20 pm height, and subsequently, a step size of 5 um
is employed until the probe realizes contact with the device. The simulation settings are
given in Table 7.4.

b4

L.

Figure 7.23: CST model for probe contact simulations using an Infinity probe model with a waveguide port
for excitation of the structure. The sequential downward translation of the probe continued until probe tips
contacted the on-wafer device.

z

Fig. 7.24 shows the simulation results for the reflection coefficient (I') magnitude and
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Table 7.4: Parameter settings in CST Studio Suite

Parameter Value

Frequency range | 0.01 to 50 GHz
Background normal (vacuum)
Boundaries open boundary

Solver time domain solver

Mesh type hexahedral mesh
Accuracy -60 dB

Mesh settings adaptive mesh refinement
Excitation waveguide port

phase parameter at 50 GHz as a function of probe height. Here, I results are normalized
to I" value acquired at 100 um probe height.
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Figure 7.24: CST simulation results for the reflection coefficient (a) phase parameter (£I') and (b) magnitude
parameter (|T'|) at 50 GHz as a function of probe height. Here, /T results are normalized to the value acquired at
100 um probe height.

The T results for the phase parameter (£TI') shown in the left y-axis of Fig. 7.24(a)
illustrate an abrupt change upon probe landing, while the results depicted in the right
y-axis is the same data but excluding simulation value at probe contact. It is evident
the I results for the magnitude parameter (|I'|) seem to be less sensitive to probe height.
Furthermore, /T results also show the ability to predict the probe height as the parameter
shows substantial sensitivity to probe height. Subsequently, Fig. 7.25 shows the /T results
for several frequencies to investigate the frequency dependence. Results acquired for the
highest frequency at 50 GHz show the largest sensitivity to probe height.
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Figure 7.25: CST simulation results for the reflection coefficient phase parameter (ZT') for several frequencies
are depicted with markers. Solid lines are the polynomial fits for the corresponding simulation results. Here, I'
results are normalized to I value at 100 um probe height.

The data fits shown with solid lines in Fig. 7.25 are derived using the second-order
polynomial equation as follows:

A/T(dy) = ad’ + bdy, + ¢ (7.2)

Here, a, b, and c are fit contestants for each device’s fitted function. Parameter dj, is the
height of the probe. The results shown in Fig. 7.25 are highly dependent on the probe
and substrate properties and, hence, are identified as RF-signature for the specific probe-
substrate combination. An interesting parameter worth investigating is the height sensing
resolution, primarily set by the VNA measurement noise. Here, the data fit of Equation 7.2
provides the ability to calculate the probe height sensing resolution by propagating the
VNA'’s |T'| measurement noise through the partial derivative of Equation 7.2, more details
on linear uncertainty propagation are provided in section 2.2.3. Using this information,
the step size of the height detection algorithm could be efficiently determined for high-
precision probe contacting.

EXPERIMENTAL VALIDATION

Fig. 7.26(a) shows the experimental setup designed for investigating the correlation
between probe-substrate distance and the I' measurement. During the measurements,
a ground-signal-ground (GSG) probe is positioned above a CPW short-device on an
ISS, with a typical starting probe-substrate distance of 100 um. The substrate is placed
on an XYZ-translation stage and moved towards the probe with upward translation. A
combination of a PSD and a laser unit enables height control with a resolution of 0.5um.
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Figure 7.26: (a) Test-bench developed for investigation of correlations between probe-substrate distance and I'
measurements. (b) I' measurement versus probe-substrate distance. The top and (overlapping) bottom 4 curves
are magnitude and phase, respectively.

The experiment starts with positioning the probe about 100 um above the substrate
with a 10 um step size until the probe-substrate distance reduces to less than 10 yum, at
which a 2 um step size is used until establishing a contact. Upon which a pre-defined over-
travel distance of 10 um is used to establish as precise electrical contact. Following each
translation step, measurement software automatically acquires 100 points of I' values at
the four measurement frequencies ranging from 10 MHz to 30 GHz. Ten probe-substrate
contact experiments provide sufficient I' measurements for evaluation, with Fig. 7.26(b)
depicting the polar components of I' values as a function of probe height. From these
results, it is evident that the probe-substrate contact event initiates an abrupt transition
in the T value, as predicted by the EM simulations. The following expression allows
automatic detection of such transition events:

|rn - Fn—ll
Vstd(T )% + std(T,_1)?

ATyppo1 = (7.3)

Here, the identification of probe contact requires the difference between measure-
ment values acquired at two successive positions, denoted with n and n-1, to significantly
exceed the corresponding noise values. The software uses a threshold value 1000 for the
AT j,,,—1 >> 1 condition. To demonstrate the algorithm’s effectiveness, the phase compo-
nent of I' measurement results depicted in Fig. 7.26(b) are analyzed using Equation (7.3)
and shown in Fig. 7.27 for two measurement frequencies.
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Figure 7.27: T phase measurement results of Figure 7.26 analyzed using Equation (7.3).

The results show a variation in the probe contact detection height. Due to this reason,
the results shown in Fig. 7.27 are normalized to the mean height value, which is assumed
to be zero at the point of contact.

PROBE SPATIAL RESOLUTION

The measurement setup shown in Fig. 7.26(b) is used for evaluating the probe height
resolution. An I50 infinity probe with a pitch size of 150 pm is used, and the measurements
are performed at five frequencies: 0.1 GHz, 1 GHz, 10 GHz, 30 GHz, and 50 GHz. The probe
is initially positioned at a height of around 100 um, and the probe is moved downwards in
steps of 10 um until the height of 20 um is reached. At this point, the height step is reduced
to 2 um. Table 7.5 lists the estimated VINA measurement noise for every frequency.

Table 7.5: S11 measurement noise for the magnitude and phase components

Frequency \ o|l’| \ 0 /T (degrees)
0.1GHz | 6x107 1.8 x1073
1 GHz 5 x107° 0.7 x10°3
10 GHz 4 x107° 1.2 x10°3
30 GHz 4 x107° 3.3 x103
50 GHz 6 x107 6.9 x103

The probe’s spatial resolution results shown in Fig. 7.28 are determined by multiplying
the VNA measurement noise with the partial derivative of Equation 7.2. The best resolu-
tion is achieved for 10-50 GHz frequencies, and it improves with decreasing probe height.
The lowest value of almost 40 nm for height below 2 um. These results can subsequently
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be used to optimize the probe landing algorithm by predicting probe height and selecting
the appropriate step size.
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Figure 7.28: Probe height resolution results for several measurement frequencies.

DC CONTACT RESISTANCE

The RF sensing-based probe contact detection extends with evaluating the probe’s DC
resistance during the landing. For this, the probe landing event is divided into three
stages. The first stage is when the probe is in the air. The second stage means the probe is
in close proximity to the substrate, and the third stage indicates a probe-substrate contact.
This experiment evaluates RF and DC measurement noise behavior to detect each of the
three identified stages.
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Figure 7.29: (a) Broadband input reflection coefficient measurement noise values estimated simultaneously
during probe landing exercise. (b) Measurement of DC resistance simultaneous to input reflection coefficient at
1 GHz during probe landing exercises performed on a short device embedded on ISS and Fused Silica substrates.
The probe landing exercises start with the probe positioned on top of the contact pads. Subsequently, the probe
is moved downwards until it arrives in close proximity. Finally, stable probe contact is achieved, and downward
translation is continued until desired overskating distance is realized.
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This measurement experiment uses an infinity series ground-signal-ground (GSG)
probe with a pitch size of 150 pm from Cascade Microtech. The probe contacts a short
structure embedded in an ISS and Fused Silica substrates. The initial height of the probe
at the start of the experiment is a few hundred micrometers, and a step-wise downward
translation enables a probe-substrate contact. A Keysight PNA is used for 10 MHz to 67
GHz I measurements. A DC resistance measurement is simultaneously acquired from
the VNA to validate the three-stage contact detection method with two different substrate
technologies, i.e., [SS and Fused Silica substrates. Like the previous experiment, a GSG
probe is landed on a short structure. Fig. 7.29 shows the DC resistance and 1 GHz I’
measurement results for both substrate technologies. It is evident from the results that
DC resistance and Gamma noise behavior are suitable for detecting all three different
stages of a probe-substrate contact. Furthermore, stable electrical contact detection, the
third stage, allows an accurate definition of the overskating distance.

7.4.3. VISION-BASED PROBE PIN MARK METRICS EVALUATION

This section presents methods for automated probe planarisation and over-travel dis-
tance control necessary for RF on-wafer measurements. Furthermore, a non-contact
probe alignment technique is presented, combining RF-sensing and a dedicated signal-
processing technique. The probe planarisation and over-travel distance control use a
top-view camera combined with image processing algorithms. The use of probe tip marks
is an adequate way of achieving probe planarisation and over-travel distance control
within 1 ym. The probe-substrate alignment process includes critical probe planarization.
An advanced method combining a vision system and RF-sensing for contact-based probe
planarization reported further improved results [54], [128]. However, sideways translation
due to tilt is not endorsed with the probe in contact as it risks damaging the probe tips.
This section presents methods for probe planarization and over-travel control, relying on
a vision system, reflection coefficient measurements, and dedicated image processing
techniques.

PROBE PLANARIZATION

The proposed planarization method uses the top-view camera for automatic planarization
of the probe. Here, a top-view image of the tip markings is acquired after the probe
contact and subsequently processed by the algorithm developed to evaluate the probe tip
markings metrics, i.e., length and width parameters. Automated probe landing is realized
using the method outlined in [131]. Subsequently, the length and width of markings are
estimated and used to control the probe tilt angle until planarization is reached.

For experimental validation of the proposed method, the probe is tilted towards the
right side, and eighteen landings are realized along the length of a transmission line
structure on an ISS from Form Factor. The probe is tilted with a constant angle towards
the left side between each landing. Fig. 7.30(a) shows the top-view image of the pin marks
resulting from the nineteen probe landings, whereas Fig. 7.30(b) shows the length of each
pin mark estimated with the algorithm. Marks resulting from both ground tips exhibit
strong sensitivity to probe tilt angle, as illustrated in Fig. 7.30(b). The signal tip marks
show a much weaker sensitivity to probe tilt angle. This information is sufficient for the
planarization of the probe.
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Figure 7.30: (a) GSG probe tip marks resulting from 19 landings along the length of a transmission line standard
during probe planarisation exercise. Top-view images are analyzed by the image processing algorithm. (b) The
length of each mark for the three probe tips resulted from 19 landings during the probe planarisation exercise.

PROBE OVER-TRAVEL
For accurately controlling the probe over-travel distance, a method is developed to com-
plement the automatic contact detection technique proposed in [131]. Upon contact
detection, the proposed algorithm uses the top-view images to control the probe over-
travel distance precisely. For this reason, a calibrated top-view camera is necessary.

The following experiment demonstrates the effectiveness of the proposed method.
An Infinity series GSG probe with 150 pm pitch lands ten times along the length of a
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transmission line structure on an ISS substrate. The method presented in [131] realized
the probe landing and the top-view camera controls the probe over-travel distance until
the desired value is reached. For the first contact, the over-travel distance is set at 1 pm
and increased by 1 pm for each subsequent contact. Hence, the over-travel distance for
the tenth probe landing is set at 10 um. Subsequently, the probe signal-tip marks resulting
from ten landings are analyzed. Fig. 7.31 depicts the length of the signal-tip mark resulting
from each landing. The probe tip mark is a combination of two components. First, an over-
travel insensitive component estimated at 10 um for the probe-substrate combination.
The second component is identical to the probe over-travel distance controlled with the
top-view camera. It is evident from Fig. 7.31 that the proposed method effectively controls
the probe over-travel distance to within 1 um.
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Figure 7.31: The signal-tip mark length estimated from the 10 landings during the probe over-travel control
experiment.

7.5. CONCLUSION

The probing system performance is detrimental to probe positioning accuracy, a dom-
inant uncertainty source in on-wafer measurement exceeding 100 GHz frequencies. A
semi-automated two-port probing system is designed with linear piezo picomotor actu-
ated linear stages. The probe positioners’ horizontal positioning accuracy was around
6 pum, upon which the vision-based probe convergence algorithm is employed for final
probe positioning with error smaller than 1 pm.

A Monte Carlo simulation model for evaluating probe positioning errors for on-wafer
CPW S-parameter measurement is proposed. The Monte Carlo simulation employs a
dedicated model for each calibration device used in TRL and SOLR calibrations. This
approach effectively studies the impact of probe positioning errors on TRL and SOLR
calibration algorithms up to 320 GHz. The Monte Carlo simulations have shown the TRL
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method to be more sensitive to probe positioning errors.

Automated probing methods are developed to ensure accurate and consistent on-
wafer measurement over an extended time. First, vision-based probe tracking is imple-
mented using a cross-correlation method, which is robust and efficient for RF probe
alignment. The measurement results of the proposed new probing alignment method
indicate an achieved positioning accuracy of better than 0.8 um. Subsequently, the
RF-sensing-based probe landing method showed promising results. The study on the
correlation between probe-substrate distance and I' parameter in on-wafer measure-
ments provides an RF signature for advanced probe landing. The probe height resolution
of around 100 nm was achievable based on the measurement experiment results. The
measurement results led to a better understanding of the interaction between various
parameters involved in on-wafer probing and the development of an automated contact
event detection algorithm. Finally, the vision-based probe pin mark metric evaluation also
demonstrated highly promising results. Probe-tip markings are suitable for planarizing RF
probes in on-wafer measurements and controlling the probe over-travel distance. These
results are operator-independent and suitable for automized on-wafer measurements



CONCLUSION

8.1. THE OUTCOME OF THE THESIS

Advanced uncertainty evaluation techniques

Traceable measurements require an uncertainty analysis that accounts for all known
sources of uncertainty. Chapter 2 starts with considerations for developing state-of-the-
art coaxial VNA test benches, and chapter 3 extends with detailing techniques for accurate
uncertainty evaluation, advancing upon three critical uncertainty sources: VNA noise,
test-port cables, and coaxial connectors.

The VNA noise is a critical uncertainty source in applications demanding low-noise
performance, i.e., high attenuation and extreme impedance measurements. The pro-
posed model for evaluating the noise performance of VINA measurement channels uses
a two-localized noise sources approach to replicate the channel noise behavior under
varying loading conditions. The model is deemed elemental to the analysis of the cor-
relations between the incident a-wave and scattered b-wave measurement channels,
their corresponding noise sources, and their influence on both magnitude and phase
components of S-parameters. These insights form the basis for developing the single-
source interferometer-based broadband VNA for ultra-low-noise performance outlined
in chapter 5. The validity of the proposed noise model is demonstrated through excellent
agreement of its predictions with measurements over a wide range of reflection and
transmission coefficients.

Another critical uncertainty source in the coaxial VNA test bench is the device inter-
linking the VINA to the DUT, namely, the test-port cable. The S-parameter errors resulting
from the movement of test-port cables directly impact all successive measurements. Two
evaluation techniques are proposed, each targeting a different accuracy level. The use
of a motorized translation stage to investigate the cable movements led to insights into
the systematic, random, and drift errors, a distinct advantage from previous works. The
first method relies on a single high-reflect termination, leading to an underdeterministic
system. Nonetheless, the technique effectively characterizes the cable’s most dominant
contributor, the transmission error term. The second, more accurate method relies on the
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ECU and effectively evaluates the entire two-port error network of the cable. Sequentially,
systematic and drift cable movement errors are de-embedded for increased accuracy.

Understanding coaxial connector pin gap errors has substantially improved mea-
surement accuracy at the NMI level worldwide. A model allowing the calculation of
3.5 mm coaxial connector pin gap S-parameters with corresponding uncertainty is de-
veloped. This model is critical to the realization of traceable reference standards and
measurements, as demonstrated in chapter 5, outlining the traceable model of coaxial
transmission lines used as reference standards.

Advanced ripple method for uncertainty evaluation

The coaxial air-dielectric transmission lines are employed in VNA uncertainty analysis
using the so-called ripple technique. The introduction of the time domain evaluation
using the TDSE analysis allowed the evaluation of the residual error terms in the complex
form. The work outlined in chapter 4 introduced several improvements in the ripple
method. First, a measurement model of the transmission line is introduced, which al-
lows the extraction of the transmission line properties for the TDSE analysis using the
transmission line S-parameters. This model is especially useful when only the complete
transmission line S-parameter dataset is available, instead of S-parameters corresponding
to the individual connectors and transmission line section, which requires a complex
characterization approach outlined in chapter 5. Then, the transmission line mounting
errors are introduced, followed by detailing the correct mounting techniques. Here, the
susceptibility of the ripple method for mounting errors is highlighted. The TDSE algo-
rithm for evaluating transmission line properties is sensitive to several measurement
parameters. The error limits of the signal processing algorithm are studied using simu-
lated datasets, and the approach is useful for broader time domain analysis employed in
S-parameters measurements. Finally, a complete VNA uncertainty evaluation is demon-
strated, including error contributions of the previously outlined topics, and the method is
presently referenced in the EURAMET VNA guide [24].

Model for traceable coaxial transmission line evaluation

Reference standards are a considerable uncertainty contributor in S-parameter mea-
surements. Air-dielectric coaxial transmission lines are arguably the most widely used
reference standard for establishing traceability. Chapter 5 proposed a model for traceable
evaluation of transmission line S-parameters supported with advanced uncertainty eval-
uation, a distinct advantage with previous works. The model consisting of closed-form
equations directly relates the transmission line mechanical and material parameters with
the corresponding S-parameters. It accounts for non-ideal connector effects, diameter
variations in the center and outer conductors, and eccentricity offsets. The advantage of
the proposed model is its ability to derive the necessary Jacobian matrix necessary for
advanced uncertainty evaluation, a distinct advantage compared with previous works.
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Interferometer-based VNA test-bench

Chapter 6 proposes novel calibration and measurement solutions for extreme impedance
measurements. The detailed evaluation of present interferometer solutions and the
insights from the noise model of chapter 3 were critical for developing the new active
single-source interferometer design. Only active interferometer topology was shown
to achieve cancellation for the entire dynamic range of the reflection coefficient mea-
surement. Unlike previous works, the proposed solution was demonstrated through
broadband on-wafer extreme impedance measurements up to 18 GHz, achieving noise
reduction up to 18 times compared with conventional VINA values. Furthermore, a novel
calibration solution is developed to ensure high accuracy throughout the entire reflec-
tion coefficient measurement range, with calibration errors smaller than 0.003 in linear
magnitude for measurements up to 18 GHz.

Methods for automated RF probing

Chapter 7 presents methods for automated RF probing suitable for on-wafer measure-
ments, including techniques for probe contact detection and tracking. Novel solutions
such as probe pin mark metric analysis are introduced to analyze probe positioning
accuracy, probe planarization, and probe over-travel. These techniques collectively con-
tribute to uncertainty in on-wafer S-parameters and, thus, are crucial for enhancing
measurement accuracy. The chapter also describes a semi-automated probing system
and identifies the system’s spatial performance and vision system as the most critical
elements for accurate RF probing. Finally, the impact of probe positioning errors on
common calibration methods is investigated.
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8.2. FUTURE WORK

Time-variant uncertainty evaluation framework

The advent of advanced S-parameter uncertainty calculation tools, such as METAS VNA
Tools IT and VSL FAME, allow real-time comprehensive uncertainty analyses, including
computationally extensive tasks to improve calibration accuracy. Advanced uncertainty
evaluation techniques have enabled metrologists to account for the various correlations
between the uncertainty sources, leading to more accurate combined evaluations. The
future challenges in S-parameter uncertainty evaluation lie in developing a time-variant
uncertainty framework that allows real-time error detection. The measurement uncer-
tainties currently achieved at NMIs are such that further improvements are expected
in detecting the various measurement errors in real-time. This is expected to improve
measurement uncertainty evaluation further. i.e., real-time monitoring of test-port tem-
perature and vibrations and identifying correlations with system drift will enable further
improvements in final uncertainties.

Behavior models for offset short standards

The behavior model for coaxial transmission lines presented in chapter 5 is elemental
for establishing traceable S-parameter measurements. The logical extension of this work
would be the development of similar models for coaxial short terminations. These devices
are required in primary line-based TRL and offset short calibrations and are employed
at NMI-level VNA measurements. The transmission line model developed in this work
forms the basis for the extension to offset short model, as the transmission line element
forms a critical component in designing offset short calibration kits. Furthermore, with
advancements in the mechanical manufacturing of such standards, there is a need to
increase the operational frequencies of coaxial connector interfaces; for example, 3.5
mm precision connectors support measurements up to 33 GHz and is expected to be
increased to 37 GHz in a present European Metrology Program (RF46G) [ref].

RF interferometers in RF sensing applications

The broadband single-source interferometer-based VINA has shown impressive results
for low-noise measurement of extreme impedance devices. The emphasis has remained
on one-port device characterization, and future work will extend to two-port devices
and higher frequencies up to 50 GHz. Furthermore, the application of the developed
broadband interferometers in demanding RF sensing applications such as a SMM will
provide new insights due to its ability to perform multi-frequency characterization, an
attribute not possible with present passive RF resonant structures employed for mismatch
correction.

Autonomous on-wafer probing

The initial work presented in chapter 7 forms the basis for fully autonomous RF probing.
For this, an advanced, fully automated RF probing system is being developed at VSL and
shown in Fig. 8.1. The system is expected to improve spatial performance with accuracy up
to 0.2 pm and, combined with automated alignment and contacting algorithm, can result
in automated on-wafer measurements. This is critical in realizing on-wafer measurements
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at NMIs and establishing consistent measurement accuracy through extended duration,
an attribute required for NMI-level calibration service.

(b)

Figure 8.1: Development of probing system for improved spatial positioning at VSL for on-wafer measurements.
(a) system overview, (b) zoomed-in probe overview.
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APPENDIX: DERIVATION OF THE
COVARIANCE UNCERTAINTY
PROPAGATION EQUATION

This appendix describes the derivation of the linear uncertainty propagation formula-
tion.

Linearization: At a particular point xg, the function f(x) can be approximated by a
first-order Taylor expansion:

fx) = f(xo) + J(X) (X —Xo) (A1)

where J(Xg) is the Jacobian matrix of f evaluated at xg.
Expectation of Linearized Function: Since x is a random variable with a covariance
matrix X, the expected value (mean) of the linearized function is:

E[f®)] = f(x0) + J(x0) (E[X] —Xo) (A.2)
Since the expectation of x is Xy (assuming x is centered), the above simplifies to:

E[f®)] = f(x0) (A.3)

Covariance of Linearized Function: The covariance matrix Cov(f) of the function f(x)
can be derived using the properties of covariance:

Cov(f) =E[(f®) —E[f &N (f®) —E[fx)]] (A4)

Substituting the linearized form of f(x) into this equation:
Cov(f) = E[(J(X0) X —X0)) (J (X0) (X —X0)) "] (A.5)
= E[J (x0) (x—X0) (x —X0) " J (x0) "] (A.6)
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= J(X)E[(X — X0) (X —X0) "1/ (x0) (A7)

= J(x0) 2] (xo) " (A.8)
So, the covariance matrix of the output f is given by Cov(f) = J(x0)ZJ (o).




APPENDIX: TRANSMISSION LINE
MODEL COEFFICIENTS

Table B.1: Polynomial coefficients for pin gap model.

Parameter Pin Socket Socket
(slotless) (slotted)
mo,0 5.677e-05 1.789e-05 6.395e-05
mi o 4.513e-06 8.432e-06 1.729e-05
my,o -2.166e-07 -3.296e-07 2.394e-07
ms, 1.929e-09 4.361e-09 6.857e-09
my,1 2.137e-08 5.527e-08 -2.004e-08
my1 -3.521e-09 -1.103e-08 -8.866e-10
my1 8.233e-09 1.393e-08 1.957e-08
no,0 1.354e-06 1.589e-05 3.919e-05
nio 6.549e-06 9.363e-05 0.0001775
n2,0 -3.342e-07 -4.055e-07 -6.854e-07
nz,o 5.414e-09 1.587e-08 1.615e-08
no,1 4.364e-07 2.463e-07 1.956e-07
m, 6.211e-06 6.279e-06 6.645e-06
na1 7.624e-09 3.939e-09 2.758e-09
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B. APPENDIX: TRANSMISSION LINE MODEL COEFFICIENTS

Table B.2: Polynomial coefficients for line model.

Parameter d; \ do \ 4
koo -3.652e-10 1.577e-07 4.645e-06
k1,0 1.165e-08 1.155e-08 -1.755e-08
koo -8.101e-10 -1.012e-09 4.903e-10
k3o -1.006e-11 -1.016e-11 -1.003e-11
ko1 -1.655e-09 7.993e-10 -3.841e-08
k1,1 -7.093e-10 2.966e-10 3.606e-09
ko1 -3.454e-09 1.499e-09 -1.055e-10
k(),z 0 0 4.484e-10
IC1,2 0 0 -7.264e-11
lo,o 4.499¢-06 4.5e-06 4.48e-06
lio -1.234e-07 -2.237e-07 9.007e-08
o -2.028e-08 -2.026e-08 -2.044e-08
I3,0 2.697e-10 2.696e-10 2.711e-10
lo1 1.042e-08 -6.044e-09 1.375e-09
I -1.658e-06 7.199e-07 -1.361e-10
I 2.537e-10 -1.096e-10 7.648e-12
lo,2 0 0 -1.701e-11
l1,2 0 0 -1.012e-09
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