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SUMMARY

Modern applications like Genomics and Machine Learning (ML) hold the potential to
reshape our understanding of diseases’ genetic origins and guide machines in execut-
ing tasks and making predictions without our explicit programming. The successful,
widespread integration of these modern applications can usher in advancements in di-
agnostics, individualized medicine, and routine tasks such as language interpretation,
image analysis, and object categorization. However, our traditional computing infras-
tructures fall short when accommodating the distinct characteristics of these new appli-
cations. Specifically, (1) these applications handle an immense and ever-expanding data
working set, and (2) each succeeding version of these applications and their associated
use cases necessitates quicker and more energy-efficient analysis of these vast data sets.
This is because our traditional computing systems largely hinge on (1) the von-Neumann
architecture, a design that distinctly positions processing entities (like CPUs and GPUs)
away from storage components (like memories and flash drives), and (2) the CMOS-
based technology. While attempting to meet the performance and energy demands of
our modern applications, these fully CMOS-based systems based on von-Neumann ar-
chitecture have increasingly struggled and hit inherent roadblocks, with data movement
overhead being the predominant issue.

To alleviate the data movement bottleneck, contemporary research revisits a concept
historically known as Computation-In-Memory (CIM) or, alternatively, Processing-In-
Memory (PIM). At its core, CIM emphasizes positioning computational capabilities close
to, or within, the memory units storing the data. This placement might be within mem-
ory chips, in memory controllers, amid caches, or embedded in the logic layers of 3D-
stacked memories. As a computational model, architectures leveraging CIM (referred to
as CIM architectures) stand to tackle the issue of data movement overhead inherent in
the von-Neumann architecture by diminishing or outright eradicating the data move-
ment between computational locales and data storage areas. Moreover, from a techno-
logical perspective, emerging memory technologies, including memristive devices and
circuits, show potential to replace traditional memory systems, addressing some of the
challenges posed by CMOS-based designs.

Irrespective of the specific CIM architecture deployed to optimize performance or
energy efficiency in modern applications, there are substantial practical challenges to
address and ponder upon first. Both system designers and developers face these hur-
dles and design decisions, which are critical to surmount CIM’s widespread acceptance
across various computational areas and application domains.

In this dissertation, our focus is twofold: (1) We delve into the acceleration and
streamlined execution of various steps in two pivotal application realms: genomics
and ML; and (2) We explore several emerging memory technologies alongside circuit
and architectural strategies, that show promise in enhancing CIM designs, specifically
tailored for modern applications.
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xiv SUMMARY

Therefore, in this thesis, we identify and propose strategies and designs to amelio-
rate the constrained performance of key kernels in genomics and ML. Recognizing that
applications within these realms consist of diverse functions or kernels, it is imperative
for a designer to possess a thorough understanding of them. Each function/kernel can
be characterized by distinct data and control flows, calling for varied features to be en-
abled in either a von-Neumann or a CIM architecture. To enhance the efficacy of each
function/kernel, we first profile them individually and then within a larger context of
their corresponding pipeline, followed by discerning the best avenues for their memory
mapping in a CIM architecture. We then undertake a concurrent assessment of essen-
tial adjunct components alongside the memory array, commonly referred to as the pe-
ripheries. For a designer, proficiency in the applications executable on a CIM system
leveraging emerging memory technologies is indispensable. Grasping the fundamental
characteristics of CIM and having an overarching view of its scope becomes vital prior
to its integration. We aim to aggregate critical application features, improvement oppor-
tunities, and design decisions and refine them to their core essence. Through this, we
aspire to shed light on present design options and identify kernels demanding height-
ened attention. Such insights can be instrumental in revealing prospective directions,
encompassing supported kernels along with their respective merits and trade-offs.

We exploit emerging technologies and architect state-of-the-art CIM designs that op-
timally serve the targeted kernels, keeping a holistic improvement perspective at the
forefront. Delving into emerging (memory) technologies, such as memristive devices
like PCM and STT-MRAM, is crucial. These devices provide a suite of advantages, in-
cluding non-volatility, compactness, and a natural aptitude for conducting logical oper-
ations (for instance, the logical AND). Additionally, other emerging technologies, such
as integrated photonics, have the potential to enhance the CIM paradigm further with
their capacity for high-frequency and low-latency functions. Our ambition is to integrate
multiple such technologies, harnessing their distinct attributes, to craft a CIM design
that surpasses the SotA counterparts across key benchmarks, be it in execution speed or
energy.

This thesis demonstrates that when CIM is fused with emerging (memory) technolo-
gies, there is a marked enhancement in the performance of several Genomics pipelines
and Machine Learning applications. It is our aspiration and conviction that the evalua-
tions, methodologies, and findings detailed in this dissertation will empower the broader
community to comprehend and address contemporary and upcoming challenges that
revolve around enhancing the performance and energy efficiency of modern applica-
tions through the integration of (re)emerging computing paradigms and technologies.
Additionally, our work provides insights for adapting these technologies to novel appli-
cations, ensuring they deliver optimal benefits.
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Moderne toepassingen zoals Genomics en Machine Learning (ML) hebben het poten-
tieel om ons begrip van de genetische oorsprong van ziekten te hervormen en machi-
nes te begeleiden bij het uitvoeren van taken en voorspellingen zonder expliciete pro-
grammering. De succesvolle, wijdverbreide integratie van deze moderne toepassingen
kan vooruitgang betekenen op het gebied van diagnostiek, gepersonaliseerde genees-
kunde en routinetaken zoals taalinterpretatie, beeldanalyse en objectcategorisatie. Onze
traditionele computerinfrastructuren schieten echter tekort bij het om de kenmerken
van deze nieuwe toepassingen te accommoderen. In het bijzonder behandelen deze
toepassingen een enorme en steeds uitbreidende dataset (1), en elke volgende versie
vereist snellere en energiezuinigere analyse van deze enorme datasets (2). Dit komt
doordat onze traditionele computersystemen voornamelijk afhankelijk zijn van de von-
Neumann-architectuur (1) en op CMOS-technologie (2) gebaseerd zijn. Bij het proberen
te voldoen aan de prestatie- en energie-eisen van moderne toepassingen, hebben deze
volledig CMOS gebaseerde von-Neumann-architecturen steeds meer problemen onder-
vonden en lopen ze tegen inherente obstakels, waarvan het dataverplaatsing bij gege-
vensverwerking het belangrijkste probleem is.

Om het probleem van dataverplaatsing bij gegevensbeweging aan te pak-
ken, herziet hedendaags onderzoek een concept dat historisch bekend staat als
Gegevensverwerking-In-Geheugen (GIG). In de kern benadrukt GIG het plaatsen van re-
kenkundige mogelijkheden dichtbij, of binnen, de geheugeneenheden die de gegevens
opslaan. Deze plaatsing kan in geheugenchips zijn, in geheugencontrollers, te midden
van caches of ingebed in de logische lagen van 3D-geheugens. Architecturen die gebruik
maken van GIG (aangeduid als GIG-architecturen) hebben als doel het probleem van
gegevensbeweging dat inherent is aan de von-Neumann-architectuur aan te pakken
door de gegevensbeweging tussen verwerkingslocaties en geheugens te verminderen of
volledig te elimineren. Bovendien tonen opkomende geheugentechnologieën, waaron-
der memristorcomponenten en -circuits, potentieel om traditionele geheugensystemen
te vervangen en enkele uitdagingen van op CMOS gebaseerde ontwerpen aan te pakken.

Ongeacht de specifieke GIG-architectuur die wordt ingezet om de prestaties of
energie-efficiëntie in moderne toepassingen te optimaliseren, zijn er aanzienlijke
praktische uitdagingen die aangepakt moeten worden. Zowel systeemontwerpers als
ontwikkelaars staan voor deze hindernissen en ontwerpbeslissingen, die cruciaal zijn
voor het overwinnen van de brede acceptatie van GIG in verschillende computergebie-
den en toepassingsdomeinen. In deze dissertatie ligt onze focus op twee aspecten: (1)
We duiken in de versnelling en stroomlijning van verschillende stappen in twee cruciale
toepassingsgebieden: genomics en ML; en (2) we verkennen verschillende opkomende
geheugentechnologieën naast circuit- en architectuurstrategieën, die belofte tonen om
GIG-ontwerpen te verbeteren die specifiek afgestemd zijn op moderne toepassingen.

Daarom identificeren en stellen we in dit proefschrift strategieën en ontwerpen voor
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om de beperkte prestaties van essentiële kernels in genomics en ML te verbeteren. Om-
dat toepassingen binnen deze gebieden bestaan uit diverse functies of kernels, is het
cruciaal voor een ontwerper om een grondig begrip hiervan te hebben. Elke functie of
kernel kan worden gekenmerkt door verschillende gegevens- en besturingsstromen, wat
vraagt om verschillende functies in zowel een von-Neumann- als een GIG-architectuur.
Om de effectiviteit van elke functie of kernel te vergroten, profileren we ze eerst indivi-
dueel en vervolgens binnen de grotere context van hun pipeline, gevolgd door het bepa-
len van de beste geheugenmapping in een GIG-architectuur. Vervolgens voeren we een
gelijktijdige beoordeling uit van essentiële aanvullende componenten naast de geheuge-
narray, vaak aangeduid als de perifere componenten. Voor een ontwerper is bekwaam-
heid in de toepassingen die kunnen worden uitgevoerd op een GIG-systeem dat gebruik
maakt van opkomende geheugentechnologieën onmisbaar. Het begrijpen van de funda-
mentele kenmerken van GIG en het hebben van een alomvattend beeld van de reikwijdte
ervan is cruciaal voorafgaand aan de integratie. We streven ernaar om kritieke toepas-
singskenmerken, verbeteringsmogelijkheden en ontwerpbeslissingen samen te brengen
en ze te verfijnen tot hun kern. Hierdoor hopen we inzicht te verschaffen in de huidige
ontwerpmogelijkheden en kernels te identificeren die meer aandacht vergen. Dergelijke
inzichten zijn instrumenteel om toekomstige richtingen te bepalen, waaronder de on-
dersteunde kernels samen met hun respectieve voordelen en afwegingen.

We maken gebruik van opkomende technologieën en ontwerpen GIG-architecturen
die optimaal de kernels implementeren, met een holistisch verbeteringsperspectief voor
ogen. Het verkennen van opkomende (geheugen)technologieën, memristorcomponen-
ten zoals PCM en STT-MRAM, is cruciaal. Deze componenten bieden een reeks voor-
delen, waaronder niet-vluchtigheid, compactheid en een inherente geschiktheid voor
het uitvoeren van logische bewerkingen (bijvoorbeeld de logische EN-operatie). Daar-
naast hebben andere opkomende technologieën, zoals geïntegreerde fotonica, het po-
tentieel om het GIG-paradigma verder te verbeteren door hun hoogfrequente en snelle
eigenschappen. Onze ambitie is om meerdere van dergelijke technologieën te integre-
ren, gebruik makend van hun unieke kenmerken, om een GIG-ontwerp te creëren dat
de tegenhangers overtreft op belangrijke benchmarks, zowel qua uitvoeringssnelheid als
energieverbruik.

Dit proefschrift toont aan dat wanneer GIG wordt samengevoegd met opkomende
(geheugen)technologieën, er een merkbare verbetering is in de prestaties van verschil-
lende genomics-pipelines en Machine Learning-toepassingen. Het is onze ambitie en
overtuiging dat de evaluaties, methodologieën en bevindingen die in dit proefschrift
worden beschreven, de bredere gemeenschap in staat zullen stellen om hedendaagse
en toekomstige uitdagingen die draaien om het verbeteren van de prestaties en energie-
efficiëntie van moderne toepassingen door de integratie van (her)opkomende rekenpa-
radigma’s en technologieën te begrijpen en aan te pakken. Bovendien biedt ons werk
inzichten voor het aanpassen van deze technologieën aan nieuwe toepassingen, zodat
ze optimale voordelen kunnen opleveren.
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INTRODUCTION

The minute you get away from fundamentals
–whether its proper technique, work ethic, or mental preparation–

the bottom can fall out of your game, your schoolwork, your job, whatever you are doing.

Michael Jordan

Modern applications such as genomics and Machine Learning (ML) promise transforma-
tive advancements to human lives. However, the execution of these applications has bot-
tlenecked with traditional computing infrastructures, primarily due to data movement
overheads inherent in von-Neumann and CMOS-based designs. Recently, researchers ex-
plored the Computation-In-Memory (CIM) paradigm to reduce these overheads, placing
computation close to memory storage. When combined with emerging technologies like
memristive devices, such CIM architectures can replace traditional systems and address
data movement overhead and some other limitations inherent to fully CMOS-based tech-
nologies. However, implementing CIM brings practical challenges for system designers
and developers, impacting widespread acceptance. In this chapter, we first discuss the im-
pacts of modern applications on our lives and their unique features separating them from
traditional ones. We then discuss the limitations of traditional systems mainly based on
von-Neumann architecture and CMOS technology for high-performance and/or energy-
efficient execution of modern applications. We motivate CIM and emerging memory tech-
nologies as a potential solution for efficient, futuristic systems for modern applications.
After that, we discuss the main opportunities and challenges such CIM designs introduce.
Following, we discuss the research directions and topics this thesis explores. Finally, we
present our thesis statement and list our contributions and thesis organization.

1
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1.1. MOTIVATION
Genomics and Machine Learning (ML) are two examples of modern applications revolu-
tionizing our world. Genomics is a branch of genetics that investigates the interactions
between genes and non-genic genome regions and how they mold observable traits and
biological functions. Genomics brings about a remarkable increase in our comprehen-
sion of biology and illness. Genomics sheds light on the genetic foundations of diseases,
paving the way for superior diagnostics and treatment approaches. This way genomics
lays the groundwork for progress in personalized medicine, allowing for treatment meth-
ods to be customized based on a person’s genomic data. Advancing genomics stud-
ies that hold the key to unlocking the potential of precision medicine, facilitating virus
surveillance, and driving advancements in healthcare [1–17].

ML is an application domain focusing on the development of algorithms and statis-
tical models for computer systems to "learn" from experience, i.e., to perform tasks and
make decisions/predictions without being explicitly programmed to do so. Currently, we
use ML applications in many of our day-to-day tasks such as language processing [18]
object recognition [19], and image classification [20, 21]. In particular, momentous de-
velopments in Deep Neural Network (DNN) in the past decade have led to significant
improvements in the accuracy and execution time of computer vision tasks such as ob-
ject detection and recognition [22–24].

These modern applications, i.e., genomics and ML, share two main critical features:

• Their data working set size is rapidly growing. For example, one can character-
ize many of the existing genomics pipelines as simple and data-hungry sequences
of operations that require high parallelization. Fig. 1.1 depicts the significant re-
duction in the cost of data acquisition in genomics, next to Moore’s law ascending
growth, helping the exponential growth of the data working set size of its kernel.
It is estimated that the working datasets of the genomics domain scale faster than
those produced by YouTube and Twitter for Machine Learning-based (ML-based)
applications [25–27].

Figure 1.1: The nature of the reductions in DNA sequencing costs over the years against
Moore’s Law [26].
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ML applications are the same. For another example, Fig. 1.1 presents the trend
in training datasets of language-based ML over the years. The growth of the data
working set is apparent from the models developed for this task. Other ML tasks
follow a similar trend (Section 2).

Figure 1.2: The growth rate of dataset size in ML for language based tasks such as text
generation and classification [28].

• The demand for faster analysis of such large data working sets is increasing. Par-
ticularly in genomics, the swift processing of genomics data plays a crucial role in
unleashing the full potential of precision medicine, bolstering virus surveillance
capabilities, and propelling advancements in healthcare. Moreover, ML applica-
tions also demand fast analysis for enhanced automation, expedited explorations,
and more efficient decision-making processes.

Unfortunately, our traditional computing systems only rely on von-Neumann archi-
tecture [29–31] and CMOS technology that fundamentally have already faced major lim-
itations while they tried to keep up with the high performance and energy-efficiency
demand of genomics and ML applications [15, 32].

1.2. LIMITATIONS OF TRADITIONAL COMPUTING SYSTEMS
Traditional computing systems adopt solely on CMOS technology and the von-
Neumann architecture: a processor-centric architecture that separates the processing
units (CPUs, GPUs, etc.) and storage units (memories, flashes, etc.) [29–31]. This choice
introduces some challenges and limitations for our modern applications that we discuss
next.

The sole reliance on CMOS technology recently introduced technological limitations
when we try to keep up with the high performance and energy-efficiency demand of
modern applications [32]. In the past decade, we have witnessed significant advance-
ments in semiconductor technology regarding the feature size of the transistors and the
number of transistors on a single chip. These advances advocate two famous laws in



1

4 1. INTRODUCTION

computer architecture: Moore’s Law and Dennard’s Law. Moore’s Law [33] and Den-
nard’s Law [34] are two closely-related observations regarding the advancement of semi-
conductor technology, focusing on different aspects. Moore’s Law states that the num-
ber of transistors on a chip will double approximately every two years. This exponential
growth leads to an increase in computational power. Dennard’s Law, on the other hand,
targets the power consumption and performance scaling of transistors as their feature
size decreases, i.e., they shrink in size. Dennard’s Law states that as transistors become
smaller, their power density remains constant. This allows for increased performance at
the same power consumption level.

Unfortunately, semiconductor advancements regarding Moore’s and Dennard’s laws
are slowly coming to an end due to three main limitations:

• Leakage Wall: The continuous scaling of transistors results in the reduction of gate
thickness and channel length between the drain and source, shrinking down to
a few atomic layers. Consequently, there is an increased likelihood of quantum
mechanical tunneling, leading to higher gate leakage current. Moreover, shorter
channels can contribute to elevated off-state drain leakage. Additionally, as supply
and threshold voltages are scaled down, the static power during the off state of the
transistor experiences an increase, forming a leakage wall.

• Reliability Wall: With the scaling down of transistor size, even minor variations
in the fabrication processes can significantly impact the functionality of the tran-
sistors, forming a reliability wall. Additionally, the continued scaling poses chal-
lenges in terms of reliable insulation and conduction due to limitations in the di-
electric and wiring materials.

• Cost Wall: As the size of transistors decreases, the cost of fabrication experiences
an exponential increase. This cost escalation is driven by various factors such as
equipment, lithography processes, masks, and testing expenses, forming a cost
wall.

These limitations motivate us to seek alternative technologies to continue our per-
formance and energy improvements with less reliance on scaling the transistors’ feature
sizes and their number on a specific chip.

To understand the architectural limitations arising from adapting von-Neumann ar-
chitecture, Fig. 1.3 depicts this architecture first.

As Fig. 1.3 shows, a von-Neumann architecture comprises three main components:
1 a processing unit (e.g., central processing unit (CPU) or graphics processing unit
(GPU)), 2 a memory, and 3 input or 4 output devices. The processing unit executes
the program instructions and performs logical or arithmetic operations on the data.
The data is loaded from the memory or the input devices, and the results are written
back into the memory or sent out to the output devices. The Von Neumann architecture
offers four advantages making it suitable for our traditional computing systems and
applications:

• Simplicity: The Von Neumann architecture is simple and straightforward, making it
easy to understand and implement. This architecture separates the computer’s mem-
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Figure 1.3: Von-Neumann architecture, i.e., processor-centric architecture, in traditional
computing systems.

ory into two distinct types: one for instructions and one for data. This architecture
follows the fetch-decode-execute cycle.

• Uniformity: Using a single memory space for both data and instructions simplifies the
architecture. This also brings versatility. Such a clear separation allows instructions to
be stored in the same form as data. This means that any program can be treated as
data and manipulated accordingly.

• Self-modifying code: This architecture allows a program to modify itself since data and
instructions are stored in the same memory.

• Hardware Cost: The Von Neumann architecture reduces the hardware cost by utilizing
the same memory and peripheries (e.g., buses) for both instructions and data.

• Precedent: The Von Neumann architecture is well-understood and widely used. This
establishes a precedent that advocates other advances in computer technology.

Using a single-level, large memory unit in the von-Neumann architecture histori-
cally introduced two main challenges for traditional applications: (1) high cost regard-
ing latency and energy consumption for data transactions between the CPU and main
memory and (2) requirement of very large memory unit to accommodate the large data
working set. For example, previous work [35] shows that the simple off-chip communi-
cation between the memory unit (DRAM) and CPU can take up to 200 CPU cycles. Other
works [36, 37] show that the energy consumption for moving data for a floating point
operation to the CPU consumes more than two orders of magnitude more energy than
the energy for the operation within the CPU.
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However, system designers overcome these challenges by proposing a hierarchy for
memory in the von-Neumann architecture [29, 31]. Fig. 1.4 depicts this memory hierar-
chy in the traditional computing systems based on von-Neumann architecture.

Memory Hierarchy

Secondary Memory (e.g., Disk)
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Cache (e.g., SRAM)

Registers

Off-chip communications

Off-chip communications

On-chip communications

Central Processing Unit

In
cr

ea
si

n
g 

ca
p

ac
it

y
an

d
 a

cc
es

s 
ti

m
e

In
cr

ea
si

n
g 

co
st

 p
er

 b
it

 a
n

d
 s

p
ee

d

Figure 1.4: Memory hierarchy in traditional von-Neumann-based systems.

The memory hierarchy tackles the high cost of data movement by exploiting the tem-
poral locality of data and having an SRAM-based cache memory located in the same chip
as the CPU. This SRAM cache reduces the access time for the data. However, due to cost
reasons (e.g., area overhead), designers keep SRAM caches smaller than the main mem-
ory and typically smaller than the data working set of even traditional applications. This
hierarchy also tackles the problem of larger than the main memory problem of tradi-
tional applications by placing secondary memory storage, also known as a disk. The
operating system (OS) manages data transfer from the disk (i.e., secondary memory) to
the main memory. Current systems use flashes or hard disk drivers for this secondary
memory. Although the secondary memory scales up easily, access time would be much
higher due to the technology limitation and architectural complexity.

The sole reliance on the aforementioned von-Neumann architecture and memory
hierarchy comes with its own architectural limitations. Beyond just technological ad-
vancements in semiconductors, the evolution of architectural design has been instru-
mental in enhancing the efficiency of computer systems over the past several decades.
Nonetheless, the potential for performance enhancement from this factor has recently
become limited due to three well-known walls:

• Power Wall: The miniaturization of transistors has also allowed a greater number
to fit within a fixed area. Table 1.1 illustrates this trend, demonstrating the in-
creased transistor count in various Intel processor generations. With this increase
in the number of transistors, processors can now support multiple cores, allowing
parallel task execution. This, however, escalates power consumption correspond-
ing to the increased core count. Nevertheless, the amount of power that a chip
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can draw is finite, and dissipating heat effectively from these chips poses a signif-
icant challenge. Consequently, the ‘Dark Silicon’ phenomenon arises, evidenced
by over half of a processor chip remaining inactive at any one time due to power
constraints [38]. Fig. 1.5 depicts this phenomenon where the clock frequency, di-
rectly linked to power usage and system performance, plateaued recently. These
trends underscore that enhancements in system performance can no longer rely
solely on escalating clock frequencies and core counts.

Intel Processor Transistor Count Year
Intel 4004 2300 1971
Intel 8086 29000 1978
Intel i860 1000000 1989
Pentium 1 3100000 1993
Pentium 4 112000000 2004

Core i7 731000000 2008
Quad-core + GPU i7 1160000000 2011

Quad-core + GPU i7 Ivy Bridge 1400000000 2012
Quad-core + GPU GT2 i7 Skylake 1750000000 2015

28-core Xeon Plantinum 8180 8000000000 2017

Table 1.1: The number of transistors in different generations of Intel processors over the
years.

Figure 1.5: Maximum clock frequency achieved by a range of processors across the last
several decades [39].

• ILP Wall: Instruction Level Parallelism (ILP), which enables the simultaneous exe-
cution of multiple instructions, is another potential route for boosting system per-
formance. However, its efficiency is contingent on the innate parallelism of the ap-
plications or algorithms. Beyond this threshold, increasing hardware parallelism
does not correspondingly raise performance levels. Fig. 1.6 contrasts the predicted
performance enhancement per Moore’s Law with the actual performance boost as
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the transistor size is reduced. A key factor contributing to this discrepancy is the
inherent limit on application parallelism.
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Figure 9: Speedup across process technology nodes over all orga-
nizations and topologies with PARSEC benchmarks

7.5 Summary
Figure 9 summarizes all the speedup projections in a single scat-

ter plot. For every benchmark at each technology node, we plot the
eight possible configurations, (CPU, GPU) × (symmetric, asym-
metric, dynamic, composed). The solid curve indicates perfor-
mance Moore’s Law or doubling performance with every technol-
ogy node. As depicted, due to the power and parallelism limita-
tions, a significant gap exists between what is achievable and what
is expected by Moore’s Law. Results for ITRS scaling are slightly
better but not by much. With conservative scaling a speedup gap
of at least 22× exists at the 8 nm technology node compared to
Moore’s Law. Assuming ITRS scaling, the gap is at least 13× at
8 nm.

7.6 Limitations
Our modeling includes certain limitations, which we argue do

not significantly change the results. To simplify the discussion, we
did not consider SMT support for the processors (cores) in the CPU
multicore organization. SMT support can improve the power effi-
ciency of the cores for parallel workloads to some extent. We stud-
ied 2-way, 4-way, and 8-way SMT with no area or energy penalty,
and observed that speedup improves with 2-way SMT by 1.5× in
the best case and decreases as much as 0.6× in the worst case due to
increased cache contention; the range for 8-way SMT is 0.3-2.5×.

Our GPU methodology may over-estimate the GPU power bud-
get, so we investigated the impact of 10%-50% improved energy
efficiency for GPUs and found that total chip speedup and percent-
age of dark silicon were not impacted.

We ignore the power impact of “uncore” components such as the
memory subsystem. There is consensus that the number of these
components will increase and hence they will further eat into the
power budget, reducing speedups.

We do not consider ARM or Tilera cores in this work because
they are designed for different application domains and their SPEC-
mark scores were not available for a meaningful comparison. For
highly parallel applications, these lightweight cores may achieve
higher speedups, but similar to the GPU case, they will likely be
limited by bandwidth and available parallelism.

We acknowledge that we make a number of assumptions in this
work to build a useful model. Questions may still linger on the
model’s accuracy and whether its assumptions contribute to the per-
formance projections that fall well below the ideal 32×. First, in all
instances, we selected parameter values that would be favorable to-
wards performance. Second, our validation against real and simu-
lated systems (Section 5.2) shows the model always under-predicts
performance.

8. RELATED WORK
Hill and Marty applied Amdahl’s Law to a range of multicore

topologies, including symmetric, asymmetric, and dynamic multi-
core designs and conclude dynamic topologies are superior [15].
Their models used area as the primary constraint, using Pollack’s
rule (Performance ∝ √Area [6]), to estimate performance. Ex-
tensions have been developed for modeling ‘uncore’ components,
such as the interconnection network and last-level cache [22], com-
puting core configuration optimal for energy [9, 20], and leakage
power [28]. These studies all model power as a function of area
(neglecting frequency and voltage’s direct effect on power), mak-
ing power an area-dependent constraint.

Chakraborty considers device-scaling alone and estimates a si-
multaneous activity factor for technology nodes down to 32 nm [8].
Hempstead et al. introduce a variant of Amdahl’s Law to estimate
the amount of specialization required to maintain 1.5× performance
growth per year, assuming completely parallelizable code [14]. Us-
ing ITRS projections, Venkatesh et al. estimate technology-imposed
utilization limits and motivate energy-efficient and application- spe-
cific core designs [27]. Chung et al. study unconventional cores
including custom logic, FPGAs, or GPUs in heterogeneous single-
chip design [10]. They rely on Pollack’s rule for the area/perfor-
mance and power/performance tradeoffs. Using ITRS projections,
they report on the potential for unconventional cores, considering
parallel kernels.

Azizi et al. derive the energy/performance Pareto frontiers for
single-core architectures using statistical architectural models com-
bined with circuit-level energy-performance tradeoff functions [2].
Our core model derives these curves using measured data for real
processors. Esmaeilzadeh et al. perform a power/energy Pareto ef-
ficiency analysis at 45 nm using total chip power measurements in
the context of a retrospective workload analysis [12]. In contrast to
the total chip power measurements, we use only the power budget
allocated to the cores to derive the Pareto frontiers and combine
those with our device and chip-level models to study the future of
multicore design and the implications of technology scaling.

Previous work largely abstracts away processor organization and
application details. This study considers the implications of process
technology scaling, decouples power/area constraints, and consid-
ers multicore organizations, microarchitectural features, and real
applications and their behavior.

9. CONCLUSIONS
For decades, Dennard scaling permitted more transistors, faster

transistors, and more energy efficient transistors with each new pro-
cess node, justifying the enormous costs required to develop each
new process node. Dennard scaling’s failure led the industry to
race down the multicore path, which for some time permitted per-
formance scaling for parallel and multitasked workloads, permit-
ting the economics of process scaling to hold. But as the benefits
of multicore scaling begin to ebb, a new driver of transistor utility
must be found, or the economics of process scaling will break and
Moore’s Law will end well before we hit final manufacturing lim-
its. An essential question is how much more performance can be
extracted from the multicore path in the near future.

This paper combined technology scaling models, performance
models, and empirical results from parallel workloads to answer
that question and estimate the remaining performance available from
multicore scaling. Using PARSEC benchmarks and ITRS scaling
projections, this study predicts best-case average speedup of 7.9
times between now and 2024 at 8 nm. That result translates into
a 16% annual performance gain, for highly parallel workloads and
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Figure 1.6: Speedup across various process technology nodes, encompassing all organi-
zations and topologies of PARSEC benchmarks [38].

• Memory Wall: While processors have seen substantial improvements in energy
efficiency and performance, data transmission through I/O ports has lagged be-
hind in terms of progression. As previously mentioned, communication between
the processor and off-chip memories, including primary and secondary memory,
takes a minimum of 200 CPU cycles [35], and it consumes significantly more power
than an internal CPU floating-point operation [36, 37]. Additionally, the volume of
data transferable concurrently is capped by the chip’s I/O port count. This phe-
nomenon is known as the memory wall. The memory wall significantly influences
a system’s efficiency, both in energy consumption and performance terms.

These architectural limitations motivate us to seek alternative architectures that can
tackle power, ILP, and memory walls and enable our continual improvements regarding
performance and energy.

To make matters worse, as discussed previously, the data working set size of modern
applications such as Machine Learning or genomics is rapidly growing. The features and
requirements of modern applications, with the existing challenges of traditional com-
puting systems, push main memory to quickly become a significant bottleneck across
a wide variety of applications, such as those in Machine Learning (ML) and genomics.
This happens because such applications require continuous data movement between
the compute and memory units in such systems, making memory the system bottle-
neck. This dilemma, also known as the data movement bottleneck, only worsens as
this performance and energy consumption gap between two units grows and the sizes
of applications’ data working set increase. For example, previous works in 2013, 2014,
and 2018 [40–42] report that data movement accounts for 35%, 40%, and 62% of the total
system energy in various such workloads, respectively.

To alleviate data movement bottleneck, recent works prompt re-examining an old
idea, interchangeably called Processing-In-Memory (PIM) or Computation-In-Memory
(CIM). The key idea behind CIM is to place some form of computing capability near or
inside memory where the data is stored. This can be inside the memory chips, in the
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memory controllers, within the caches, or in the logic layer of 3D-stacked memories.
CIM is a computational paradigm, and architectures that utilize CIM (i.e., CIM archi-
tectures) can potentially resolve some of the problems discussed in the von-Neumann
architecture by reducing or completely eliminating the data movement between where
the computation is performed and where the data is stored.

Note that the idea behind CIM architectures has been around in the field for more
than five decades [43–61]. Historically, prior endeavors were not widely adopted due
to three main reasons. (1) Challenges associated with combining processing units with
conventional main memories (i.e., DRAM), (2) the memory scaling issues prevalent in
contemporary technology and applications, and (3) the less significant impact of data
movement of traditional applications constraints on system expense, energy, and per-
formance.

However, as we discussed before, the new requirements of modern applications and
advancements in contemporary memory architectures, such as the 3D-stacked combi-
nation of logic and memory or emerging memory technologies such as memristors, an
array of CIM architectures have been investigated in recent studies for various applica-
tions [42, 62–99].

Moreover, looking at it from a technology viewpoint, emerging (memory) technolo-
gies, such as memristive devices and circuits based on integrated photonics, hold the
promise to supplant conventional memory systems, thereby dealing with or mitigating
the problems highlighted earlier. The primary technologies in the memristive sphere are
phase change memory (PCM), spin-transfer torque magnetic random-access memory
(STT-MRAM), and resistive random-access memory (ReRAM). Unlike traditional mem-
ories, which use the presence or absence of charge to represent data, these devices de-
note data as varying resistance levels, making them non-volatile compared to SRAM-
based cache and DRAM-based primary memory. This property lowers the memory’s
static power consumption, thereby addressing the leakage wall. Regarding physical size,
memristors are compact compared to SRAM but align with the size of DRAM or flash
memories. Yet, some types of memristive technology permit the storage of multiple bits
in a single device, which effectively increases the density. The read and write latency of
these devices aligns with that of DRAM and is notably faster than flash memory. Note
that even though these devices lag behind SRAM and DRAM regarding endurance and
programming energy, they still outperform Flash memories [100–102]. Lastly, as the fab-
rication processes are still under development, these devices are subject to various im-
perfections, which may potentially lower their reliability. Numerous research efforts are
currently underway to rectify the inconsistencies and non-idealities found in these de-
vices [103, 104].

Therefore, the importance of revisiting CIM in the current times cannot be over-
stated, using a rejuvenated viewpoint that embraces innovative methodologies and con-
cepts. This should involve the utilization of the latest memory technologies, considera-
tion of practical systems and applications, and an attitude oriented towards simplifying
its assimilation and practicality.
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1.3. PROBLEM DISCUSSION
No matter the strategy implemented for a CIM design for better performance and/or en-
ergy efficiency of a modern application, significant practical hurdles exist that both sys-
tem designers and developers must confront to facilitate its universal acceptance within
the computational field and across varied workload domains. Below, we list some open
questions and research opportunities at various level of the problem stack that needs to
be resolved before CIM adoption for modern applications becomes a reality.

• Circuit Level. CIM fundamentally relies on the connectivity between memory de-
vices. To date, previous works [87, 105–107] propose numerous array structures
and circuit designs that enable distinct basic operations or facilitate the execution
of the same operations in varying manners. Basic operations, such as logical ones,
serve as the foundational elements for more complex operations, and their effi-
ciency dramatically impacts the entire system. In addition to the array structure
and operations, the inclusion of various analog and digital peripheral circuits is
necessary to utilize computation within a memory array fully. However, the design
of circuits for CIM is still in its infancy, necessitating further research to discover
the most effective design solutions.

• Architecture Level. A CIM architecture also requires consideration of numerous
architectural factors due to their potentially substantial impact on the system’s
performance, energy consumption, size, and even accuracy (at the application
level). Although some previous works [69, 108–110] touch base on these matters,
more research is required to find the most optimal solutions for managing mem-
ory arrays, a potentially specific instruction set dedicated to controlling CIM op-
erations, and tailored communication networks for the system’s needs to manage
data across multiple memory arrays that might be involved in one application.

• Compiler Level. While CIM circuits and architectures can facilitate certain oper-
ations within memory arrays, there is a need for a compiler that can dissect an
application into sections that can be performed within the memory, breaking it
down into operations and instructions the memory can understand. In addition,
the manner in which data is arranged in the memory, considering the system’s re-
quirements and constraints, can have a significant effect on the system’s metrics.
Since CIM itself is still in its early developmental stages, optimized compilers for
CIM systems have only received minimal attention up to this point [111–113].

• Algorithm and Application Level. A CIM design only suits specific algorithms and
applications that are data-intensive, and their operations are supported by the un-
derlying architectures and circuits. Some previous works [108, 114, 115] already
target this research direction. However, extensive research is needed to profile the
applications, find the suitable ones for a CIM design, and then make the necessary
adjustments (e.g., changes to the algorithmic, providing support for the necessary
data flow at the architecture and circuit levels, or adjusting the application to tol-
erate the potential accuracy or performance losses due to device non-idealities) to
enable the execution.
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A true CIM design can execute the right application or workload and achieves im-
provements in the application metrics (such as execution time, energy efficiency, etc.)
using a tailored (general or specific) algorithm, compiler, architecture, data flow, circuit,
and device.

1.4. SOLUTION DIRECTION AND RESEARCH TOPICS
In this dissertation, we seek to investigate (1) acceleration and efficient execution of two
application domains, namely genomics and ML, and (2) a few emerging memory tech-
nologies and circuit and architectural techniques that might benefit us in a CIM design,
having our genomics and ML applications in mind.

We divide the research to be done to achieve these investigations into two steps:

• Identifying and improving the bottlenecked performance of potential kernels in
genomics and ML.

• Exploiting emerging technologies to design a state-of-the-art CIM architecture
that benefits the target kernels with an end-to-end improvement goal in mind.

Through this integrated approach, we aim to drive transformative advancements in
these fields.

1.4.1. IDENTIFY AND IMPROVE BIOINFORMATICS AND NEURAL NETWORK

KERNELS USING CIM
We target two application domains: genomics and ML. The applications in these do-
mains have different functions or kernels in that a designer must be well-versed. Differ-
ent functions may involve different data and control flows and may necessitate diverse
features to be activated in a von-Neumann architecture or a CIM one. To enhance the
efficiency of each function, we first profile them separately and then investigate the op-
timal ways to map them onto the memory. We also evaluate the necessary components
needed alongside the memory array. It is important for a designer to be well-versed in
the applications that can be run on a CIM system using emerging memory technologies.
Gaining a comprehensive understanding of CIM’s principal attributes and a clear per-
spective regarding CIM’s entire breadth is crucial before embarking on its adoption. We
aim to collect pivotal data and distill them to their essence. This process could illuminate
existing design alternatives and the areas that require additional focus. This valuable in-
sight may assist in pinpointing potential future trajectories, such as supported kernels
and their benefits and overheads.

1.4.2. EXPLORING EMERGING (MEMORY ) TECHNOLOGIES FOR CIM
Exploring emerging (memory) technologies, such as memristive devices (e.g., PCM and
STT-MRAM) that offer several properties such as non-volatility, compactness, and inher-
ent capability for performing logical operations (e.g., logical AND), or integrated pho-
tonics that offer high frequency and low latency operations is essential for enhancing
the CIM paradigm one step further. We aim to consider multiple of these technologies
and use their unique features to build a CIM design that can beat the SotA alternative in
one or several comparative metrics such as execution time and/or energy consumption.
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1.5. THESIS STATEMENT
Our approach is encompassed by the following thesis statement:

CIM can improve the performance of multiple Genomics pipelines and Ma-
chine Learning applications.

To do this, our methods require solving the aforementioned issues with traditional
systems and recent CIM works. Therefore, this dissertation addresses the following open
questions.

• What kernels or pipeline stages of genomics studies or ML applications can benefit
from CIM?

• What is the best memory technology used for such CIM designs?

• What architectures are of potential directions to consider?

• Can we efficiently deploy CIM for our applications using the best memory tech-
nologies?

• What does the term "efficiently" means for each kernel and application domain?

1.6. CONTRIBUTIONS
This dissertation makes the following contributions, addressing the discussed research
topics and embracing the thesis statement:

• Evaluation of CIM potential for accelerating basecalling. We identify an acceler-
ation opportunity for basecalling, the very first computational step in any genome
analysis study. We propose a novel hardware/software co-design framework that
can effectively accelerate the state-of-the-art Deep Neural Network-based base-
calling step on a widely accepted CIM architecture using emerging memristor de-
vices. This framework enables us to, for the first time, to the best of our knowledge,
account for the effects of existing non-idealities in the underlying memristors on
the end-to-end accuracy of an application that requires significant acceleration
but cannot tolerate accuracy loss. We publish this work in [116].

• A pre-alignment filtering algorithm for short read filtering using CIM. We first
identify that SotA pre-alignment filters for short reads are the (new) performance
bottleneck to focus on in a genome analysis pipeline that requires sequence
alignment of short reads. We then establish that even pre-alignment accelerators
on graphics processing units (GPUs) or field-programmable gate arrays (FPGAs)
still do not resolve this performance bottleneck and are themselves limited by
the rate at which the data is being fed to them. We propose a hardware/software
co-designed (HW/SW co-designed) accelerator based on CIM capable of pre-
alignment filtering for short-sequence alignment. We first propose a lightweight
and hardware-friendly filtering algorithm. We then exploit emerging non-volatile
memories as underlying devices for hardware acceleration. We publish this work
under [117].
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• A CIM architecture for short-read pre-alignment filtering. We profile all the pre-
vious pre-alignment filters for short-sequence alignment and discover that they
share most of their kernels. We propose a CIM architecture capable of handling
these shared kernels. We show that our architecture can accelerate the overall pre-
alignment filtering of short reads by removing the overhead of data movement for
all the essential kernels. We extensively evaluate the architecture for previous pre-
alignment filters. Our design can also support any future filter as long as they also
require similar kernels. We show this by taking our previous filtering algorithm dis-
cussed previously, although it was not involved in our profiling study. We publish
this work in [118].

• An algorithm and CIM architecture for pre-alignment filtering of long reads. We
acknowledge the industry’s move towards sequencing long reads. We devise an
enhanced data handling and architecture to allow pre-alignment filtering for long
reads. Our architecture is based on CIM to take into account that with moving
from long reads to short reads, the data movement increases, which can negatively
affect the performance. We publish this work in [119].

• A high-performance and energy-efficient food profiler using CIM. We pinpoint
two critical sources of inefficiency in SotA profilers currently used for food moni-
toring: (1) requirements for high-end servers with large storage and memory and
(2) random accesses to large working datasets, incurring unnecessary data move-
ment. We propose an end-to-end, hardware/software co-designed food profiling
framework that efficiently profiles species of a food sample. We reduce the food
profiling problem to a multi-object (multi-species) classification problem using
hyperdimensional (HD) computing (HDC) followed by an abundance estimation
step. We propose a CIM accelerator to mitigate the costs of data movement and
shift operations in our HDC solution and simultaneously solve the second prob-
lem of profilers as well. This work has been published in [120].

• A CIM method for k-mer matching and framework for taxonomic profiling. We
build the first hardware/software co-designed framework for taxonomic profiling
that exploits real memristor (i.e., STT-MRAM) devices and the CIM paradigm. We
propose an optimized framework for accelerating Kraken21 that notably improves
execution time and energy consumption of taxonomic profiling with a negligible
area overhead. We achieve this by proposing a memristor-based substrate, called
TL-PIM , that accelerates the bottleneck of Kraken2 (and many other profilers), the
Table Lookup operation. We publish this work in [121].

• A high-performance data mapping for Binary Neural Network using CIM. We ad-
vance SotA CIM accelerators for BNNs by providing a highly parallel data map-
ping that is compatible with any CIM design capable of performing VMM, e.g.,
memristor-based crossbars such as ePCM-based or ReRAM-based ones. Our pro-
posed data mapping is designed with the conventional 1T1R memory crossbar

1Kraken2 is currently the most widely-used and one of the most promising taxonomic profilers based on recent
metagenomics challenges.
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structure in mind and is, therefore, compatible with many of the already evolving
crossbar architectures. We publish this in [122].

• A CIM accelerator based on optical phase change material for Binary Neural Net-
work. We propose an oPCM hardware-based CIM implementation incorporating
our discussed optimized data mapping for BNNs. Our accelerator ensures maxi-
mum parallelism through exploring the potential provided by the features of CIM
architecture and the inherent properties of oPCM (via wavelength division mul-
tiplexing (WDM). Our design realizes an order of magnitude improvement in la-
tency/throughput without losing the accuracy of the network. We publish this
in [123].

1.7. THESIS OUTLINE
- This dissertation is organized into fourteen chapters.

Chapter 2 introduces CIM and its classifications, emerging memory technologies,
genomics pipelines, and Neural Network. We first discuss the history of CIM and its
types. We then present a background on two emerging technologies: resistive memory
devices and integrated photonics. We then introduce two application domains that we
believe can benefit from these computing and technological paradigms.

Chapter 3 explores CIM for the acceleration of basecalling, an important step in ge-
nomics pipelines. We first provide a background on what basecalling is and what the
issues are with SotA basecallers. We then propose a hardware/software co-designed
framework to analyze (1) the potential of CIM for basecalling acceleration and (2) strate-
gies to mitigate the possible negative effects of non-idealities. We evaluate the SotA base-
caller on a SotA CIM architecture and provide key suggestions and recommendations for
system designers of future emerging accelerators for basecalling.

Chapter 4 targets CIM acceleration for another step in the genomics pipeline, pre-
alignment filtering. We first introduce pre-alignment filtering, where it exists, and how it
helps the general pipeline. We target pre-alignment of short genomic sequences (called
short reads), as currently, the majority of our genomic data are in the form of short reads.
We then present a lightweight algorithm that is compatible with CIM architecture.

Chapter 5 also targets pre-alignment filtering step. However, in this chapter, we first
profile the existing pre-alignment filters for short reads. We identify the existing kernels
and the ones they share. We also identify data movement as the main bottleneck of these
short-read filters. We finally propose a CIM architecture that not only supports all the
shared kernels of previous filters but also eliminates the data movement overhead. Our
architecture is capable of accelerating the pre-alignment filtering for short reads.

Chapter 6 considers the long-reads for the first time. Knowing that the industry is
moving towards obtaining long reads, this chapter presents a hardware accelerator for
pre-alignment filtering of long reads. Note that due to their size, the architecture and
algorithms discussed in Chapter 4 and Chapter 5 do not directly work for long reads.
We identify data movement as a potential contributor to the execution time of the filter-
ing. We first present a CIM-friendly algorithm to enable long-read filtering. We finally
discussed the corresponding CIM architecture.

Chapter 7 explores CIM for food profiling, one of the possible final applications in a
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genomic pipeline. We first introduce food profiling. We then discuss its importance and
the limitations of current profilers in the industry. We also present some background
on hyperdimensional computing (HDC), a classification method that we found suitable
for our problem. We then propose a platform-independent framework for food profiling
using hyperdimensional computing. This way, we overcome the first problem of current
profilers, which is their massive data structure. We then present a CIM accelerator using
memristors to enable food profiling faster than existing ones.

Chapter 8 introduces a CIM architecture for taxonomic profiling. We first introduce
metagenomics studies and the role taxonomic profilers play in it. We then discuss the
limitations of existing profilers by profiling the SotA taxonomic profiler. We identify data
movement and one single kernel as the key limiters. We propose a CIM design to acceler-
ate the main kernel that constitutes most of the execution time. We then present the first
HW/SW co-designed framework to accelerate taxonomic profiling using a CIM-based
system.

Chapter 9 studies the acceleration of BNNs with CIM architectures. We first present
a background on BNNs. Then, we introduce an efficient data mapping that provides
high parallelization for the required operation in a BNN on any CIM design capable of
performing VMM. Our design uses a conventional 1T1R memory crossbar structure and
requires only the VMM compatibility, which is common in many of the memristor-based
crossbars such as ReRAM-based or ePCM-based ones.

Chapter 10 remains on the topic of BNNs while advancing the CIM accelerator with
other emerging technologies. We first introduce integrated photonics with PCM, which
is commonly known as optical phase change memory (oPCM). We then present an oPCM
hardware-based CIM implementation incorporating the proposed highly parallel data
mapping with only VMM compatibility as its requirement. We exploit oPCM to ensure
maximum parallelism through exploring the potential provided by the features of CIM
architecture and the inherent properties of oPCM (via wavelength division multiplexing
(WDM).

Chapter 11 summarizes this dissertation and presents future research directions.





2
BACKGROUND AND

STATE-OF-THE-ART

This chapter presents the necessary background for our thesis in three main groups. First,
we introduce the Computation-In-Memory (CIM) paradigm, a classification of CIM de-
signs, and the architecture of a CIM tile. Subsequently, we discuss some potential emerging
memory technologies for CIM designs. Here, we present a theory of memristor devices and
a detailed comparison of three examples of emerging memories with traditional ones. We
then present the main crossbar structures for memristor-based CIM designs. We also touch
base on the fundamentals of using integrated photonics with memristors in using optical
phase change memory-based systems. After that, we discuss a few primitive functions sup-
ported by emerging memory technologies and CIM architectures. Second, we discuss two
main groups of modern applications, namely genomics and Machine Learning. We dis-
cuss different computational pipelines in genomics and the various steps and kernels that
exist in them. We also provide more motivational data for the data explosion in these
applications and some essential background for Binary Neural Networks. Third, we dis-
cuss the state-of-the-art CIM designs and simulations, from general-purpose proposals to
application-specific ones.
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2.1. COMPUTATION-IN-MEMORY (CIM)
Presently, the prevalent von-Neumann architectural paradigm in our computational in-
frastructure contributes to performance loss and higher energy consumption because of
the excessive data transfers it necessitates. This design principle, as depicted in Fig. 1.3,
partitions the processing and memory/storage components, with the two being inter-
connected through energy-intensive links. As an upshot of this setup, data is perpetually
relayed back and forth between these units to conduct computations.

The process of manipulating data that resides in memory requires significant time
and energy. The Central Processing Unit (CPU) or an associated accelerator initiates
the sequence by dispatching a request to the memory controller. This controller sub-
sequently interacts with the memory module. Following this, data is retrieved from the
memory, routed back to the memory controller, and deposited in the CPU’s cache and
registers, and only then can the CPU perform computations on it.

Currently, only the CPU or respective accelerators possess computational capabili-
ties, leaving all other components relegated to roles of data storage and transfer, with no
computational functionality. This disparity results in a loss of performance and energy
efficiency. A recent study [42] discloses that this processor-memory split is responsible
for over 62% of the total system energy consumption across four key mobile consumer
workloads, thereby underscoring the urgency for a more holistic computational strategy
that reduces energy squandering.

At least five factors play a part in the performance and energy complications linked
to data transfers between the processor and memory, further accentuating the adverse
effects of data movement within our computational systems.

1. The narrow width of the off-chip bus between the memory controller and main
memory. This limitation reduces bandwidth and increases latency, hindering the
concurrent execution of memory requests.

2. Complex mechanisms like multi-level cache hierarchies and latency toler-
ance/hiding mechanisms that we developed to tolerate main memory data access
latency. Though efficacious for traditional applications, these approaches bear
high costs in terms of chip area, energy, and latency, further complicating the
architectural layout of the system.

3. Questionable caches regarding their efficiency. Many instances reveal unused data
in caches, resulting in wasted hardware area and memory bandwidth. Modern
workloads with their diverse access patterns often render these caches inefficient
or even redundant, thereby exacerbating the energy wastage in systems that are
centered around the processor.

4. Random memory access patterns in modern applications, such as graph process-
ing and sparse linear algebra, that struggle with inefficiency in caches, a main
memory bus, and the main memory itself. The stochastic nature of these random
accesses also undermines the effectiveness of prefetching mechanisms.

5. The interconnects between the processor and main memory are long and energy-
consuming, imposing additional latency to every data access and consuming sig-
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nificant energy in moving data to/from the DRAM memory. Moreover, the latency
and energy consumption of these interconnects do not scale favorably with ad-
vancements in technology node generations, which only serves to compound the
cost associated with data movement.

The issues identified largely stem from the prevailing processor-centric design ap-
proach. To mitigate this ongoing cycle of performance deterioration and energy ineffi-
ciency, it is imperative to transition towards a more data-centric design principle.

The rising gap between processing and memory/communication technologies has
resulted in communication costs outstripping computation costs in terms of energy con-
sumption. The energy required for main memory access is roughly 115 times that of an
arithmetic operation [124]. Consequently, data movement is responsible for 40%, 35%,
and 62% of the total system energy in scientific, mobile, and consumer applications, res-
pectively. This excessive energy consumption significantly hampers both efficiency and
performance across various computing platforms [124, 125].

The root causes of the low performance, energy inefficiency, and heightened system
complexity can be traced back to the processor-centric or von-Neumann design model.
To counter these challenges, a fundamental change in design philosophy is needed, tran-
sitioning from a processor-centric to a data-centric approach. This includes 1) reduc-
ing data movement during computational tasks and 2) enabling computation to occur
where the data resides instead of being confined to the processor. To enact this shift,
it is crucial to dismantle the traditional divide between computing and memory units,
leading to the emergence of a novel model known as Processing-In-Memory (PIM) or
Computation-In-Memory (CIM). From now on, we only use the term CIM.

2.1.1. CIM DESIGNS CLASSIFICATION BASED ON COMPUTATION LOCATION
Fig. 2.1 demonstrates the four potential locations where a computational result can be
generated, effectively creating four classes for computing. If the result is produced out-
side of the memory core, we call the class Computation-Outside-Memory (COM). In
such scenarios, the computation can either occur within additional logic circuits inside
the memory System-in-Packages (SiP) or, akin to traditional von-Neumaan architecture,
within computational cores (CPU or GPU). These instances are categorized as COM-
Near (COM-N) or COM-Far (COM-F), respectively. An instance of COM-N is represented
by 3D-Stacked Memory, where extra logic is integrated into the memory system to facil-
itate computation. The other two classes are (1) CIM-Array (CIM-A), in which the com-
putation result is generated within the memory array, and (2) CIM-Periphery (CIM-P), in
which the result of the computation is generated within the memory periphery.

CIM-A designs typically offer a few key advantages:

• They enable maximum bandwidth for data "transfer" between the computation and
storage units.

• They enable high levels of parallelism.

• They can facilitate the logic cascading of universal functions.

However, these designs also exhibit some common limitations, such as:
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Four Locations for Computations
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Figure 2.1: Four locations for computation [126].

• Frequent write operations can cause endurance and energy consumption issues.

• The memory array and its controller necessitate considerable design efforts.

• Performance can be hampered due to high latency associated with device program-
ming and logic cascading needed for complex functions.

Similarly, CIM-P designs typically come with advantages of their own:

• They do not compromise the endurance of the memory array or the state of the stored
data.

• They require less redesign effort for the memory array.

• They allow high to maximum bandwidth, depending on the complexity and area of
the periphery.

However, they also present some common drawbacks:

• Performance may be hampered if due to shared peripheral resources such as sense
amplifiers (SAs).

• Cascading functions cannot be achieved without read/write operations.

Existing literature based on COM-N, CIM-P, and CIM-A are all known as works in
the CIM (PIM) paradigm. However, when we speak of CIM in this thesis, we mainly
target those that fall into the category of CIM-A and CIM-P. Therefore, to understand
the potentials of these two designs more deeply, in the following we discuss the memory
crossbar and its periphery.
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2.1.2. ILLUSTRATION OF GENERIC CIM TILE
Here, our objective is to provide a clear delineation of the data movement in an abstract
CIM tile and its capability to generate intricate functions.

Fig. 2.2 presents a generalized overview of a CIM tile, also known as CIM array. A CIM
tile is composed of a memory crossbar, along with its digital and analog peripherals.

CIM tile is designed to accept digital data and instructions [127], alternatively re-
ferred to as control signals. Internally, a controller directs all circuit operations in line
with these instructions. Data traverses four stages: 1) Input processing fi n , 2) Crossbar
array fX bar , 3) Sensing fsens , and 4) Output processing fout . To this date, innovative cir-
cuit designs have been proposed to broaden the array of functions feasible at each stage.
When implementing an application using CIM tiles, the designer handpicks a function
and the corresponding circuit for each stage. Consequently, we end up with an acceler-
ator tailored to a particular application. So far, research on memristor-based CIM has
primarily concentrated on crafting accelerators that cater to specific applications. Yet,
to attain a design as universal as possible, there is a need to support an extensive range
of functionalities at each stage concurrently, as opposed to distinct circuits for individ-
ual functions. The forthcoming discussion will elaborate on the basic functionalities
currently available at these four stages. Recognizing these functions empowers us to
construct more elaborate functionalities within the CIM-tile.
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Figure 2.2: Generalized CIM tile/array [128] for computation in four steps: (1) input pro-
cessing, (2) crossbar array processing, (3) sensing, and (4) output processing

2.1.3. POTENTIAL EMERGING TECHNOLOGIES FOR CIM
MEMRISTORS

Prior to the 1970s, the core components of circuitry were resistance (R), capacitance (C),
and inductance (L), linking the key units of electricity: charge, current, voltage, and flux.
Resistance correlates current with the rate of change in voltage, expressed mathemati-
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cally as d v = Rdi . Similarly, capacitance represents the connection between charge and
voltage, depicted as d q = cd v . The third element, inductance, is a bridge between flux
and current, illustrated by dΦ = Ldi . Fig. 2.3 demonstrates these elements and their
relations to each other.

songs worked like a charm. So it seems that 
the male forms of fru fine-tune these neurons 
in the male to perfect his song.

Even if it is not well tuned, a song circuit is 
present in females. So what makes them hide 
their singing talent? The selective activation of 
thoracic song circuits in males but not females 
is likely to be controlled by some subset of the 
fru neurons in the brain. Indeed, classic studies 
of gynandromorph flies (which have a mixture 
of male and female nervous tissues) indicated4 
that certain brain regions must be ‘male’ to trig-
ger the song. In this context, it is interesting to 
note that several pairs of neurons descending 
from the brain to the thorax are fru-positive1. 
These neurons are prime candidates to convey 
sex-specific commands to the thoracic song 
circuits.

The picture that emerges from these studies 
is that the circuitry for song generation, like 
that for pheromone processing9,10, is largely 
shared between the sexes. The crucial sex dif-
ferences seem to lie somewhere in between 
these bisexual input and output circuits, in 
dimorphic ‘decision-making’ centres in the 
brain. A similar design has recently been pro-
posed11 for the circuits that regulate sexual 
behaviour in mice: in females unable to per-
ceive certain olfactory cues, male-like sexual 
behaviour results, presumably reflecting the 
activation of otherwise dormant circuits for 
these male behaviours in females. This modu-
lar and bisexual design affords considerable 
flexibility, which may even be exploited within 
the animal’s own lifetime. Some species of fish, 
for example, change their sexual behaviour in 
response to social cues12. They may do this 
by simply resetting a few critical switches in 
the decision-making centres of an otherwise 
bisexual nervous system.

There is great excitement in neuroscience 
these days, as genetic tools are used to anatomi-
cally and functionally dissect the neural circuits 
that mediate complex animal behaviours13. 
Clyne and Miesenböck’s work1 beautifully 
illustrates the essential role photoactivation 
methods will have in this endeavour. As bio-
chemists and biophysicists have long appreci-
ated, surprising insights come when one can 
address questions of causality as well as cor-
relation, reducing a system to its essentials and 
pushing it beyond its normal operating range. 
The mating behaviours of the humble fruitfly 
seem to be particularly amenable to this type 
of reductionist approach. ■
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ELECTRONICS

The fourth element
James M. Tour and Tao He

Almost four decades since its existence was first proposed, a fourth basic 
circuit element joins the canonical three. The ‘memristor’ might herald a 
step-change in the march towards ever more powerful circuitry.

We learn at school that there are three funda-
mental two-terminal elements used for circuit 
building: resistors, capacitors and inductors. 
These are ‘passive’ elements, capable of dissi-
pating or storing energy — but not, as active 
elements are, of generating it. The behaviour 
of each of these elements is described by a sim-
ple linear relationship between two of the four 
basic variables describing a circuit: current, 
voltage, charge and magnetic flux. 

As the electrical engineer Leon Chua 
pointed out1 in 1971, for the sake of the logical 
completeness of circuit theory, a fourth passive 
element should in fact be added to the list. He 
named this hypothetical element, linking flux 
and charge, the ‘memristor’ (Fig. 1). Almost 40 
years later, Strukov et al.2 (page 80 of this issue) 
present both a simple model system in which 
memristance should arise and a first, approxi-
mate physical example.

So what? Beyond its fundamental interest, 
the excitement lies in the possibility that the 
memristor could markedly extend how we can 
make electronic circuits work. In doing so, it 
might provide us with a way to keep on expo-
nentially increasing computing power over 
time — thus maintaining something approxi-
mating to Moore’s law, the rule-of-thumb to 
that effect that has been valid over the past few 
decades.

But before we get ahead of ourselves, some 
basics. According to the theory, a memristor 
is essentially a device that works under alter-
nating current (a.c.) conditions1 in which the 
applied voltage varies sinusoidally with time. 
As the polarity of this voltage changes, the 
memristor can switch reversibly between a less 
conductive OFF state and a more conductive 
ON state. Crucially, the value of the current 
flow through the memristor (the measure of 
its resistance) does not in the second half of the 
cycle retrace the exact path it took in the first. 
Because of this ‘hysteresis’ effect, the memris-
tor acts as a nonlinear resistor the resistance 
of which depends on the history of the voltage 
across it — its name, a contraction of ‘memory 
resistor’, reflects just that property.

The memristor is a special case of a more 

general class of nonlinear dynamical devices 
called memristive systems3. Whether physi-
cally realized or not, since memristance was 
first proposed the memristor has been success-
fully used as a conceptual tool for analysing sig-
nal processing and for modelling the workings 
of, for instance, electrochemical and nonlinear 
semiconductor devices. 

Even so, the concept has not been widely 
adopted, possibly because in normal micro-
scale chips the memristance is minute. But 
everything changes on the nanoscale, because 

Figure 1 | Complete quartet. There are six 
independent permutations of two objects from 
a bank of four. Thus, six mathematical relations 
might be construed to connect pairs of the four 
fundamental circuit variables (current, i; voltage, 
v; charge, q; magnetic flux, φ)1. Of these, five 
are well known. Two arise from the definitions 
of two of the variables concerned: charge and 
magnetic flux are the time integrals of current 
and voltage (dq = i dt and dφ = v dt), respectively. 
The other three lead to the axiomatic properties 
of three classic circuit elements: resistance, R, 
is the rate of change of voltage with current; 
capacitance, C, that of charge with voltage; and 
inductance, L, that of flux with current. The sixth 
relation leads to a fourth basic circuit element, 
which had been missing. Strukov et al.2 have now 
found it: the memristor, with memristance, M, 
defined as the rate of change of flux with charge. 
(Figure adapted from refs 1 and 2.)
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Figure 2.3: Four fundamental circuit elements and their relation [129].

In the pivotal year of 1971, Leon Chua proposed a new fundamental electrical com-
ponent, memristors. This unique element established a link between magnetic flux and
charge. Mathematically, this relationship is represented in Equation 2.1. Unlike the re-
sistor (R), the memristor presents a dynamic interplay between current and voltage. This
means that its current behavior depends not merely on voltage and current but also on
the memristor’s specific state.

M(q) = dΦ/d q => M(q(t )) = (dΦ/d t )/(d q/d t ) =V (t )/I (t ) (2.1)

Equation 2.2 presents the memristor’s behavior as state-dependent Ohm’s law, where
the resistance is an interplay of the state variable x, voltage, and current. Here, R is the
memristor’s resistance function.

M(q) = dΦ/d q => M(q(t )) = (dΦ/d t )/(d q/d t ) =V (t )/I (t ) (2.2)

Equation 2.3 presents the state of the memristor, where the rate of change of the state
variable over time depends on the state variable itself, voltage, and current.

d x/d t = f (x,V , I ) (2.3)

The first tangible manifestation of a memristor was reported by HP labs in 2008 [130].
The memristive device, a two-terminal component, demonstrated a characteristic
‘pinched’ hysteresis loop at the origin of the current-voltage (I-V) graph. This pinched
hysteresis loop indicates a resistance shift contingent on the history of resistance and
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the applied voltage or current. Essentially, it signifies that variations in voltage (or
current) can instigate changes in the state of resistance.

Fig. 2.4 presents an overview of switching mechanisms of bipolar and unipolar mem-
ristors. Bipolar memristors switch between low and high resistance states by applying a
positive and negative voltage, respectively. Contrarily, unipolar memristors operate in-
dependently of the polarity of the programming voltage and respond solely to its mag-
nitude.

Bipolar and Unipolar

(a) Bipolar Switching (b) Unipolar Switching

Figure 2.4: Memristor switching dynamics for (a) bipolar and (b) unipolar devices [131,
132].

Various technologies and materials are available for the construction of memristor
devices. The three leading memristors are:

• Resistive Random-Access Memory (ReRAM). Resistive random-access memory
(ReRAM or RRAM) devices are structured as a metal-insulator-metal stack. In a
bipolar ReRAM, the act of setting and resetting is governed by the shift in the polar-
ity of the programming voltage (for instance, 2V), which either forms or dissolves
the conductive filament. For non-invasive reading of the device, a lower voltage
(such as 0.2V) is used, and the current (or voltage) running through (or across) the
device is monitored. Programming the device demands a higher voltage/current
and extended latency [113]. These devices can therefore be in two states: high
resistance state (HRS) and low resistance state (LRS).

• Phase Change Memory (PCM). Phase change memory (PCM) devices date back to
the 1960s. A PCM device operates based on the attribute of certain materials, for
instance, Ge2Sb2Te5. These materials are capable of undergoing a rapid and re-
versible shift from a highly resistive amorphous phase to a conductive crystalline
phase, thanks to Joule heating. A typical PCM device features a mushroom-like
shape, wherein the lower electrode confines heat and current. This confinement
leads to a near-hemispherical form of the amorphous region when in a high re-
sistance state (HRS). The transition to a low resistance state (LRS) is achieved by
crystallizing the amorphous region [133].

• Spin-Transfer Torque Magnetic Random-Access Memory (STT-MRAM). The data
storage element in spin-transfer torque magnetic random-access memory (STT-
MRAM) is the magnetic tunnel junction (MTJ), which encodes one bit of data into
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two bi-stable magnetic states. The MTJ fundamentally comprises two ferromag-
netic layers separated by an ultra-thin dielectric tunnel barrier (TB). The top fer-
romagnetic layer, referred to as the free layer (FL), allows for the magnetization
to be altered by the application of a spin-polarized current. Conversely, the mag-
netization of the bottom ferromagnetic layer, or the pinned layer (PL), is rigidly
pinned in a specific direction. Consequently, the magnetization of the FL can be
either parallel (P state) or anti-parallel (AP state) to the PL [134], capturing the high
resistance state (HRS) and low resistance state (LRS) states.

Fig. 2.5 demonstrates a pictural presentation of LRS and HRS in ReRAM, PCM, and
STT-MRAM.
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Figure 2.5: LRS and HRS of (a) ReRAM, (b) PCM, and (c) STT-MRAM.

Table 2.1 presents a comparison of memristors as emerging memory technologies
with conventional memories. Access time indicates the speed at which data can be
stored and retrieved (read and write latency). Cycling endurance denotes the count of
times a memory device can undergo programming (or switching). The access energy
quantifies the energy expended to read from or write into the device. The notation F
signifies the smallest feature size.

Conventional Memories Emerging Memories
SRAM DRAM Flash ReRAM PCM STT-MRAM

Size (F 2) 120-150 10-30 10-30 10-30 10-30 10-30
Volatality Yes Yes No No No No

Read latency ∼1 ns ∼3 ns ∼100 ns ∼10 ns ∼10 ns ∼5 ns
Write latency ∼1 ns ∼10 ns ∼1 ms ∼10 ns ∼10 ns ∼5 ns
Write energy ∼fJ ∼10 fJ ∼100 pJ ∼1 pJ ∼10 pJ ∼1 pJ
Endurance ∼ 1016 ∼ 1016 ∼ 104 −106 ∼ 107 ∼ 1012 ∼ 1015

Scalability Medium Medium Medium High High High

Table 2.1: Comparison of conventional and emerging memories [102, 135, 136].

From Table 2.1, we made three key observations. First, emerging memory technolo-
gies offer high-density storage. Assuming these technologies can support multi-bit stor-
age, their density could surpass that of conventional memory technologies. Second,
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unlike SRAM and DRAM, emerging memory technologies are non-volatile, leading to
lower static energy consumption. They operate at lower voltage levels than flash mem-
ory, making them suitable for embedded applications. While their read and write times
are inferior to SRAM, they are comparable to DRAM and significantly better than Flash.
Third, The endurance of emerging memories trails slightly behind volatile memories but
is comparable to, and even exceeds, Flash memory.

Note that, unfortunately, emerging memories often struggle with high programming
energy. This factor is the primary reason why researchers frequently use these devices
for applications where frequent reprogramming is not required. Moreover, memristors
typically show non-ideal behaviors that pose substantial challenges in the realm of de-
pendable computing. These non-ideal behaviors primarily originate from fabrication
imperfections in the device and inaccuracies in programming. These non-idealities can
be briefly summarized below:

• Non-zero Gmi n error. In memristors, varying resistance levels are used to encode
information. For instance, the logical value ‘0’ could be assigned to either a high
or low resistance level. Regardless of the resistance level, there would be a cur-
rent that passes to the sensing circuit. This means that even when a memristor
represents a digital zero with a high resistance level, a non-zero output current is
generated when a non-zero input voltage is applied. This characteristic introduces
complexities when executing mathematical computations with memristor devices
[137].

• Conductance drift. The conductance values of memristor devices are subject to
change over time. This alteration can be triggered even by the recurring reading of
the device. As a result, to restore its initial state, the device necessitates reprogram-
ming after a certain duration. Read disturb is a notable form of conductance drift
in which a read operation can cause the real value stored in the device to change
inadvertently.

• Programming Noise. Theoretically, memristors can flip between specific conduc-
tance levels, each characterized by distinct values. However, actual scenarios ex-
hibit each level presenting a spectrum of conductance values, typically following
a Gaussian distribution. The correlation between the variability in programming
voltage (or current) and the programmed value is significant. Memristors pos-
sessing high conductance levels face diminished noise margins between the levels.
Consequently, the damaging effects of programming noise become more severe.
This implies that employing a high-resolution memristor cell poses a considerable
challenge to a system regarding its precision and functionality, making it a signifi-
cant concern.

• Endurance and Retention. Memristor devices face endurance challenges, also
known as the aging problem, arising from the damaging effects of the program-
ming process. For instance, in ReRAM devices, this aging could be attributed to
alterations in oxygen vacancies induced by oxygen diffusion. Such endurance-
related concerns limit the frequency at which these devices can be reprogrammed,
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making memristors more suitable for applications not necessitating repeated re-
programming. At present, memristor devices demonstrate endurance exceeding
106. Furthermore, the data retention span for memristor devices can extend to
approximately a decade [138].

• IR-drop. IR-drop arises due to the resistance encountered by electrical wires. The
farther the memristor is from its driver, the greater the impact of this wire resis-
tance. Consequently, there is a reduction in the voltage necessary for program-
ming and reading operations, diverging from its original value. This deviation can
lead to a memristor being programmed with incorrect values (a form of program-
ming noise) or inaccurate values being extracted from the device during a reading
operation.

When memristor devices are placed within a crossbar configuration, they can serve
as storage units and provide additional in-memory functionalities and enable CIM.
Fig. 2.6 captures a few widely-used and promising crossbar structures proposed by
previous works that we briefly discuss below:

• 1R crossbar array. In a 1R crossbar array, each cell comprises a single memris-
tive device (1R). The individual cells are accessed via wordline (WL) and bitline
(BL). This specific array arrangement delivers high density relative to alternative
structures. To read a device, we initiate the designated WL with ‘Vr ead ’ while the
remaining WLs are grounded. Consequently, the values of all memristors in the ac-
tivated row are read by monitoring the current flow in the bitlines. Despite its ben-
efits, this design is hampered by the issue of sneak path current. As also demon-
strated in Fig. 2.6-(a), the current in the bitlines could potentially leak through
other memristors in the non-active rows. As a result, the current sensed by a sense
amplifier may not accurately represent the values stored in the memristors. The
programming process of a 1R crossbar array has two steps: (1) initialization and
(2) writing. During initialization, the devices in a chosen row are reset to HRS, cor-
responding to logic ‘0’, by applying V DD to the WL and grounding all the BLs. In
the writing phase, the ground is applied to the selected WL, and V DD is applied
only to those BLs intending to program their memristor to LRS, representing logic
‘1’. For the non-selected WLs, a 1/2(V DD) voltage is applied to prevent the non-
selected devices from switching. In this process, the voltage across the selected
device in the first column is V DD (i.e., V DD>Vset ), while the voltage across the de-
selected device in the second column is V DD−V DD/2 (i.e., V DD−V DD/2<Vset ).

• 1T1R common source-line crossbar array. To mitigate the issue of sneak path
current in the 1R crossbar array, the 1t1R structure pairs an access transistor with
each memristor device as shown in Fig. 2.6-(b). In this structure, the memristors
in a row are connected by a common source-line (SL). To read a memristor’s value,
we apply V DD to its associated wordline to activate the access transistor. Further-
more, Vr ead is applied to the source-line, and the current (or voltage) is detected on
the bitline. To simultaneously program all the memristors located in a single row,
we require two distinct voltage levels; V DD and 2V DD . The source-line is driven
by V DD , and depending on whether we aim to set the device to LRS (logic ‘1’) or
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Figure 2.6: Prevalent crossbar structures and their functioning during read and write
processes: (a) 1R passive array, (b) 1T1R common source-line array, (c) 1T1R dual bitline
array, and (d) 2T2R array structure.
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HRS (logic ‘0’), 2V DD or GN D is imposed on the bitlines, respectively. This struc-
ture is particularly suited for Vector-Matrix-Multiplication (VMM) operations.

• 1T1R dual bitline crossbar array. In a 1T1R dual bitline crossbar array (Fig. 2.6-
(c)), an access transistor is still assigned to each memristor device. However, the
memristors collectively use the source-line within a single column of the cross-
bar. Dual bitline arrays exhibit lower latency and energy consumption due to the
reduced voltages during the write operation. This allows for a thinner oxide ac-
cess transistor and lowers the transistor’s effective resistance. However, this array
structure requires more space relative to the common source-line array due to the
parallel orientation of the bitlines (BLs) and source-lines (SLs). This structure is
well suited for ‘streaming’ logical operations.

• 2T2R crossbar array. In a 2T2R crossbar structure, each cell is composed of two
memristors (2R) and two access transistors (2T), and each cell stores the actual
data as well as its complementary value. Fig. 2.6-(d) depicts this structure. This
structure needs a differential sensing mechanism similar to the one used in tradi-
tional SRAM. The data and its complementary value traverse the bitline and bit-
line bars, with a minor difference between the voltage or current of these two lines
detected by a differential sense amplifier. This results in improved performance,
higher sensing margin, and greater resilience to variation and non-idealities. How-
ever, as alluded to, these advantages come at the expense of reduced area effi-
ciency. Furthermore, the efficacy of this structure for computational tasks, such as
VMM and XOR operations.

As mentioned above, using memristors in discussed array structures for CIM requires
considerations regarding the accuracy for memory or computational operations beyond
the non-idealities that memristors themselves impose, as discussed before. A few exam-
ples of these new potential sources of errors are (1) the effective resistive load (known
as RLoad ) in their circuit [139], (2) The wire resistance and sneak paths, due to imperfect
wires (i.e., wires with different resistances) and the changes in the voltages of the internal
nodes while performing a VMM operation [140, 141], and (3) non-ideal sensing circuit
or ADCs, which happens due to rigid or hard-to-accurately-change references used for
distinguishing/sensing the end result [128, 139].

OPTICAL PHASE CHANGE MEMORY

Phase change materials (PCMs) are currently the leading alternatives for non-volatile
computation in silicon photonics-based platforms [142]. A design that combines inte-
grated photonics with PCM is commonly known optical phase change memory (oPCM).
Compared to diffractive computing in free-space optics [143], oPCM-based designs offer
CMOS-compatible manufacturing. Compared to previous photonic-based platforms,
oPCM offers higher speed and lower energy consumption for the electronics interface.
This is because conventional photonic-based platforms require large and power-hungry
phase shifters used in their calibration and reconfiguration [144]. Therefore, a design
based on non-volatile PCMs that also exploits integrated photonics can potentially re-
duce both the cost and the overall footprint of photonic cores for similar logical opera-
tions [145]. Cardoso et al. [145] show that, with a realistic noise level, using PCM devices
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in a multi-level fashion hurts the accuracy of an oPCM-based design when performing
scalar multiplication. However, one can avoid this problem using fewer levels or states
in PCM, such as in a binary state. In other words, the binary usage of PCM provides the
easiest solution for differentiating between the states.

One can also utilize oPCM in a CIM design. Such an oPCM-based CIM design offers
three benefits compared to the same design with electronic-based PCM as the underly-
ing technology:

• Higher parallelization through wavelength division multiplexing (WDM). An oPCM-
based CIM design allows multiple vectors, which can be processed simultaneously in
different parts of the frequency space [146] by WDM.

• Higher scalability. oPCM-based CIM designs do not need to combat Joule heating,
electromagnetic crosstalk, and capacitance that custom silicon computing platforms
using electronic-based PCM require [147, 148].

• Lower design overheads and considerations. Current oPCM-based CIM designs are
unaffected by variability, resistance drift, and cyclability challenges that affect manu-
factured electronic-based CIM designs [149–151].

2.1.4. PRIMITIVE FUNCTIONS IN CIM CLASSES
Having the generic illustration of a CIM tile (Section 2.1.2), our classification of four pos-
sible computation locations (Section 2.1.1) and crossbar structures we discussed above,
one can realize many primitive functions such as NAND, XOR, VMM, AND, etc. in and
near the crossbar array. Below, we briefly discuss a few of these functions and how they
work. But we refer the enthusiastic reader to previous works to investigate other possible
functions enabled by CIM [107, 152–157].

• NAND [152]. Fig. 2.7 depicts a visual representation of how to realize the NAND us-
ing memristors. In this method, one must configure/program the output memris-
tor, where the NAND result will be stored. In Fig. 2.7, the output memristor starts
with an initial state of Ro f f , i.e., logical ‘1’. Then, the bitlines associated with the
initial two inputs are subjected to Vwh , while the output bitline receives Vω, with
the source-line remaining unconnected. With both inputs set to 1, equivalent to
Ro f f , a zero voltage passes through the horizontal line, resulting in the output de-
vice experiencing a voltage Vw , which in turn switches its resistance from Ro f f to
Ron . However, if any of the inputs is 0, represented by Ron , the horizontal line sees
a Vwh voltage. Consequently, a voltage difference of Vω−Vwh is present across the
output device, an insufficient condition for a state transition in resistance. This is
an example of functions in the crossbar ( fX bar in Fig. 2.2 and CIM-A in Fig. 2.1).
Note that other methods [158], such as using a 3-input minority function with in-
crementally decreasing the Minority operation’s voltage to a point where all mem-
ristor inputs must be at RON to trigger a state transition in the output memristor,
to realize a NAND also exist.

• XOR [159]. XOR using memristors requires five memristor devices, with two
of them functioning as auxiliary elements. Fig. 2.8-(a) depicts the required
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Figure 2.7: NAND design using memristors [152].

connections and initial setup of these memristors. When both memristor de-
vices—representing input parameters—are either in the ON or OFF state, the
shared node between these devices essentially serves as ground, preserving the
initial state of the output memristor. However, when this is not the case, the
voltage at the shared node reaches V x, resulting in the transition of the output
memristor to the LRS state with the assistance of the auxiliary memristors.
Fig. 2.8-(b) presents the crossbar configuration and the respective data mapping
necessary for realizing XOR in the CIM crossbar structure. This implementation
of XOR is also an example of functions in the crossbar ( fX bar in Fig. 2.2 and CIM-A
in Fig. 2.1).
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• VMM [90]. CIM crossbars are very attractive for their capability to execute Vector-
Matrix-Multiplication (VMM). These implementations of VMM are examples of



2.1. COMPUTATION-IN-MEMORY (CIM)

2

31

functions in the sensing step ( fsens in Fig. 2.2 and CIM-P in Fig. 2.1). Fig. 2.9
presents an overview of how a crossbar of memristors can support Vector-Matrix-
Multiplication (VMM) operations. Take the VMM operation in Fig. 2.9-(a) as
an example. Fig. 2.9-(b) illustrates how the parameters of this VMM map to a
memristor-based crossbar.
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Figure 2.9: Memristor-based CIM support of VMMs.

For Fig. 2.9-(b) to support VMM, one first maps the weight matrix in Fig. 2.9-(a)
to conductances of the memristor devices in the crossbar. Then, we apply the
input vector of indexed Ins as voltages to the digital to analog converter (DAC)
connected to the wordlines of each row in the crossbar. Based on Kirchhoff’s and
Ohm’s law, a current equivalent to accumulated current for element-wise multi-
plication of individual and corresponding inputs and weights in a column reaches
each analog to digital converter (ADC). Thus, each column performs a Multiply-
and-Accumulate (MAC) operation in the analog domain, providing us with a VMM
operation across multiple columns. Since the columns can work simultaneously,
the VMM has an O(1) time complexity in this design. Each ADC converts the cur-
rents into digital outputs (Os) and passes them through other systems compo-
nents for further processing.

As discussed in Section 2.1.3, oPCM crossbars can also be utilized in a CIM design,
where they offer several benefits. The abstract idea of VMM on oPCM-based cross-
bar is very similar to the one on the memristor-based one. However, to understand
how an oPCM-based crossbar supports VMM, consider Fig. 2.10 depicting a 3×3
oPCM-based crossbar.

Assume that the amplitude of the electric field (E-field) in each row represents the
input data vector (Vi n). A set of optical DACs (oDACs), along with a splitter tree
structure, generates vi n_i ×ELaser /

p
N for every row. It is assumed that the input

coupling coefficients in each unit cell (ki n_ j ) are equally distributed across the row,

resulting in each unit cell receiving vi n_i ×ELaser /
p

N M through its bent waveg-
uide. The output coupling coefficients (kout_i ) receive light uniformly and repre-
sent the computed product for every unit cell in a specific column. Unlike [160],
this introduces an electric field loss of 1/

p
N , allowing the entire array to function
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Figure 2.10: Memristor-based CIM support of VMMs.

at a single light frequency within a compact area. This feature is crucial for scaling
the arrays. The resulting E-field at the end of each column adheres to Equation 2.4.

Eout_ j = El aser

N
p

M
×

N−1∑
i=0

|Vi n−i |×wi− j (2.4)

The overall Eout vector equals VMM of the input data (vi n) and the 3×3 weights
matrix. This is converted back to the electrical domain using coherent detection by
coupling each signal with a certain part of the input laser light in a DC. The outputs
of the couplers enter balanced photodiodes (PD), with Iout_ j ∝ |ELaser ||Eout_ j |.
This method maintains coherency across the entire array, necessitating precise
optical path lengths and phase shift matchings. To compensate for potential phase
errors caused by process variations or random phase fluctuations, previous work
[161] has suggested incorporating a small thermal-phase shifter in each unit cell
throughout the column waveguides.

• AND and OR [106]. Logical operations can also be achieved within the SA of CIM
crossbar arrays. Scouting Logic is the famous example of a work that does this
and is an example of a function in the sensing step ( fsens in Fig. 2.2 and CIM-P in
Fig. 2.1). For Scouting Logic, both operand vectors are first programmed into the
crossbar array, as shown in Fig. 2.11. With choosing the reference or references
of the SA, one can implement the logical OR, AND, and XOR functions. The pri-
mary benefit of this approach, as compared to integrating these functions within
the crossbar itself, is a reduction in the frequency of device programming. This is
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particularly critical due to the endurance issues and the substantial energy con-
sumption involved in the programming of memristor devices.
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Figure 2.11: Scouting Logic [106] for AND, OR, and XOR.

2.1.5. ABSTRACTION OF CIM DESIGN CHOICES

After reviewing prior sections, it becomes evident that we can have two main strategies
for deploying CIM designs: (1) accelerators tailor-made for specific applications, and
(2) universal and general CIM design capable of handling multiple applications. In this
thesis, we explore both of these research directions.

To this date, the former approach has been the most prevalent one. Works in this
direction are geared towards predetermined data flow and controls, offering little flexi-
bility. While this direction allows for a high degree of optimization, its use is restricted
due to its rigidity - any changes at the application level may necessitate a complete re-
design of the accelerator.

The latter approach, universal CIM, has been less explored as it requires the ca-
pability of executing a variety of applications which brings with it greater complexity
and more stringent requirements. To facilitate this direction, one can think of different
strategies at various abstraction levels, some of which Fig. 2.12 captures.

Fig. 2.12-(a) depicts three potential design abstraction levels of CIM. At the nano-
level, a CIM tile might only support a rudimentary function at one of the stages, with
no significant functionalities accommodated in the remaining stages. MAGIC [107] or
Scouting [106] are two examples of this design choice. Alternatively, various functional-
ities can be supported at each tile stage, culminating in a complex function.

At the intra-tile/micro level, we have two design choices: Static or Programmable
CIM tile. In the case of Static, each stage of the tile is custom-designed to provide specific
functionality. However, in a programmable tile, multiple functions are assigned to each
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step of the tile.

At the highest abstraction level, inter-tile or macro level, designers can opt for a ho-
mogeneous CIM tiles system where all tiles are identical and capable of a wide range of
functionalities and requirements. On the other end of the spectrum, there is the option
for a heterogeneous design wherein each CIM tile is customized for a specific purpose,
collectively offering a comprehensive solution for the programmer. A hybrid solution
can also be considered, wherein a degree of heterogeneity is introduced, but each CIM
tile is designed to support as many functions as feasible.

Fig. 2.12-(b) and Fig. 2.12-(c) represent design choices at the inter-tile abstraction
level. If we opt for a homogeneous design, executing an application becomes easier due
to the availability of more resources, as the tiles are designed to be versatile. However,
this could result in overheads regarding area, energy, and latency. Moreover, the com-
plexity of the tile may necessitate a sophisticated controller. Alternatively, in a hetero-
geneous design, resources for a specific application may be limited, but the tiles could
potentially offer better energy, area, and performance efficiency. Yet, due to the diversity,
a more intricate task offloading scheme might be required. Moreover, inter-tile com-
munication might cause additional overhead if the tiles selected for an application are
located far apart. The decision between these options largely hinges on how adaptable
the circuit in the CIM tile will be to the functions and requirements of the applications.
Regardless of the chosen approach, having flexible control over this storage unit, both in
terms of inter- and intra-tiles for varying execution flows, is of utmost importance. This
can be managed completely at the hardware level or partially at the software level with
the aid of a compiler (or scheduler) [113]. This becomes even more crucial in heteroge-
neous designs where specific workloads must be mapped and scheduled for particular
CIM tiles.

To summarize, the path to a generalized CIM-tile design is paved by (1) expanding
the functionality of a CIM tile with a standard circuit, (2) developing a flexible interface
between CIM tiles and between the tiles and the host, and (3) designing an advanced
control system capable of effectively handling various scenarios.

2.2. MODERN APPLICATIONS

2.2.1. BIOINFORMATICS AND GENOMICS

Genomics is a branch of genetics that utilizes recombinant DNA, DNA sequencing,
and bioinformatics techniques to sequence, put together, and delve into the structure
and function of genomes, which encompasses all the DNA in a single organism’s cell.
This field investigates the interactions between genes and non-genic genome regions
and how they mold biological functions and observable traits. Genomics brings about
a remarkable increase in our comprehension of biology and illness. By offering an
all-encompassing view of gene operations and their interactions, genomics sheds light
on the genetic foundations of diseases, paving the way for superior diagnostics and
treatment approaches. Moreover, it lays the groundwork for progress in personal-
ized medicine, allowing for treatment methods to be customized based on a person’s
genomic data. Beyond the sphere of human health, genomics has broad-ranging
consequences in other domains like agriculture, where it assists in breeding crops
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with coveted traits and ecology by facilitating an understanding of species and their
evolutionary processes. All in all, advancing genomics studies that hold the key to
unlocking the potential of precision medicine, facilitating virus surveillance, and driving
advancements in healthcare [1–14, 16, 17].

Bioinformatics is an interdisciplinary field aiming to understand large and complex
biological data (i.e., data in genomics) through mathematical and computational mod-
els that use computer programming. Bioinformatics studies consist of several genome
analysis pipelines designed to enrich our understanding of a particular problem in ge-
nomics. Although a complete list of pipelines and available methods is out of the scope
of this report, Fig. 2.13 presents a few famous genomic pipelines with the algorithms and
kernels that each step of them uses. Each of the rectangular boxes in Fig. 2.13 are called
a kernel or genomics step interchangeably. The names on the top or bottom of each box
represent famous example algorithms or examples of that step. We call each path from
left to right a pipeline. In the following, we briefly discuss a few of the kernels that are
most connected to this thesis.

• Basecalling. Basecalling is a computational step required to acquire strings of
DNA nucleotide bases (i.e., {A, C, G, T}) from noisy electrical signals generated by
modern sequencing machines [162–166]. Basecalling is the very first computation
step in many genome analysis studies working with these nucleotide sequences,
i.e., DNA reads [167, 168]. The accuracy of basecalling directly affects the accu-
racy and the computational effort (in terms of required algorithms) of subsequent
genome analysis steps. Moreover, the speed of basecalling also determines how
fast one can run through all computational steps of a genomic study [169]. There-
fore, accurate and fast basecalling is critical for advancing genomic studies that
hold the key to unlocking the potential of precision medicine, facilitating virus
surveillance, and driving advancements in healthcare [1–14, 16, 17].

Current SotA basecallers leverage Deep Neural Networks (DNNs) to achieve high
accuracy [170–172]. Recent works [169, 173–175] heavily investigate the use of
DNNs for basecalling as they can provide the highest accuracy compared to the
Hidden Markov Model (HMM) based procedures [176].

There are generally two approaches for improving the accuracy and/or per-
formance of a basecaller: software-based and hardware-based. Software-
based methods propose new algorithms (e.g., DNNs [174, 175, 177] instead of
HMMs [176]) or faster and/or smaller DNN architectures [177, 178]. On the other
hand, hardware-based approaches propose various hardware platforms for the
target algorithm (i.e., DNN or HMM) to improve performance with minimal to
zero impact on accuracy [179].

• Alignment/Mapping. Sequence alignment1 is a fundamental step in most ge-
nomic studies that help us with outbreaks surveillance, precision medicine, and
other medical advances [1, 3, 7]. Sequence alignment is finding the similar-
ity/closeness between a reference genome sequence (hereafter called reference)

1Also known as mapping
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and a DNA read sequence (hereafter called read). Unfortunately, the DNA base-
pairs (e.g., A, C, G, T) in references and reads may not always be identical at
the location the read actually comes from for two reasons: (1) errors that arise
when obtaining the sequences (a process called genome sequencing [180, 181]),
and (2) genetic differences that exist among an individual organisms’ DNA and
corresponding reference [182]. Therefore, the sequence alignment process should
be able to tolerate such differences, commonly known as edits: deletion, insertion,
or substitution. To deal with this requirement, SotA sequence alignment methods
employ computationally costly dynamic programming-based (DP) algorithms
such as Needleman-Wunsch or Smith-Waterman algorithms [183–185] to account
for edits while avoiding duplicate works. Unfortunately, these DP algorithms are
computationally costly and incur long latencies and energy inefficiencies when
applied to large DNA sequences. These limitations directly affect the medical
studies that benefit from sequence alignment.

• Pre-alignment Filtering. Pre-alignment filtering is a heuristic-based method to
mitigate the cost of sequence alignment by quickly eliminating the need for per-
forming the expensive DP given a pre-defined threshold called "edit distance."
SneakySnake [186], Shouji [187], MAGNET [188], and SHD [189] are a few widely-
used examples of such filters. SneakySnake [186] is the most recent of such filter-
ing techniques that proposes to reduce the approximate string matching (ASM)
problem to the single net routing (SNR) problem to find the optimal path with
the least routing cost. This tweak enables SneakySnake to filter most unneces-
sary alignments in a parallel and highly accurate manner. Alser, et al. [186] show
that this conversion also makes SneakySnake suitable for other high-performance
computing (HPC) architectures, e.g., GPUs.

Pre-alignment filters are typically compared based on 4 rates [95, 186, 187]: True
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) rates.
TP is the ratio of pairs that filter correctly accepts/passes as they require DP-based
alignment. The higher the TP, the better. TN is the ratio of pairs that filter cor-
rectly rejects/filters as they are too far apart to be mapped and therefore do not
require DP-based alignment. TN is proportional to the FP rate, and we always
want to maximize it. FP is the ratio of pairs that filter incorrectly accepts/passes
even though they do not require DP-based alignment. The lower the FP, the bet-
ter, as we would spend less time and cost for the alignment. FN the ratio of pairs
that filter incorrectly rejects/filters even though they will be mapped and therefore
require DP-based alignment to find the final mapping. An ideal filter has a FN of
0.

• Taxonomy Profiling. Recent advances in high-throughput sequencing (HTS),
namely producing sequenced data with high-throughput and low cost, initiated
metagenomics [11, 190, 191]. In metagenomics, researchers study the behavior
of many species altogether in a sample taken directly from an environment.
The results of such a study help researchers to capture the complex relationship
between different species without cultivating or isolating them individually in a
very costly or yet impossible procedure for some species.
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Taxonomic profiling is the first step of any metagenomic study [192, 193] and it de-
termines the relative abundance of different taxonomy ranks (e.g., species, genus,
family) in a given sample. Taxonomic profiling is divided into two main cate-
gories [194]: reference-free and reference-based profilers.

Reference-free Profilers. MetaPhlAn [195, 196], PhymmBL [197], and PhyloPy-
thiaS+ [198] are a few examples of reference-free profilers. These profilers are typi-
cally slow. They also require a relatively long query sequence for their composition
feature needed for the classification. Therefore, although they are actively being
investigated, researchers and industry do not currently use them for taxonomic
profiling.

Reference-based Profilers. Reference-based taxonomic profilers can be further
divided into two main classes: alignment-based and non-alignment-based (also
known as heuristics). The alignment-based profilers are highly accurate (espe-
cially at the species rank). However, alignment-based profilers are very slow due
to the high computational cost of their alignment. A few examples of such pro-
filers are Metalign [192], MG- RASTv.4 [199], MEGAN6 [200], and Taxator-tk [201].
Non-alignment-based profilers, or heuristics, replace the time-consuming align-
ment operation with a faster Table Lookup operation. This way, taxonomic profil-
ers in this group trade the required execution time with the memory needed for
their table and lookup operation, i.e., they gain speed but require more memory.
Kraken [202], Kraken2 [193], and CLARK [203] are a few examples of such profilers.

Kraken2+Bracken2 always stands among the top taxonomic profilers and binners,
varying just a little from dataset to dataset, based on the most comprehensive
benchmark for metagenomics, Critical Assessment of Metagenome Interpretation
(CAMI) challenge [205, 206]. It is worth noting that most of the highly ranked pro-
filers in the CAMI challenge are non-alignment-based profilers.

Kraken [202] is a non-alignment-based taxonomic profiler that utilizes exact-
match database queries of small substrings from the main read, called k-mers.
Kraken, first, stores all k-mers within the sequence into a set. It then maps each
k-mer inside the set into the lowest common ancestor (LCA) taxon of all the
genomes in the reference database that have the special k-mer. This LCA texa
and its ancestors in the taxonomy tree form the classification tree used to classify
the input sequence. The classification path is defined as the maximum scoring
root-to-leaf (RTL) path in the classification tree, and the sequence S is assigned
to the label of the corresponding leaf. Kraken owns its efficiency not only to the
classification algorithm but also to its database creation, in which it uses the
notion of minimizers [207] and two tables for performing an efficient search.
Kraken groups similar k-mers using minimizers, defined as the smallest M-mers
among all M-mers in a k-mer when sorted lexicographically. Since adjacent
k-mers share the same minimizers in practice, Kraken stored the k-mers with
similar minimizers consecutively and sorted them in the lexicographical order
of their canonical representations. This enables Kraken to query a k-mer by

2Bracken [204] is an orthogonal method to Kraken2 and other profilers to re-distribute reads in the taxonomic
tree and improve the accuracy. We discuss Bracken further next.
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looking up in an index position and finding the range where k-mer with the same
minimizer as the query has been stored and then perform a binary search within
the region to find the exact k-mer and corresponding taxonomy ID.

Kraken, while effective, uses a memory-intensive algorithm for assigning queries
to the lowest common ancestor (LCA) taxonomic label. Kraken2 [193] improves
performance and memory consumption of Kraken by building a more compact
reference database using probabilistic hash functions. Kraken2 significantly
reduces the memory requirement to a third while maintaining accuracy. Kraken2
also takes advantage of block-based and batch-based parsing within the critical
sections to further improve thread scaling, similar to what has been done in
Bowtie [208]. Both Kraken and Kraken2 use extensive index (hash) tables to store a
pre-built data structure to help accelerate their assignment. Therefore, they both
perform multiple Table Lookup operations to map a DNA read to an LCA.

To prevent underestimating the abundance of some species, we typically use
Bracken [204] (Bayesian Reestimation of Abundance after Classification with
KrakEN) along with Kraken2. Bracken proposes to probabilistically re-distribute
reads in the taxonomic tree so that estimating the abundance of species will be-
come possible. The re-distribution in Bracken works in both directions: 1) Reads
that are originally assigned to nodes above species levels will be re-distributed to
this level, 2) Reads that are originally assigned to nodes in the strain level will be
re-distributed to their parent species node. Bracken is orthogonal to Kraken and
Kraken2.

• Food Profiling. The urgent need for a real-time, efficient, and accurate food mon-
itoring system is apparent when one considers the economic impacts and health
risk issues due to human errors and/or intentional fraud regarding everyday food.
For example, a worldwide annual loss of $10 to $24 billion of dollars is estimated
only for the frauds happening in the fish industry [209]. The Halal meat scan-
dal [210] and the black fish scandal [211] are just a few other preventable examples
that could have been quickly prevented if we had accurately and efficiently moni-
tored all the food productions in real-time.

Food profiling is the first step and the only computationally expensive task in a
food monitoring system. The food profiling task entails the functionality of deter-
mining the existing species in a food sample and their relative abundance [212,
213]. Today’s food profilers work with sequenced data as we can capture a more
accurate profile using the sequences of a food sample. The rapid drop in the
cost of DNA sequencing in the past decades and the expectation for a continual
trend [26, 27] is expected to lead the way for profiling to become the main bottle-
neck of this pipeline.

Currently, the industry utilizes state-of-the-art (SotA) taxonomic profilers from
metagenomic studies for food profiling due to the similarity of problem state-
ments in food profiling and metagenomics profiling. However, as alluded, such
profilers are developed as the first step of metagenomic studies [11, 190, 191]: a
new, yet different, line of research that allows us to study many species that are
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taken directly from their environment altogether, as opposed to studying them in-
dividually. Due to the high cost associated with alignment and assembly for large
reference datasets, to this date, we still prefer heuristics statistical-based profil-
ers to assembly- or alignment-based ones. However, even these profilers are not
yet cheap or economical and prevent large-scale, real-time studying. Their cost is
mainly related to the required memory for profilers’ data structure and algorithms.
Such large data structures or sophisticated algorithms force us to use high-end
servers and are needed to fulfill complex goals of subsequent metagenomic analy-
sis, namely capturing complex operations between organisms and discovering in-
sights on species that can not be clonally cultured in labs. This high cost of profil-
ing in a metagenomics profiler prevents us from efficiently profiling food samples
in real-time, the end goal of a food monitoring system.

Most of the kernels in the pipelines of Fig. 2.13 work on large amounts of data. Fig. 1.1
depicts the significant reduction in the cost of data acquisition in genomics, next to
Moore’s law ascending growth, helping the exponential growth of the data working set
size of its kernel. It is expected that the available data in the field and the rate at which
they are being produced soon surpass that of giant data-intensive applications such as
YouTube and Twitter exploit and produce [25, 26]. Therefore, they require many memory
accesses, which can quickly become very costly and turn into the bottleneck of the whole
procedure. Simultaneously, we demand faster analysis for those larger data working set.
This trend worsens the data movement problem in genomic pipelines.

Moreover, sequencing machines are heterogeneous systems that already use vari-
ous memory technologies (DRAM, SDD, etc.) and computational units (CPU, GPU, and
FPGA) since their benefits justify their cost. Therefore, having new architecture and
emerging technologies installed in those machines as well is not a far-fetched idea if
we can harvest their power efficiently.

We conclude that kernels on genomics pipelines might also benefit from the CIM
computing paradigm and emerging memory technologies although such a research
direction is yet not well-studied. Note that although not all of the genomics steps in
Fig. 2.13 might be able to use CIM and emerging memory technologies, some still can.

2.2.2. NEURAL NETWORK
Neural Networks (NNs) have become essential in various applications like language pro-
cessing [18] object recognition [19], and image classification [20, 21]. In particular, mo-
mentous developments in Deep Neural Network (DNN) in the past decade have led to
significant improvements in the accuracy and execution time of computer vision tasks
such as object detection and recognition [22–24].

Hardware implementations of NNs significantly impact the performance metric
(i.e., accuracy, execution time, energy consumption, etc.) of the underlying application.
However, current DNN hardware implementations are relatively slow and costly to
run [214–216] because of their already large working dataset size, growing working
dataset size, and inefficient underlying hardware that we discuss further next.

Regarding the working dataset size, SotA NNs already work with many parameters,
e.g., BERT has 110 million parameters [217], causing the implementation to face the is-
sue widely known as the ‘memory wall’, discussed in Section 1.2.
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Fig. 2.14 and Fig. 2.15 depicts the growth rate of the dataset size in NNs we use for
image classification, recommendation (i.e., collaborative filtering), speech recognition,
text-to-image generation, and gaming (e.g., Atari and Go) tasks. We observe that while
today NNs are already huge and work with many parameters, their working dataset size
is also steadily and significantly increasing as time passes by.

Figure 2.14: The growth rate of dataset size in ML for vision based tasks such as image
generation and classification [28].

Finally, conventional systems used for the execution of NNs typically use (1) von-
Neumann architecture that suffers from data movement between the processor and
memory even further [218] and (2) expensive hardware such as storing weights in 6
transistors SRAM cells [216, 219] that increases the hardware cost.

Hence, developing a high-throughput, cost-effective hardware realization of DNNs
while being accurate is critical.

A CIM architecture is suitable for mitigating the data movement overhead in many
applications. Moreover, CIM based on emerging technologies can handle simple oper-
ations such as Matrix-Matrix-Multiplication (MMM), which is the key computation in
NNs3. A CIM design can also offer the high parallelism suited for running NNs with high
speed. Hence, we conclude that CIM is a suitable candidate to be used for the hardware
acceleration of NNs.

Although many network architectures exist for NNs, here we briefly discuss the nec-
essary background for only Binary Neural Network (BNN) as the later chapters in this
thesis require a basic understanding of the features of this architecture.

A BNN works with binarized weights and activations (e.g., {-1, 1} or {0, 1}) instead
of datatypes with higher precision. This change provides the BNN with two advan-
tages [215, 221, 222]. First, it reduces the storage requirement of the NN. Second, it
changes the MAC operation from high-resolution multiplication and addition to a low-
cost and simpler XNOR followed by an Popcount operation [221, 222]. Equation 2.5 de-
picts this conversion, where ⊛ is convolution, ⊙ is XNOR, and Popcount (or population
count) of a vector or specific value is the process of finding the number of set bits (1s) in

3It is known that MMM (or VMM) is the dominant operation in NNs [220].
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Figure 2.15: The growth rate of dataset size in ML for four tasks: (top left) Recommenda-
tion, (top right) Speech, (bottom left) Drawing, and (bottom right) Games tasks [28].
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that vector/value. In Equation 2.5, In and W are equally-sized input and weight vectors
of target BNN, i.e., vector length is the length of either In or W vector.

In⊛W = 2×Popcount (In
′ ⊙W

′
)−V ector Leng th (2.5)

Unfortunately, naively reducing both activations and weights to binary representa-
tions hurt the overall accuracy compared to high-precision (floating point or fixed point)
networks. Therefore, to combat this accuracy loss, previous works [215, 221] generally
follow two software-based techniques. First, tracking the updates of parameters during
training via higher resolutions (floating or fixed point) while keeping the actual weights
binarized. Second, using binarized activations and weights only for hidden layers and
keeping the input and output layers in higher resolutions.

2.3. STATE-OF-THE-ART CIM DESIGNS AND SIMULATORS

2.3.1. GENERAL-PURPOSE STATE-OF-THE-ART CIM DESIGNS AND SIMU-
LATORS

Some works aim to realize the a generalized platform based on CIM that covers more
than a single application. However, as we see next, these works been rather limited thus
far.

UPMEM
UPMEM [223, 224] stands out as the pioneering commercial generic platform for CIM.
Rather than utilizing emerging non-volatile memories, this platform is grounded on
computation proximate to DRAM memory arrays. UPMEM incorporates numerous
Data Processing Units (DPUs) located uniquely within the DRAM memory chips, close
to the data, allowing them to execute data-intensive operations while dramatically min-
imizing off-chip data movements. These DPUs are governed by a high-level application
executing on the primary CPU, which manages task orchestration.

REVAMP
ReVAMP [225] is a design that incorporates resistive memory into a pipelined processor,
using the memory to substitute both the cache and the register file. This design intro-
duces a novel instruction, known as ‘Apply’, to perform a computation operation (Major-
ity) within the memory crossbar. Note that, as previously discussed, emerging memory
technologies, such as memristors, tend to have slower performance and quicker aging
compared to SRAM. As a result, replacing cache and the register file with memristors
could potentially cause a decrease in the processing speed of the processor.

PUMA
PUMA4 is a complete set of (micro)architecture, simulator, and compiler that supports
the execution of many ML applications [108, 111, 226], using memristor crossbars en-
hanced with general-purpose execution units. In other words, PUMA design facilitates
general-purpose CIM, aided by programmability. PUMA uses a spatial architecture and

4Programmable Ultra-efficient Memristor-based Accelerator.
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provides the necessary programmability and generality to execute a wide range of ML-
based applications on memristor-based crossbars. PUMA architecture comprises three
pipeline stages: fetch, decode, and execute. PUMA enriches crossbars with an instruc-
tion execution pipeline and a specialized Instruction Set Architecture (ISA). The newly
defined in-memory instructions within this ISA primarily facilitate data communication
between memory units or carry out scalar operations in digital peripheries. Fig. 2.16
depicts the overall Core architecture in PUMA. PUMA places various vector and scalar
functional units in the periphery to support a wide range of operations adjacent to the
crossbar. PUMA compiler converts high-level code into PUMA ISA.

response-normalization. An implication on the architecture
is the need to support fine-grain/random access to memory,
which is not needed for MLPs and LSTMs where it is suffi-
cient to access data at the granularity of the input/output
vectors to each layer.

2.4 Other ML Workloads
Other workloads, both supervised and unsupervised, can be
represented using a combination of the patterns in the three
applications in this section. Logistic Regression [2] and Linear
Regression [81] compute weighted-sums which are passed to
activation functions to generate probabilities and continuous
values respectively. Support Vector Machine (SVM) [41] and
Recommender Systems [91] compute weighted-sums followed
by nonlinear functions. Their computations are similar to
MLP. Recurrent Neural Networks (RNNs) [75] used for se-
quence processing compute weighted-sums on input and
previous state. They are similar to LSTMs but without vector
operations. Generative Adversarial Networks (GANs) are com-
posed of two neural networks (MLP, LSTM, CNN, etc.) which
compete to reach equilibrium [44]. Restricted Boltzmann Ma-
chines (RBM) [102] and Boltzmann Machines (BM) [104] are
commonly used in unsupervised learning tasks for energy-
minimization. While RBM involves weighted-sums of previ-
ous state and inputs, BM uses inputs only. Their computa-
tions have similarities to MLPs and LSTMs as well.

3 Core Architecture
We propose a programmable architecture and ISA design that
leverage memristor crossbars for accelerating ML workloads.
PUMA is a spatial architecture organized in three-tiers: cores,
tiles, and nodes. Cores consist of analog crossbars, functional
units, and an instruction execution pipeline. Tiles consist
of multiple cores connected via a shared memory. Nodes
consist of multiple tiles connected via an on-chip network.
Subsequently, nodes can be connected together via a chip-
to-chip interconnect for large-scale execution.

While this hierarchical organization is common in related
work [20, 95], our key contributions lie in the core archi-
tecture (this section) and tile architecture (Section 4) that
bring programmability and generality to memristor cross-
bars without compromising their energy and area efficiency.
An overview of the core architecture is shown in Figure 1.
The following subsections discuss the components of the
core architecture and the insights behind their design.

3.1 Instruction Execution Pipeline
Existing memristor-based accelerators [23, 73, 95] are lim-
ited to one or two ML workloads. They use state machines
that can be configured to compose a small set of functional
blocks (e.g., convolution block, pooling block, etc.). While
this approach works well when the scope of workloads is
small, supporting a larger variety of workloads creates high
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decoding complexity. For this reason, our core architecture
breaks functionality down to finer-grain instructions and
supplements memristor crossbars with an instruction exe-
cution pipeline. Our approach is based on the observation
in Section 2 that despite the large variety of ML workloads,
these workloads share many low-level operations.

The instruction execution pipeline is an in-order pipeline
with three stages: fetch, decode, and execute. Keeping the
pipeline simple saves area to avoid offsetting the crossbars’
area efficiency. The ISA executed by the pipeline is summa-
rized in Table 2. Instructions are seven bytes wide. The mo-
tivations for wide instructions are discussed in Sections 3.3
and 3.4.3. The ISA instruction usage is shown in Section 3.6.
More ISA details are discussed in another paper [7].
The instruction execution pipeline supports control flow

instructions (jmp and brn in Table 2), as motivated in Sec-
tion 2.3.1. It also includes a Scalar Functional Unit (SFU) that
performs scalar integer operations (ALUint in Table 2) to
support the control flow instructions.

3.2 Matrix-Vector Multiplication Unit (MVMU)
The MVMU (illustrated in Figure 1) consists of memristor
crossbars that perform analog MVM operations, and periph-
erals (DAC/ADC arrays) that interface with digital logic via
the XbarIn and XbarOut registers. XbarIn registers provide
digital inputs to the DACs which feed analog voltages to
the crossbar. ADCs convert crossbar output currents to dig-
ital values which are stored in the XbarOut registers. This
crossbar design is similar to ISAAC [95].
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Figure 2.16: The Core architecture in PUMA [108].

IN-MEMORY DATA PARALLEL PROCESSOR

Daichi et al. introduce "In-memory data parallel processor" [156], new in-memory in-
structions for their CIM design. These instructions represent complete operations that
must be executed on crossbars, drawing on the Single Instruction, Multiple Data (SIMD)
execution model to exploit substantial data parallelism. In this work, the basic opera-
tions facilitated within the crossbar include multiplication, addition, and subtraction.
The communication between crossbars are modeled behaviorally where shared buses
and H-Tree networks are used without detailed reasoning.

GENERAL SIMULATORS

The design of in-memory memristor-based architectures demands consideration of a
multitude of factors. These considerations significantly influence system performance,
energy consumption, area utilization, and even the accuracy of operations. As a result,
the need for optimization and design space exploration arises, leading researchers to de-
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velop high-level simulators that can achieve these tasks within a reasonable simulation
time frame.

NVSim [227] and NVMain [228] are among the first memory-oriented simulators de-
veloped specifically for non-volatile memories. These tools, inspired by CACTI [229] can
provide estimations for access time, energy consumption, and area utilization of non-
volatile memories. Similarly, MNSIM [110] presents a behavioral simulation platform for
neuromorphic accelerators, estimating design parameters through analytical equations.

Lee et al. propose a system-level simulator [230], which employs probability func-
tions to measure the accuracy of ReRAM cells, thereby allowing evaluation of an appli-
cation’s behavior in terms of accuracy.

Zahedi et al. [113] propose a cycle-accurate simulator capable of executing in-
memory instructions/operations. Their simulator enables users to monitor all control
signals and the contents of crossbars/registers, resulting in more precise results for
performance and energy consumption at the tile level.

2.3.2. SPECIFIC-PURPOSE STATE-OF-THE-ART CIM DESIGNS AND SIMU-
LATORS

SOTA CIM FOR GENOMICS

A few works improve genomic kernels using the CIM paradigm. GenASM [231] exploits
the 3D-stacked memory systems and proposes a framework to accelerate the approx-
imate string matching (ASM) problem. DARWIN [232] is a co-processor hardware ac-
celerator for sequence alignment. DARWIN uses a filtering algorithm (D-SOFT) and a
new algorithm to perform the long sequence alignment using constant memory. Gen-
Cache [233] exploits in-cache operations and proposes a fast sequence alignment accel-
erator. This way, GenCache improves the memory bandwidth demands of GenAx [234].
RADAR [235] also proposes a DNA alignment accelerator. However, unlike GenCache,
RADAR uses 3D-stacked ReRAMs to solve the data movement problem of the BLASTN al-
gorithm. PIM-Aligner [236], AlignS [237] and [238] are all similar proposals (same author)
for performing alignment operations on SOT-MRAM. GenieHD [239] and HDNA [240]
use hyperdimensional computing (HDC) for (partial) sequence alignment of a single
reference genome divided into multiple pieces5. Finder [241] and EXMA [242] propose
CIM-enabled accelerators for FM-index using ReRAM as their underlying memory tech-
nology. Helix [179] designs a basecaller on top of SOT-MRAM. Laguna et al. [243] pro-
pose an in-memory architecture using TCAMs for seed-and-vote read mapping. GRIM-
Filter [95] is the first and only pre-alignment filter implemented using the CIM paradigm.
GRIM-Filer is optimized to exploit 3D-stacked memory. Sieve [244] is a high-throughput
k-mer matching technique that uses in DRAM computation. MEDAL [245] proposes a
PIM-enabled accelerator for seeding on DIMM between DRAM modules. MEDAL uti-
lizes the memory bandwidth very efficiently and has fine-grained memory accessibility.
NEST [246] is a DIMM-based PIM-enabled architecture for k-mer counting.

Unfortunately, few studies (1) consider genomic kernels as a potential CIM candi-
date, (2) develop necessary end-to-end data mapping, execution flow, and operations
for kernels in genomic kernels, (3) provide insights into how the bottleneck shifts after

5Neither GenieHD nor HDNA is capable of producing the exact type and location of edits between their query
and the reference genome as in the typical outputs (.sam file) of a sequence aligner. Hence, the term "partial.”
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employing CIM-enabled accelerators, and (4) target one memory technology for all ker-
nels as a candidate memory technology to be included in next generation of sequencing
machines. Our research aims to solve these shortcomings. We hope our works enable
scientists and engineers to continue obtaining insights from the gnomic data, albeit their
ever-growing datasets using less costly (more energy efficient) and faster CIM-enabled
implementation.

SOTA CIM FOR NNS

Several previous works propose CIM designs for specific types of NNs. Most of the pro-
posed accelerators by previous works are used solely for inference, while a few also per-
form training. This is because the training phase requires frequent device programming
and captures small iterative weight changes, necessitating complex datatype and data
mapping. Also, more complex operations and data flow support are needed. Due to
these complexities, researchers often favor using CIM accelerators mainly for inference,
even though a few works target hardware acceleration for training as well [247, 248].

We classify these inference-only accelerators based on the structure of the underly-
ing NN they support into four categories (1) Convolutional Neural Network (CNN) and
Deep Neural Network (DNN), (2) Spiking Neural Network (SNN), (3) Recurrent Neural
Network (RNN), and (4) Binary Neural Network (BNN) as their hardware realization typ-
ically varies significantly from one another. We have already discussed BNNs and their
specific CIM accelerators in Section 2.2.2. We discuss the rest in the following briefly.

• For CNNs and DNNs we have PRIME [76], ISAAC [90], Pipelayer [157], and other
CIM accelerators [249]. PRIME offers a microarchitecture using ReRAM devices,
part of which serves as an accelerator for NNs, the rest as storage. ISAAC intro-
duces a pipelining mechanism for CNN using CIM architecture to reduce inter-
layer buffer size. Pipelayer and another accelerator [249], both designed for train-
ing and inference. Pipelayer exploits inter and intra-layer parallelism by analyzing
data dependency. However, Liu et al. [249] also consider the impact of memristors’
inherent variations and programming voltage errors on different networks into ac-
count.

• For SNNs, some accelerators suggest using memristors and CIM architecture as
required devices such as neurons, synapses, and neuronal circuits. Numerous
studies [250–257] model neurons with memristors to simplify circuits tradition-
ally made with many transistors through CMOS technology. Another work [257]
exploits memristor devices’ stochasticity to mimic the functionality of a spiking
neuron. Zhao et al. [258] use memristor-based inhibitory synapses to reduce the
complexity of lateral inhibition and homeostasis mechanism in SNNs. Several
works [259–263] focus on memristor-based learning, primarily supervised and un-
supervised Spike Time Dependent Plasticity (STDP) learning.

• RNNs, used in language modeling, speech recognition, and sequence classifica-
tion, have a distinct structure and data flow as the current output relies on both
the input and the previous output. Multiple works [264–270] implement RNNs
on memristor crossbars. One example [267] demonstrates an LSTM network with
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memristor crossbar arrays achieving high speed-energy efficiency. Another work
[266] shows software weight-mapping and programming strategies for hardware
analog conductances that maintain accurate weight programming despite device
variability.



3
SWORDFISH: A FRAMEWORK FOR

EVALUATING DNN-BASED

BASECALLING USING

COMPUTATION-IN-MEMORY WITH

NON-IDEAL MEMRISTORS
Basecalling, an essential step in many genome analysis studies, relies on large Deep Neural
Networks (DNNs) to achieve high accuracy. Unfortunately, these DNNs are computation-
ally slow and inefficient, leading to considerable delays and resource constraints in the
sequence analysis process. A Computation-In-Memory (CIM) architecture using mem-
ristors can significantly accelerate the performance of DNNs. However, inherent device
non-idealities and architectural limitations of such designs can greatly degrade the base-
calling accuracy, which is critical for accurate genome analysis. To facilitate the adop-
tion of memristor-based CIM designs for basecalling, it is important to (1) conduct a com-
prehensive analysis of potential CIM architectures and (2) develop effective strategies for
mitigating the possible adverse effects of inherent device non-idealities and architectural
limitations. This chapter proposes Swordfish, a novel hardware/software co-design frame-
work that can effectively address the two aforementioned issues. Swordfish incorporates
seven circuit and device restrictions or non-idealities from characterized real memristor-
based chips. Swordfish leverages various hardware/software co-designed solutions to miti-
gate the basecalling accuracy loss due to such non-idealities. To demonstrate the effective-
ness of Swordfish, we take Bonito, the state-of-the-art (i.e., accurate and fast), open-source
basecaller as a case study. Our experimental results using Swordfish show that a CIM ar-
chitecture can realistically accelerate Bonito for a wide range of real datasets by an average
of 25.7×, with an accuracy loss of 6.01%.

This chapter is partially based on the candidate’s work [116, 271].

49
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As we briefly discussed in Section 2.2.1, Basecalling is the first computational step
required to translate noisy electrical signals generated by modern sequencing machines
to strings of DNA nucleotide bases (i.e., {A, C, G, T}), also known as DNA reads or sim-
ply reads [162–168, 272, 273]. The accuracy of basecalling directly affects the overall ac-
curacy and the computational effort (in terms of required algorithms and their com-
plexity and runtimes) of subsequent genome analysis steps. The speed of basecalling
also determines how fast one can run through all computational steps of a genomic
study [169, 272, 274]. Therefore, accurate and fast basecalling is critical for advanc-
ing genomic studies that hold the key to unlocking the potential of precision medicine,
facilitating virus surveillance, and driving advancements in healthcare and science [1–
14, 16, 17, 273, 275].

Current State-of-the-Art (SotA) basecallers leverage Deep Neural Networks (DNNs)
to achieve high accuracy [170–172, 175, 177, 274]. However, SotA DNN-based basecallers
encounter different shortcomings when implemented using different approaches.
Specifically, DNN-based basecaller designs on central processing units (CPUs) and
graphics processing units (GPUs) face multiple major shortcomings: (1) they are com-
putationally intensive and slow [169, 272, 274], (2) they require extensive data movement
between the processor and memory [42, 218, 276], and (3) they are limited by the use of
costly hardware, such as expensive SRAM memories that require 6 transistors for storing
only 1 bit of information [215, 216]. When implemented on a hardware accelerator,
these DNN-based basecallers face two other limitations: (1) They rely on costly floating-
point (FP) computations, which place high demands on the required system’s memory
bandwidth and compute units with FP capability. This makes hardware acceleration
difficult due to the large number and size of neural network model parameters. (2) They
use costly Machine Learning (ML) techniques such as skip connections1 [175, 177, 277],
leading to added computation, memory, and storage overheads (e.g., to store the
activation parameters that are fed to the last layers of the NN) [274]. Therefore, over the
past decade, both industry and academia [15, 76, 90, 278–280] have explored the use of
Computation-In-Memory (CIM)2 using memristor-based devices to accelerate DNNs.

This growing interest in using CIM for resolving the shortcomings of DNNs is driven
by two main factors: (1) the potential of the CIM paradigm to process data where it
resides to reduce the large performance and energy overheads of data movement and
(2) the analog operational properties of these nanoscale emerging technologies (e.g.,
memristors) that intrinsically support efficient Vector-Matrix-Multiplication (VMM),
multiple of which are used to implement a Matrix-Matrix-Multiplication (MMM) that is
the most dominant operation in DNNs. However, the memristor-based CIM solutions
for basecalling can greatly degrade the DNN inference accuracy due to (1) the limited
quantization levels supported by memristor devices [76, 90] and (2) non-idealities of
memristive devices and circuits used to adopt memristor-based memory arrays, such
as sneak paths [282, 283] and the non-linearity of peripheral circuitry [284–286]. To
propose viable solutions for accelerating the large-scale DNN-based basecallers, these
aspects must be considered at all computing stack layers, i.e., application, architecture,

1Skip connection is an ML technique that allows skipping a few neural network layers and forwarding the
output to the input of a layer further ahead.

2Interchangeably, also referred to as Processing-In-Memory (PIM) [281].
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and device. Such considerations are only possible with a framework capable of eval-
uating the impact of the non-idealities in memristor-based CIM architecture on the
end-to-end basecalling accuracy. This framework should also be able to account for the
overhead that the solutions to overcome the accuracy loss may bring.

To this end, we propose Swordfish, a modular and extensible hardware/software co-
designed framework that allows us to (1) evaluate the impact of memristor non-idealities
and CIM limitations on the accuracy and performance of basecalling and (2) investi-
gate potential mitigation techniques and measure their effect on accuracy for each non-
ideality (Contribution #1). Swordfish is used to investigate the acceleration of basecall-
ing via emerging computing paradigms and technologies. Specifically, with Swordfish,
we comprehensively investigate the potential of accurate acceleration of a SotA base-
caller (Bonito) on a SotA CIM architecture (PUMA [108]) by accounting for the non-
idealities of the underlying devices and technologies of the underlying architecture, for
the first time (Contribution #2). Swordfish integrates real-world applications with mul-
tiple critical comparison metrics, distinct mitigation strategies to tackle the challenges
of novel hardware, and comprehensive real measurements to guide the modeling of
memristors. Our evaluations using Swordfish show that on a wide range of real genome
datasets, PUMA accelerates Bonito, a SotA basecaller, by an average of 25.7× realistically
(i.e., the average throughput improvement is 25.7× when we consider essential mitiga-
tion techniques to prevent huge accuracy loss). This performance still comes at the cost
of a 6.01% accuracy loss (Section 3.4). Our evaluations also yield several key sugges-
tions and recommendations for DNN, hardware, and system designers of future emerg-
ing accelerators with memristors for DNN-based basecallers and other applications that
have two most important metrics (e.g., accuracy and performance) to consider in their
evaluation (Contribution #3). Specifically, our investigation using Swordfish results in
multiple unique insights: (1) Our results challenge the prevalent assumption that DNN-
based applications will automatically succeed on memristor-based CIM due to inherent
redundancy in large neural networks, (2) combining mitigation techniques at only one
abstraction level (e.g., circuit or system level) does not necessarily improve the accuracy
loss as they can potentially go against each other, and (3) combining multiple mitiga-
tion techniques at the circuit and system levels can offset the accuracy loss induced by
non-idealities significantly.

3.1. BACKGROUND AND MOTIVATION
This section briefly discusses the necessary background and motivation for this work.
We refer the reader to comprehensive reviews [168, 273, 281, 287, 288] for more details.

3.1.1. GENOME SEQUENCING PIPELINE

The genome sequencing pipeline consists of computational steps we employ to acquire
genome sequences as strings of DNA characters (i.e., {A, C, G, T}) [162–168, 272, 273]
for subsequent analysis in bioinformatics, e.g., cell type identification, identification of
marker genes, and variant detection.

Although, currently, the most available data and tools in the genomics realm are for
short reads [231, 234] (mainly produced by Illumina sequencers), working with highly ac-
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curate long genome sequences is generally favorable as they reduce the computational
cost of reconstructing the genome. For this reason, there is a large momentum towards
accurate long-read sequencing [273]. Our work focuses on finding solutions and anal-
ysis tools that target long reads while also not discarding tools (e.g., GenAx [234] and
GenASM [231]), designed for short reads. A leading method for long-read sequencing
is the nanopore sequencing technology. Nanopore sequencers [289–291] translate raw
signal squiggles into bases (A, C, G, T) using complex neural networks. Today, Oxford
Nanopore Technologies (ONT) is a company that produces the most commonly used
sequencers based on Nanopore technology.

Fig. 3.1 illustrates the nanopore genome sequencing pipeline [272] and the place-
ment and execution time breakdown of each of its steps. We use SotA tools for each step
and run the tool on the datasets described in Section 3.3.

Figure 3.1: Overview of the nanopore genome sequencing pipeline and execution time
breakdown of different steps.

We make two main observations. First, basecalling is the first computational step
in the pipeline. Second, basecalling dominates the execution time of a single run in
the pipeline. These steps make up more than 40% of the entire execution time. Our
empirical observation aligns with those in prior works [179, 272, 292].

3.1.2. BASECALLING
Basecalling is responsible for converting raw electrical signals produced by a nanopore
sequencer to digital genome symbols, i.e., [A, C, G, T] [162–165]. Recent works [169,
173–175] heavily investigate the use of DNNs for basecalling as they can provide high
accuracy than Hidden Markov Model (HMM) based techniques [176].

There are generally two approaches for improving the accuracy and/or performance
of a basecaller: 1) software-based and 2) hardware-based. Software-based methods
propose new algorithms (e.g., DNNs [174, 175, 177] instead of HMMs [176]) or faster
and/or smaller DNN architectures [177, 274]. Hardware-based approaches propose
various hardware platforms for the target algorithm (i.e., DNN or HMM) to improve
performance with (hopefully) small impact on accuracy [179, 274].

We observe four main shortcomings in SotA basecallers, which limit their execution
time and/or hardware acceleration:

• SotA basecallers are slow and energy inefficient. For example, Guppy basecalls 3 Giga
basepairs (Gbps) in ∼6 hours while a following step in the genomics pipeline, such as
read mapping using minimap2 [293] takes only ∼0.11 hours [274].

• SotA basecallers use DNN models with costly skip connections [277]. For example,
Bonito needs an additional∼21% of model parameters (along with associated memory
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and storage overheads) for skip connections and requires additional computation on
them. Note that a skip connection permits bypassing certain layers within the neural
network, transmitting the output of one layer as the input to subsequent layers [277].
These connections are costly because they (1) typically force the network to perform
additional computation, for example, to match the channel sizes, (2) incur extra mem-
ory and storage overhead, as they require storing the activation parameters that are fed
to the later layers [42, 276], and (3) incur additional off-chip data movement overhead
when these networks are run on conventional processor-centric hardware platforms,
like CPUs and GPUs.

• SotA basecallers exploit 32-bit floating point precision for their model param-
eters [169, 175, 177]. This effectively increases (1) the required bandwidth and
processing units, e.g., with FP compute capability, and (2) inefficiency in the hardware
realization of the underlying models.

• SotA basecallers incur expensive data movement between the computation units and
the memory units [179, 218, 274].

We emphasize that 40% of execution time spent on basecalling (Section 3.1.1), the
first and arguably most critical step in the pipeline, is significant and worth accelerating.
Today’s best basecallers often underperform on SotA systems, generating bottlenecks. A
potentially 40% decrease in genome analysis runtime implies a proportional reduction
in power and energy, which is critical considering the extensive data and computational
demands of modern genome analysis systems. Therefore, optimizing basecalling con-
tributes greatly to improving the efficiency and sustainability of the genomics pipeline.

3.1.3. MEMRISTOR-BASED CIM AND ASSOCIATED NON-IDEALITIES
Resistive memories or memristive devices, such as ReRAM, PCM, and STT-MRAM [279,
294–296], have recently been introduced as suitable candidates for both storage and
computation units that can efficiently perform vector-matrix multiplication [297] and
logical bulk bit-wise operations [87, 106, 117, 118, 298], as they can follow Kirchhoff’s
law inherently [299]. Therefore, many recent works [76, 90, 106, 108, 114, 122, 298, 300,
301] exploit these devices in their CIM architectures. Memristor devices also enjoy non-
volatility, high-density, and near-zero standby power [87, 106, 279].

A typical memristor-based memory crossbar capable of VMM and other logical op-
erations is shown in Fig. 3.2 [76, 90, 106, 108, 298] alongside its possible non-idealities.

This memristor-based structure can suffer from at least four types of non-idealities or
variations that can eventually affect the results of the enabled VMM operation, i.e., lead
to errors in the VMM result: (1) The non-ideal digital to analog converter (DAC), due to
the effective resistive load (known as RLoad ) in its circuit [139], (2) Variation of synap-
tic conductance, which includes both imperfect programming operation (commonly
known as write variations) and the process variation that exist in memristors [141, 302–
304], (3) The wire resistance and sneak paths, due to imperfect wires (i.e., wires with
different resistances) and the changes in the voltages of the internal nodes while per-
forming a VMM operation [140, 141], and (4) non-ideal sensing circuit or analog to dig-
ital converters (ADCs), due to rigid or hard-to-accurately-change references used for
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Figure 3.2: Overview of memristor-based crossbar arrays and possible non-idealities.

distinguishing/sensing the end result [139, 300]. Our work focuses on these specific
non-idealities inherent to memristor technologies in a CIM architecture. While we do
not explicitly address other circuit challenges and non-idealities, we acknowledge their
presence and the existing solutions developed to mitigate them in electronic systems.
For example, crosstalk [305–307], which involves interference between adjacent circuit
traces or wires, can indeed lead to data corruption and compromise information in-
tegrity. However, we focus on the specific non-idealities relevant to our hardware ar-
chitecture, not crosstalk. Note that industry-standard techniques, such as shielding and
layout design, decoupling components, ground and power distribution, signal timing
and margins, ECC and scrubbing, isolation and shielding, and crosstalk-aware clock dis-
tribution, have been extensively studied and developed to mitigate crosstalk issues. We
assume that similar techniques can be applied to address any potential crosstalk con-
cerns in memristor-based CIM systems.

Recent works [76, 90, 108, 308, 309] report impressive performance and energy im-
provements for DNN models executed on memristor-based CIM architectures, mainly
assuming idealized underlying hardware. Moreover, DNNs are known to be resilient to
some noise [310–315]. However, since memristor-based CIM architectures are indeed
non-ideal and the resiliency of DNNs has a limit, to decide whether or not these plat-
forms are indeed suitable for realizing our DNN-based basecaller, one needs to evaluate
the impact of these non-idealities on the end-to-end application accuracy and account
for the overhead that the solutions to overcome the accuracy loss may bring. Such a
framework is missing among prior works and is a contribution of our work (Section 3.2).
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3.1.4. PROGRAMMABLE INFERENCE ARCHITECTURE

We briefly discussed PUMA3 in Section 2.3.1. PUMA (Programmable Ultra-efficient
Memristor-based Accelerator) [108, 111, 226] is a complete set of (micro)architecture,
simulator, and compiler that supports the execution of many ML applications, using
memristor crossbars enhanced with general-purpose execution units. PUMA uses
a spatial architecture and provides the necessary programmability and generality to
execute a wide range of ML-based applications on memristor-based crossbars. For
evaluations in Swordfish, we assume an PUMA-based architecture for two reasons.
First, PUMA supports all the necessary types of NN layers in basecallers: CNN, LSTM,
and linear. This is especially handy for our main target basecaller, Bonito. Second, the
architecture, simulator, and compiler are open-sourced [111, 226] and well-documented
for an extension, unlike many other rich architectures.

3.2. SWORDFISH FRAMEWORK

3.2.1. SWORDFISH OVERVIEW
Fig. 3.3 presents an overview of the Swordfish framework. Swordfish consists of 4 key
modules:

• 1 Partition & Map module that partitions and maps the Vector-Matrix-Multiplication
(VMM) operations of the target DNN-based basecaller to the underlying CIM plat-
form,

• 2 VMM Model Generator module that generates an end-to-end model for possible
non-idealities and errors of a VMM operation considering the underlying technology
in the CIM design,

• 3 Accuracy Enhancer module that implements online and offline mitigation tech-
niques to counter accuracy loss, and

• 4 System Evaluator module that analyzes the accuracy and throughput of basecaller
while also providing an area overhead.

SwordFish

Swordfish Overview

User Input
Basecaller
•DNN Description
• Trained Network

CIM Hardware
•Architecture Description
• Circuit/Device Parameters

Accuracy Enhancer
•Hyperparameters

Partition & Map
Layer 1

Layer N

… …

Accuracy Enhancer
•Optional
•Offline/Online Retraining

System
Evaluator

•Accuracy
• Performance
•Area

VMM Model 
Generator

• Crossbar Characterization

1

2

3

4

Updated Weights

Kernel Chunks

VMM Models

•Analytical Crossbar Model
OR

Figure 3.3: Overview of Swordfish framework.

3Programmable Ultra-efficient Memristor-based Accelerator.
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We emphasize that the accuracy analysis in the System Evaluator module is critical
and unlike evaluations of conventional platforms, e.g., field-programmable gate arrays
(FPGAs) or GPUs. Its importance stems from the abundance of the underlying non-
idealities, variations, limitations, and hardware perturbations of the emerging hardware
paradigms [316]. From now on, we refer to the proposed framework as Swordfish and
the actual implemented memristor-based CIM design for our target basecaller Bonito as
SwordfishAccel.

3.2.2. PARTITION & MAP

To run the DNN of a basecaller on a CIM architecture, one should map each of the VMM
operations in the target DNN to the analog memory arrays and the rest of the operations
to the digital peripheral circuitry. The Partition & Map module takes care of this task
in Swordfish by dividing individual functions of the basecaller into the analog or digital
components of the underlying architecture. This process is required one time for every
basecaller and has two steps.

In the first step, Swordfish decides which memory crossbars will perform each VMM
operation of each layer. For Bonito basecaller, Swordfish decides which memory cross-
bars handle the VMM of the first convolutional layer and which crossbars are responsi-
ble for the VMMs of the following LSTM and linear layers. Swordfish assumes that all the
underlying crossbars have the same size and readout peripheral circuitry (e.g., ADCs).

In the second step, Swordfish decides how it maps the weights to each crossbar.
Swordfish supports different programming/writing techniques for memristor devices,
such as write-read-verify (WRV) and Set/Reset pulse programming.

In mapping and evaluation, Swordfish makes the following widely common design
choices:

• The input streams into the first layer of DNN. Swordfish does not divide the input into
chunks and leaves this task to the host. Doing so helps Swordfish to evaluate the max-
imum throughput of a basecaller [175, 179], independently of the input size.

• The next layer starts its computation as soon as the previous layer of the basecaller
produces enough values. This is also a common assumption for evaluating the maxi-
mum possible throughput of a DNN in simulation [90, 108].

• Multiple crossbar arrays can be simultaneously active and perform the necessary op-
erations (VMM and other operations necessary for the target DNN, such as activation.
This assumption ensures that full chip utilization is not limited due to power con-
straints. One can consider this parallelism to be analogous to the concurrent activa-
tion of multiple subarrays in different banks and bank groups in traditional DRAM [91–
93].

• Swordfish optimizes its design decisions for the highest achievable accuracy, through-
put, and memory utilization in the stated order. This is a common priority order for
optimizations in basecallers [175, 179, 317].
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3.2.3. VMM MODEL GENERATOR

VMM Model Generator is responsible for generating the non-ideal output per each VMM
required by the basecaller. VMM Model Generator differentiates between constraints
and non-idealities. This is essential in a CIM design where non-idealities or constraints
do not necessarily lead to a loss in the accuracy of the application. To model the ef-
fect of these constraints and non-idealities on the accuracy of an application, Swordfish
considers them at the lowest-level building block where they aggregate, i.e., where their
results merge. In a memristor-based CIM architecture for a DNN-based basecaller, such
an effective place to consider the effects of constraints and non-idealities is the VMM
operation output. Therefore, the VMM Model Generator in Swordfish focuses on assess-
ing the effects of each factor on a VMM operation, while our evaluations and analyses
assess the end-to-end basecalling metric.

This module takes three types of inputs. First, it takes the results of the previous
module (i.e., 1 Partition & Map in Fig. 3.3) to determine the size of the VMM. Second,
it takes the circuit and device description (i.e., constraints and non-idealities) that can
affect accuracy. Examples inputs in this category are (1) the level of quantization, (2)
the circuit variations (e.g., in inputs (e.g., DACs), wires, and outputs (e.g., ADCs) device),
and (3) device variations. Third, it takes the weights of the target basecaller, which can
be provided directly by the user or the Accuracy Enhancer module that applies multiple
training mechanisms (Section 3.2.4). The module outputs the non-ideal output vector
per each input vector and weight matrix (i.e., the expected vector result for a VMM).

Swordfish supports two different approaches for modeling a VMM. The first ap-
proach is to use a pre-calculated library of measurements on actual devices. The
second approach is to use an analytical model (e.g., a fast crossbar model (FCM) [139]).
Section 3.4 evaluates these approaches separately.

In the first approach, Swordfish queries a library that, for a given array size and input
vector, returns an output vector randomly chosen from many (≥ 104) possible outputs
based on measurements on an actual crossbar with the same dimensions as the length
of the active input vector. The measurements in the library already contain all the pos-
sible non-idealities in the target VMM operation, i.e., non-idealities that may arise from
DACs, ADCs, circuits, and devices in the crossbar. One can build this library by measur-
ing multiple tiles several times. For each of these measurements, one should program
the initial values of memristors within a tile with the weight values of the target DNN to
be evaluated on Swordfish. In this paper, the distinct initial resistance states are based
on the Bonito basecaller [175]. The random choice from the library aims to account
for variations and non-idealities among different memristor-based tiles, which can arise
from different initial values of each memristor device and/or manufacturing differences.
By integrating real measurements and accounting for tile-to-tile differences, we believe
our methods accurately reflect non-ideality distribution in practical settings. Although
this approach accurately represents the VMM operation considering many possible non-
idealities, it lacks the flexibility of separately studying or measuring the effects of each
possible error due to different non-idealities. This approach is also limited to the cross-
bar configurations (for example, crossbars of 64×64 and 256×256) to whose measure-
ments one has access (Section 3.3).

In the second approach, Swordfish utilizes existing analytical models that are avail-
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able for ADCs, DACs, and variation profiles of the underlying devices in the crossbar.
Fig. 3.4 illustrates the steps Swordfish uses in its VMM Model Generator for this ap-
proach.

Non-Ideal ADC

Analytical VMM Model Generator

Non-Ideal
Memristor CrossbarNon-Ideal DAC

Input Vector
Non-Ideal

Input Voltages
Non-Ideal

Output Currents
Non-Ideal  

Output Vector1 2 3

41 2 3

Figure 3.4: An overview of the VMM Model Generator’s second approach: using analyti-
cal models.

In Fig. 3.4, Swordfish applies the analytical model for a non-ideal DAC model ( 1 ) to
the input vector of the VMM operation ( 1 ) and obtains the non-ideal input voltages as
the output vector ( 2 ). Swordfish then applies this new vector to a crossbar with an up-
dated non-ideal weight matrix ( 2 ), where non-idealities have been applied to the orig-
inal weight matrix (from the VMM operation) based on the expected variations of each
cell, which are usually obtained based on generic characterization of memristor-based
crossbar arrays, i.e., without any peripheral circuitry or target weights specific to a par-
ticular DNN. The output is considered a non-ideal output current ( 3 ) that Swordfish
applies to a model of non-ideal ADC ( 3 ) and obtains the output vector ( 4 ), an output
vector that might contain some errors.

Fig. 3.5 presents an overview of how Swordfish models the crossbar non-idealities for
the second approach (i.e., the analytical model in the VMM Model Generator module) ( 2
in Fig. 3.4). For this, Swordfish first takes the crossbar instances ( 1 in Fig. 3.5) from the
Partition & Map module. Swordfish considers these crossbar instances as separate ma-
trices with digital weights ( 2 ). Then, Swordfish uses a non-linear model for the synaptic
device states ( 3 ) to map the weight matrices of digital weights into ideal corresponding
conductance matrices ( 4 ). After that, Swordfish applies to these metrics the synaptic
variations for the crossbar ( 5 ) that are determined from an analytical model based on
the estimated behavior of memristor devices within a crossbar array. The output con-
sists of the same number of matrices, but now with adjusted weights ( 6 ). Swordfish fi-
nally applies to those matrices the profile of all known circuit-level non-idealities ( 7 ) by
adding representative metrics for these non-idealities. The output consists of matrices
accounting for all variations and non-idealities ( 8 ).

3.2.4. ACCURACY ENHANCER
Since accuracy is a critical metric in basecalling, Swordfish applies several mitigation
techniques to deal with the non-idealities and their induced errors on the VMM and/or
basecalling. More specifically, Swordfish supports four different accuracy enhancement
techniques: (1) analytical variation-aware training (VAT) (offline), (2) knowledge distilla-
tion (KD) training, (3) read–verify–write (R-V-W) training, and (4) random sparse adap-
tation (RSA) retraining (online).

ANALYTICAL VARIATION-AWARE OFFLINE TRAINING

Swordfish supports variation-aware training (VAT) [318–321] during the training of a
target DNN as the simplest method to enhance the accuracy loss due to (1) quantiza-
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tion and (2) possible resistance variations per weight, which can be analytically or ex-
perimentally measured. Existing works randomly inject faults into the weights of the
DNN [322], or model the potential errors at the end of each layer [318, 322]. Similarly,
Swordfish utilizes the crossbar characterization for the errors per VMM (i.e., the error li-
brary in the first approach in VMM Model Generator) or an analytical crossbar model for
the errors per VMM (i.e., as in the second approach in VMM Model Generator). Sword-
fish injects the modeled errors in the training and considers the rest of the devices un-
altered. Swordfish repeats this process for each VMM and every layer and then retrains
the basecaller network. This way, Swordfish ensures that its retraining yields a better
estimate for the errors arising from non-idealities in the crossbar.

KNOWLEDGE DISTILLATION-BASED VARIATION-AWARE TRAINING

In addition to offline VAT based on injecting random errors or potential errors per layer
discussed in Section 3.2.4, Swordfish is capable of supporting the knowledge distillation
(KD) approach as a VAT as well, i.e., Swordfish exploits knowledge/weights that exist
in an ideal (typically a FP32-based) basecaller baseline to guide the training of Sword-
fishAccel, our memristor-based CIM design for Bonito. In KD, two models exist: (1) the
teacher (an ideal implementation using high precision data format, e.g., FP32-bit for-
mat) and (2) the student (SwordfishAccel quantized to 16-bit-width fixed-point presen-
tation for both weights and activations). The goal is to mimic the teacher’s output in the
student by minimizing a loss function where the target is the result of applying the soft-
max on the quantile function associated with the standard logistic distribution (i.e., logit)
of the teacher’s training [323]. We refer the reader to previous works on KD [323, 324] for
further detail on how a loss function can be implemented in such a system to minimize
the difference of SwordfishAccel’s output and the teacher model’s softmax output.

READ-VERIFY-WRITE (R-V-W) TRAINING

Read-Verify-Write (R-V-W) is a conventional error mitigation technique for non-ideal
memristor-based memories that provides cell-by-cell error compensation. R-V-W is
used in open-loop-off-device (OLD) [325] where R-V-W programming and sensing
loop help the actual resistance of the device to converge to the expected target resis-
tance. This method involves many read-and-write operations and feedback control for
memristors, making R-V-W a slow technique to mitigate accuracy loss. Note that to
improve the accuracy in R-V-W, we need to increase the fraction of the retrained weights
(memristor devices in our case), increasing the cost of the mitigation technique.

RANDOM SPARSE ADAPTATION ONLINE RETRAINING

Swordfish uses random sparse adaptation (RSA) [324] to map the learned DNN model
to SwordfishAccel. RSA is used to mitigate the performance overhead of R-V-W tech-
nique [325, 326]. RSA by itself prevents only some of the non-idealities from being ma-
terialized as inaccuracies and can be an offline mechanism. However, SwordfishAccel
combines it with an online training mechanism.

For its online retraining using RSA, Swordfish places a small on-chip SRAM-based
memory next to memristor-based crossbars and distributes the learned DNN model
(i.e., weights) between this SRAM and memristor-based crossbars. The key idea Sword-
fish uses is to map the weights that otherwise would map to error-prone memristor
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devices to reliable SRAM cells. If one has access to the exact profile of the underlying
memristor-based memory crossbars, one can exploit the knowledge on which memris-
tors and columns are more error-prone and use this knowledge to decide which weight
to map into the crossbar and which one to the SRAM. In our evaluations of Swordfish,
we use this knowledge whenever we use the chip measurements already used in the
first approach of the VMM Model Generator. However, Swordfish can also randomly
choose memristor devices in the crossbar and map (i.e., hardwire) them to the SRAM.
Random choice is the next best option without knowledge about the exact error pattern
of a memristor-based crossbar. We used this method whenever we used the second ap-
proach (i.e., analytical model) in the VMM Model Generator (Section 3.2.3).

Fig. 3.6 presents how SwordfishAccel adopts RSA with an online retraining mecha-
nism (e.g., KD) in a three-step approach:

Error Mitigation

Memristor Array

Digital Labeled Input Squiggle

SRAM

VMM Output

Load Weights
to Memristors + SRAM

VMM/Layer Output

Inference

2

3

4

Initial Training
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• e.g., using KD

Load Weights to SRAM
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Inference

2

34
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Load Weights to SRAM
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Figure 3.6: Swordfish’s online error mitigation via RSA.

1. In the first step ( 1 ), SwordfishAccel trains the original Bonito and loads the initial
weights from the Bonito DNN model into the assigned memristor crossbar and the
SRAM ( 1 ). SwordfishAccel considers this model as the initial model for the student
in KD.

2. In the second step ( 2 ), SwordfishAccel performs a VMM operation as usual. How-
ever, whenever one or more of the assigned weights to SRAM (i.e., error-prone mem-
ristors or randomly chosen ones in Swordfish) is involved, SwordfishAccel reads the
value from the SRAM memory instead of the memristor device. Swordfish does this
by passing the inputs of corresponding devices through the SRAM value instead of
the crossbar, zeroing the input for that particular memristor in the crossbar, and then
summing up the values of both paths ( 2 ).

3. In the third step ( 3 ), SwordfishAccel returns the results of the VMM operation of each
crossbar ( 3 ) to the retraining component (KD in our example in Fig. 3.6) and per-
forms online training on only the weights that are mapped to the SRAM memory to
improve the accuracy loss due to non-idealities. Note that SwordfishAccel considers



3

62 3. SWORDFISH

the non-ideality models of crossbars, ADCs, and DACs to the student model for every
training batch and trains the student. This includes both the initial training in Step 1
and retraining in Step 3 .

4. SwordfishAccel then loads the new weights to the SRAM near the crossbars ( 4 ) and
repeats Steps 2 and 3 .

SwordfishAccel uses KD-based variation aware training for its Step 3 in Fig. 3.6 on-
line retraining. However, any other retraining method can also replace KD in our exam-
ple. Note that all the parameters are already quantized to 16-bit fixed-point precision to
present the model in SwordfishAccel accurately. Swordfish leverages the weights from
the converged teacher model to improve the convergence of the student model.

RSA in Swordfish comes at the price of extra area overhead for the considered on-chip
SRAM memory, storage in the memory controller for mapping metadata, summation of
the output from the crossbar with on-chip memory, and some additional control logic
evaluated in Section 3.4.

3.2.5. SYSTEM EVALUATOR

The System Evaluator module puts the results of all previous modules of Swordfish to-
gether to evaluate the target DNN.

As inputs, this module takes the execution time for each VMM operation, the ac-
curacy of each VMM operation for the last layer of the DNN (as it determines the final
accuracy of the DNN), the number of active crossbars in each step of Swordfish, and
information in peripheral circuitry.

The System Evaluator module has 3 outputs:

1. Accuracy: The System Evaluator module outputs an accuracy number for the evalu-
ated DNN. In SwordfishAccel, this number shows the accuracy of the basecaller, com-
monly known as read accuracy, which is the fraction of the total number of exactly
matching bases of a read to a reference to the length of their alignment (including
insertions and deletions).

2. Basecalling throughput: The System Evaluator module outputs a number for infer-
ence throughput of the target DNN. In SwordfishAccel, this number is the basecalling

throughput, defined as kilo-basepairs generated by the basecaller per second ( K bp
s ).

The higher the basecalling throughput, the better. This is the most important metric
to evaluate a basecalling accelerator’s performance. Our throughput evaluations in
SwordfishAccel include the time required for read and write time for the inputs and
outputs, respectively.4

3. Area overhead. The System Evaluator module of Swordfish also reports area overhead
based on the underlying architecture to account for the overheads of a dedicated ac-
celerator, e.g., SwordfishAccel.

4We use this command line in Linux: /usr/bin/time -v.
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3.2.6. SWORDFISH EVALUATION CHALLENGES

Comprehensive, fair, and practical evaluation of Swordfish is challenging for two main
reasons. First, most of the SotA basecallers are either not open-source [169, 179, 327]
or support only specific reads [317]. Second, current simulators and frameworks mim-
icking memristor-based CIM designs are either not open-source, do not consider the
underlying non-idealities of the devices, or only support a very limited number of non-
idealities, emerging technologies, or neural networks [139, 328].

To evaluate Swordfish despite these challenges, we take two representative examples.
Specifically, for the first challenge, we primarily compare our method with Bonito [175],
an open-sourced, universally applicable tool currently under active development and
maintenance by ONT (Section 3.1.1). Bonito stands out for its exceptional accuracy and
performance over its predecessors like Guppy [169] and does not face the limited sup-
port for reads (e.g., Dorado [317]) or lack of open-source implementation and training
code (e.g., Helix [179], Halcyon [329], Guppy [169], and SACall [327]). For the second
challenge, we consider PUMA architecture (Section 2.3.1) as the baseline architecture
for the two reasons mentioned in Section 3.1.4.

3.3. EVALUATION METHODOLOGY
This section discusses our experimental methodology.

3.3.1. IMPLEMENTATIONS AND MODELS

For the performance and area studies, we significantly extended the PUMA simulator
and PUMA compiler to account for (1) Bonito’s DNN architecture, (2) updated configu-
rations in Core Architecture of PUMA [108] based on our memory models and the TSMC
40 nm [330] technology node used for peripheries, and (3) performance and area over-
heads introduced by non-idealities of memristors and their mitigation techniques. Note
that we use Synopsys Design Compiler [331] and synthesize the additional components
of our design in the target technology to obtain their execution time, power, and area.
We apply the prominent technology scaling rules [332] to the configuration numbers of
the PUMA architecture to ensure all of our design components are based on the same
technology node.

For accuracy analysis (in both training and inference phases), we also extensively
modified Bonito’s open-source implementation [175] to consider the device characteris-
tics and limitations of the architecture. Unfortunately, PUMA does not allow us for such
analysis as it considers the effects of only quantization and write variations on accuracy.

We utilize prototyped cross-array memristors as our memory arrays and capture the
variations in their spatiotemporal conductivity, execution time, and area overhead of
necessary operations. We project our characterization results of real memories to our
DNN evaluations. We also build a statistical model from our measurements to capture
the full picture of a larger memory model for large-scale variations, timing, and area
parameters. This model contains four types of variations: (1) input DACs, (2) synap-
tic variations, (3) wire resistance, and (4) output ADCs. The memory prototypes and
models used for evaluations and simulations are based on the results of the EU project
MNEMOSENE [333], concluded in 2020, generously provided by the involved parties.
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The results have been tested heavily during the project and by various metrics found
in the related literature. Table 3.1 shows the main parameters of our memristor-based
crossbars.

Technology and device ReRAM H f O2/T iOx [330]
Cell configuration 1T1R (NMOS T: 460 nm/40 nm
HRS/LRS 1 MΩ/10 kΩ
nmi n /nmax 0.03, 30
Array Sizes 64×64 and 256×256
SA Vmi n 40 mV

Table 3.1: Our array and device configurations.

Our study specifically evaluates Swordfish on ReRAM memristors for three reasons.
First, the availability of actual chip measurements is essential for our non-ideality-
centered study. Second, lower energy costs for writing/programming than alternatives
like PCM. Third, ReRAM’s established status within the memristor family provides
reliable baselines and intuitions for device-level features, enhancing the credibility of
our proposal.

3.3.2. SIMULATION INFRASTRUCTURE

We ran our baseline Bonito basecaller and software implementation of Swordfish on a
128-core server with AMD EPYC 7742 CPUs [334], 500GB of DDR4 DRAM, and 8 NVIDIA
V100 [335] cards. We train and evaluate Swordfish accuracy and software results on our
NVIDIA cards (with 32-bit floating-point precision). We use the nvprof profiler [336] for
the profiling experiments on GPU.

3.3.3. EVALUATION METRICS

We use metrics output by the System Evaluator module for our comparisons. Sec-
tion 3.2.5 clarifies these metrics.

3.3.4. DATASETS AND WORKLOADS

Table 3.2 provides datasets from a MinION R9.4.1 flowcell [337, 338] we use in our eval-
uations.

Dataset (Organism) # Reads Reference Genome Size (bp)

D1
Acinetobacter pittii

16-377-0801
4,467 3,814,719

D2
Haemophilus haemolyticus

M1C132_1
8,669 2,042,591

D3
Klebsiella pneumoniae

NUH29
11,047 5,134,281

D4
Klebsiella pneumoniae

INF042
11,278 5,337,491

Table 3.2: Read and Reference Datasets for our Basecalling Evaluation.
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3.4. SWORDFISH EVALUATION
We first use Swordfish to investigate the impact of constraints and non-idealities of a
PUMA-based architecture (Section 3.1.3) on the accuracy of the Bonito basecaller [175].
We call this design the Ideal-SwordfishAccel, as it achieves the highest performance for
our memristor-based hardware accelerator without any accuracy enhancement tech-
nique. We then explore the effect of the accuracy enhancement mechanisms in Sword-
fish applied to deal with the inaccuracies of the memristor-based accelerator as it affects
the Bonito basecaller’s accuracy. The results of this design are presented under Realistic-
SwordfishAccel.

3.4.1. EFFECT OF QUANTIZATION ON ACCURACY WITHOUT ACCURACY EN-
HANCEMENT

Since both the weights and activations in the original DNN are in FP32 format, Swordfish
can opt for quantizing one or both of them. The degree of the quantization can differ de-
pending on how much each parameter impacts the overall accuracy. Swordfish consid-
ers seven different configurations: the default configuration (DFP 32-32), where weights
and activations use the FP325 format, and 6 FPP X-Y6 formats, where X and Y denote
the fixed-point precision of weights and activations, respectively. Swordfish currently
only supports power-of-two precision levels for its quantized configurations. Table 3.3
presents the accuracy of different configurations.

DFP 32-32 FPP 16-16 FPP 8-8 FPP 8-4 FPP 4-8 FPP 4-4 FPP 4-2

D1 97.32% 97.32% 97.12% 97.12% 95.42% 95.62% 93.62%
D2 97.32% 97.32% 96.72% 96.72% 94.92% 95.42% 92.42%
D3 97.32% 97.32% 96.02% 95.82% 93.62% 95.12% 93.72%
D4 97.32% 97.32% 96.42% 96.42% 94.22% 95.32% 93.62%

Table 3.3: Accuracy evaluation after quantization.

We make two major observations. First, Bonito’s architecture can tolerate some
quantization level without accuracy loss. More specifically, across all evaluated datasets,
quantization down to 16 bits does not affect the accuracy at all, and quantization down
to 8 bits reduces the accuracy by less than 9% even in extreme cases. We conclude
that Ideal-SwordfishAccel can still reduce the precision of its network from a 32-bit
FP format to 16-bit-width fixed point precision without accuracy loss. This way, Ide-
al-SwordfishAccel can (1) accelerate the network on a platform limited to fixed point
format representation and (2) improve the energy efficiency of the network via lower
data precision. This observation is on par with similar studies [90, 274, 339] exploiting
quantization as a technique to improve the performance and energy efficiency of a DNN
with a negligible accuracy loss.

Second, tolerance to quantization varies depending on the input dataset. This makes
the effect of quantization on accuracy workload-dependent. However, the accuracy drop
for different quantization configurations follows more-or-less a similar trend irrespec-
tive of the dataset, i.e., they all follow a decreasing trend with reduced data representa-

5FP stands for floating point.
6FPP stands for fixed point precision.
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tion. We conclude that Swordfish’s understudy network (Bonito) tolerates some quan-
tization but will offer very low accuracy for extreme quantization (i.e., lower than 4-bit
precision) irrespective of the dataset. We note that an accuracy drop of ∼5% and higher
is considered unacceptable for a future basecaller, as accuracy is the most critical metric
in SotA basecallers. This observation is consistent with prior works on smaller [139] or
different types of networks [274].

We conclude that quantization is a viable solution to tackle data representation con-
straints in hardware accelerators and, therefore, can be used in a framework such as
Swordfish. However, accuracy loss due to quantization (applied with the expectance of
accuracy loss due to variations and non-idealities) leads us to consider only down to 16
(or possibly 8) bits of precision for both weights and activations before a significant ac-
curacy drop occurs. Therefore, the following studies consider only a 16-bit integer as the
quantization level.

3.4.2. EFFECT OF NON-IDEALITIES ON ACCURACY WITHOUT ACCURACY

ENHANCEMENT
We examine the effect of four non-idealities on basecalling accuracy. The results pre-
sented in this section belong to the second approach of modeling non-idealities in the
VMM Model Generator module, i.e., using analytical modeling (see Section 3.2.3).

EFFECT OF WRITE VARIATION ON ACCURACY

Write variation can single-handedly impact the accuracy results of a VMM opera-
tion [324, 339]. Therefore, we analyze it separately.

Fig. 3.7 presents the effects of write variations on accuracy. The x-axis sweeps the
write variation rate. The error bars account for the accuracy variations on different write
variation rates over 1000 runs of the model. Since the models for write variation are
circuit-dependent and have varying probabilities of affecting the stored/programmed
data, this methodology provides us with a better insight into the effect of this non-
ideality on accuracy.

We make two main observations. First, slight write variation can lead to a significant
drop in the accuracy of end-to-end basecalling. To a great extent, this is on par with
previous works’ observation of the write variation impact on VMM accuracy [324, 339].
For example, the accuracy drops vary from 3.30% to 87.34% for D1 and from 3.24% to
85.76% for D4.

Second, the exact accuracy loss depends on the input dataset, i.e., the accuracy is
workload-dependent and varies for the same write variation among different subfigures
in Fig. 3.7. For example, for the same write variation rate of 25%, the accuracy on our two
datasets (i.e., D2 and D4) can vary by 0.93%.

We conclude that write variation in Ideal-SwordfishAccel can debilitate the basecall-
ing process significantly. In other words, write variation can eliminate all the potential
performance and energy efficiency benefits of such a memristor-based design if not mit-
igated correctly. Therefore, unlike the quantization constraint, we should closely control
the write variations in any future design for an acceptable basecaller. Fortunately, some
previous works [324, 340, 341] propose mitigation techniques that, when combined, can
provide us with reasonable (e.g., amount of ≤ 10%) write variation. From now on, we
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Figure 3.7: Accuracy after taking into account write variation.

consider only up to 10% write variation (as defined in Section 3.1.3) in our evaluations.

EFFECT OF COMBINED NON-IDEALITIES ON ACCURACY

Fig. 3.8 and Fig. 3.9 show the accuracy after considering all other sources of non-
idealities (see Section 3.1.3) for our four datasets on two different crossbar sizes of
64×64 and 256×256, respectively. The error bars show the distribution when consider-
ing 10% write variation over 1000 runs. For each dataset, Fig. 3.8 and Fig. 3.9 present
the accuracy results for five configurations presented as individual bars in the figures.
The first three bars from the left present the results for individual non-idealities, i.e.,
synaptic+wire resistances (Synaptic+Wires), sensing+ADC circuitry (Sense+ADC), and
DAC+driver circuitry (DAC+Driver), respectively, that Swordfish accounts for in its
second approach of modeling non-idealities in the VMM Model Generator module, i.e.,
using analytical modeling (Section 3.2.3). The fourth bar, Combined, accounts for all the
non-idealities from the same analytical model simultaneously. The fifth and last bar,
Measured, considers all the non-idealities from the library of real chip measurements
in the first approach of modeling non-idealities in the VMM Model Generator (see
Section 3.2.3).7 We make six main observations.

1. A combination of non-idealities (i.e., each of the bars labeled with "Combined" or
"Measured" or the 4th and the 5th bar per dataset in Fig. 3.8 and Fig. 3.9) leads to
a significant accuracy loss irrespective of the dataset or crossbar size. For example,
observe the accuracy loss when considering all the non-idealities in an analytical way
(bars labeled as "Combined"). The accuracy loss varies from 18.32% to 31.32% ( 1 in

7We leave the exploration of every possible combination of individual non-idealities to future work.
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Fig. 3.8) across different datasets (i.e., D1 to D4). The same trend can be observed in
Fig. 3.9.

2. The impact of individual non-idealities (i.e., Synaptic+Wires, Sense+ADC, or
DAC+Driver) on the accuracy (loss) is different. For example, observe the ac-
curacy loss of DAC+Driver versus Synaptic+Wires in D1 ( 2 in Fig. 3.8). For the
same dataset, the accuracy loss varies from 13.32% for DAC+Driver to 15.34% for
Synaptic+Wires. A similar difference also exists in crossbars of size 256×256 in
Fig. 3.9.

3. The accuracy loss for combined non-idealities is non-additive. For example, in D1,
the total accuracy loss of Measured is 35.96% ( 3 in Fig. 3.8) yet the simple addi-
tion of numerical accuracy loss of Synaptic+Wires, Sense+ADC, and DAC+Driver totals
20.32%. We conclude that certain errors mask others.

4. Accuracy loss values follow a similar trend irrespective of the dataset. See the trend-
lines 4 in Fig. 3.8 for D2 and D3. However, absolute accuracy loss values vary from
one dataset to another.

5. The smaller the crossbar, the lower the accuracy loss. For example, for D1, we have
lower accuracy loss (of 20.32% versus 26.33%) when using a 64×64 crossbar compared
to a 256×256 crossbar ( 3 in Fig. 3.8 vs. 5 in Fig. 3.9 for the Measured configuration).
This is because a smaller crossbar has mostly smaller accumulative noise induced in
wires of a smaller array.

6. Different non-idealities affect the same dataset differently for different crossbar sizes.
For example, the accuracy loss due to non-idealities in DAC+Driver is more dominant
than those in Sense+ADC on a 64×64 crossbar, while this is the opposite for a 256×256
crossbar. See 6 in Fig. 3.8 and Fig. 3.9.

Even for small yet practical crossbars of size 64×64, the accuracy loss observed in
this section under both Combined and Measured configurations in Fig. 3.8 and Fig. 3.9
is still significant (e.g., from 22.19% to 24.32%) and unacceptable for a basecalling step
that affects many other steps of a genome sequencing pipeline. We conclude that non-
idealities in the memristor-based CIM designs, especially when combined, can be detri-
mental to basecalling accuracy and must be accounted for and mitigated before consid-
ering such a design useful in any other aspect.

3.4.3. EFFECT OF ACCURACY ENHANCEMENT ON QUANTIZED BASE-
CALLERS

Fig. 3.10 shows the results of applying Swordfish’s accuracy enhancement techniques to
a quantized Bonito basecaller. The x-axis presents six configurations for quantization
as defined in Section 3.4.1. For each quantization configuration, we evaluate five ac-
curacy enhancement techniques, namely VAT, KD, R-V-W, RSA+KD (see Section 3.2.4),
and a combination of all techniques labeled as All. The y-axis shows the accuracy of
each technique for the corresponding quantization configuration. The horizontal line
marked as Baseline (DFP 32-32) is the baseline accuracy as defined in Section 3.4.1.



3

70 3. SWORDFISH

90

92

94

96

98

100

FPP 16-16 FPP 8-8 FPP 8-4 FPP 4-8 FPP 4-4 FPP 4-2

A
cc

u
ra

cy
 (

%
)

VAT KD R-V-W RSA+KD All

92

93

94

95

96

97

98

int 16-16 int 8-8 int 8-4 int 4-8 int 4-4 int 4-2

A
cc

u
ra

cy

Quantization Configurations

VAT KD R-V-W RSA+KD All

Accuracy for Quantization After retraining

40

50

60

70

80

90

100

fpp 16-16 fpp 8-8 fpp 8-4 fpp 4-8 fpp 4-4 fpp 4-2

A
cc

u
ra

cy

Quantization Configurations

VAT KD R-V-W RSA+KD All
dfp 32-32

OLD

Baseline

Baseline (DFP 32-32)

50

60

70

80

90

100

V
A

T

K
D

R
-V

-W

R
S

A
+

K
D

A
ll

V
A

T

K
D

R
-V

-W

R
S

A
+

K
D

A
ll

V
A

T

K
D

R
-V

-W

R
S

A
+

K
D

A
ll

V
A

T

K
D

R
-V

-W

R
S

A
+

K
D

A
ll

V
A

T

K
D

R
-V

-W

R
S

A
+

K
D

A
ll

A
cc

u
ra

cy
 (

%
)

3

Figure 3.10: Accuracy enhancement after quantization.

We observe that retraining with quantization is an effective way to mitigate the accu-
racy loss induced by quantization. Our results show that with only 150 extra retraining
epochs, accuracy improves by 5% on average, for a basecaller quantized down to 8-bit.
By applying all quantization-aware retraining methods that we discuss in Section 3.4.1,
Swordfish can retain the same accuracy as the Bonito basecaller with 32-bit floating
point precision. This result is in agreement with the prior work on different types of neu-
ral networks [139]. However, Swordfish is the first work to show this result for genomic
basecalling. From now on, we use 16-bit precision quantization for all evaluations we
show in the remainder of this paper. We conclude that the proposed mitigation mecha-
nisms effectively mitigate the accuracy loss due to a reasonable amount of quantization,
e.g., from 32-bit to 16-bit in the Bonito basecaller.

3.4.4. EFFECT OF ACCURACY ENHANCEMENT ON NON-IDEALITIES

EFFECT OF ACCURACY ENHANCEMENT ON WRITE VARIATION

Fig. 3.11 presents the effects of our accuracy enhancement techniques (see Section 3.2.4)
considering different write variation rates across our four datasets (D1-D4). The hori-
zontal dotted line shows the baseline accuracy using DFP 32-32 (see Section 3.4.1) for
the Bonito basecaller in all figures in Fig. 3.11. Fig. 3.11-(a)-(d) evaluate the effect of VAT,
KD, R-V-W, RSA+KD separately. Fig. 3.11-(e) considers all of our accuracy enhancement
mechanisms together (Combined), and Fig. 3.11-(f) averages the results of each accuracy
enhancement technique over all the datasets (Averaged).8 We make four major observa-
tions from Fig. 3.11.

First, individual accuracy enhancement mechanisms evaluated in Fig. 3.11-(a)-(d)
all improve the accuracy. However, their effectiveness reduces as the write variation rate
increases.

Second, the online mechanism (RSA+KD) in Fig. 3.11-(d) outperforms all the offline
techniques in Fig. 3.11-(a)-(c). R-V-W in Fig. 3.11-(c) comes second in terms of accuracy.
However, the difference between RSA+KD and R-V-W widens as the write variation rate

8The results in Fig. 3.11 consider the cases in which Swordfish maps only 5% of weights to the SRAM in our
RSA-based online retraining approach (see Section 3.2.4). We will revisit this number in Section 3.4.5.
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increases.
Third, combining all the accuracy enhancement mechanisms (Combined in

Fig. 3.11-(e)) outperforms any individual technique over every single dataset and write
variation rate.

Fourth, averaged over all the datasets (Averaged in Fig. 3.11-(f)), Combined mitiga-
tion techniques always produces the highest accuracy on average as well. However, on
average, our online RSA+KD technique achieves a close accuracy (less than 0.001% dif-
ference) for low write variation rates, i.e., write variation less than 10%.)

These results suggest that even with multiple accuracy enhancement techniques,
only minor write variations (e.g., less than 10%) can be tolerated. We conclude that
a memristor-based CIM-enabeld accelerator for basecalling can be effective even with
write variations, but such variations must be kept low (e.g., up to 10%). Fortunately, the
projected write variation rate for memristor-based devices [139, 324] suggests the like-
lihood of achieving this percentage rate. For the rest of this manuscript, we assume a
write variation of 10%.

EFFECT OF ACCURACY ENHANCEMENT FOR COMBINED NON-IDEALITIES

Fig. 3.12 presents the accuracy of basecalling with different accuracy enhancement tech-
niques in crossbars of 64×64 for the modeled non-idealities. For the non-idealities, we
consider the five variations of Synaptic+Wires, Sense+ADC, DAC+Driver, Combined, and
Measured defined in Section 3.4.2. In Fig. 3.12, we evaluate five accuracy enhancement
techniques of VAT, KD, R-V-W, RSA+KD, and All (as defined in Section 3.4.4) per non-
ideality. Fig. 3.13 presents the same experiments for crossbars of 256×256. As we con-
clude in Section 3.4.4, we assume 10% write variation and 5% of the weights are mapped
to the SRAM in the online retraining approach (see Section 3.2.4). We present our accu-
racy results averaged across all the evaluated datasets. We make four main observations
from Fig. 3.12 and Fig. 3.13.

1. Combining of individual accuracy enhancement techniques does not improve the
accuracy in an additive manner. For example, each of VAT, R-V-W, and RSA+KD in
Fig. 3.12 improves accuracy due to Synaptic+Wires by 6.85%, 10.64%, 10.85%, respec-
tively. However, when we consider all non-idealities together in the All configuration,
accuracy improves by only 11.84% ( 1 in Fig. 3.12).

2. The effectiveness of an individual accuracy enhancement technique depends on
the underlying error and non-ideality it targets. For example, VAT is as effective as
RSA+KD for non-idealities due to DAC+Driver (94.22% vs. 94.32%). However, the
gap between the two approaches widens for non-idealities due to Synaptic+Wires
(87.32% vs. 91.32%). See 2 in Fig. 3.12.

3. Accuracy enhancement techniques improve accuracy with a similar trend over differ-
ent crossbar sizes ( 3 in Fig. 3.12 and Fig. 3.13). Although these results are averaged
over our datasets, we note that one can make the same observation on each dataset
as well.

4. Accuracy enhancement techniques are more effective for larger crossbars than for
smaller ones (e.g., 256×256 compared to 64×64). This is expected because there is
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more room for accuracy improvement for these larger crossbars, as their inaccuracies
are higher. For example, we observe 22.07% improvement in accuracy for 256×256
crossbars ( 4 in Fig. 3.13) compared to 16.24% for 64×64 ( 4 in Fig. 3.12), after all of
the accuracy enhancement techniques are applied (All) over all existing non-idealities
(i.e., the Measured configuration).

We conclude that the basecalling accuracy of SwordfishAccel can match SotA lev-
els by using robust techniques that build on each other employing reasonable cross-
bar sizes (e.g., 64×64) and successfully accounting for substantial circuit variations, like
write variations.

3.4.5. THROUGHPUT ANALYSIS OF SWORDFISHACCEL
Fig. 3.14 shows the inference throughput for Bonito on a GPU (Bonito-GPU) card
discussed in Section 3.3.2, Ideal-SwordfishAccel, Realistic-SwordfishAccel-RVW, Real-
istic-SwordfishAccel-RSA, and Realistic-SwordfishAccel-RSA+KD. We show the results
for each of the four datasets and the average results over all datasets. The results are for
a crossbar of size 64×64 and a write variation rate of 10%, and assuming 5% of weights
are placed in SRAM for Realistic-SwordfishAccel-RSA and Realistic-SwordfishAccel-
RSA+KD.
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Figure 3.14: Throughput comparison of Swordfish variations.

We make four key observations. First, Ideal-SwordfishAccel improves the basecalling
throughput over Bonito-GPU for all datasets, by 413.6× on average ( 1 in Fig. 3.14). We
expect such a large improvement in throughput because SwordfishAccel is highly opti-
mized for the main dominant kernel in the underlying DNN of Bonito, namely VMM,
and avoids unnecessary data movement while harvesting the maximum parallelism.

Second, all versions of Realistic-SwordfishAccel (i.e., Realistic-SwordfishAccel-RVW,
Realistic-SwordfishAccel-RSA, and Realistic-SwordfishAccel-RSA+KD) have lower per-
formance than Ideal-SwordfishAccel, irrespective of the dataset. Performance loss
with a realistic Swordfish accelerator is expected because each realistic version adds
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overheads to mitigate accuracy loss due to realistically-modeled non-idealities, which
directly affect the performance of a VMM operation. For example, RSA adds overheads
due to (1) the extra checks when reading some weights from the on-chip SRAM memory
and (2) additional logic for combining the results from the memristor-based crossbar
and on-chip memory readout.

Third, not all versions of Realistic-SwordfishAccel outperform Bonito-GPU. More
specifically, if we use R-V-W for mitigating non-idealities (Realistic-SwordfishAccel-RVW
in Fig. 3.14), the overhead due to additional verifications and writes significantly reduces
the performance of basecalling throughput compared to Bonito-GPU by 30% on average
( 2 in Fig. 3.14).

Fourth, Realistic-SwordfishAccel-RSA and Realistic-SwordfishAccel-RSA+KD pro-
vide, on average, 5.24× and 25.7× higher throughput compared to Bonito-GPU,
respectively ( 3 and 4 in Fig. 3.14). Note that, for the same accuracy, Realistic-Sword-
fishAccel-RSA+KD requires fewer weights inside the SRAM than Realistic-Swordfish-
Accel-RSA due to the retraining using KD. Hence, Realistic-SwordfishAccel-RSA+KD is
faster.

We conclude that a realistic basecalling accelerator designed using Swordfish by tak-
ing into account and mitigating all non-idealities of memristor-based CIM can signifi-
cantly accelerate basecalling, yet its benefits are much lower than a corresponding ac-
celerator that does not mitigate such non-idealities and thus has much lower accuracy.

3.4.6. AREA VS. ACCURACY ANALYSIS

Fig. 3.15 shows the tradeoff between accuracy and area in Realistic-SwordfishAccel-
RSA+KD (see Section 3.4.5) for two different crossbar sizes (64×64 on the left and
256×256 on the right), with four different percentages of weights (i.e., 0%, 1%, 5%,
and 10%) assigned to the SRAM memory (see Section 3.2.4). The area numbers show
the absolute area for implementing Realistic-SwordfishAccel-RSA+KD considering the
overhead of RSA+KD discussed in Section 3.2.4. The red dashed line shows the accuracy
of the original Bonito basecaller. We make three main observations.
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First, the more weights are assigned to SRAM, the higher the accuracy of Real-
istic-SwordfishAccel-RSA+KD. This is expected because we effectively reduce the
non-idealities of the system by using more SRAM cells to remap non-ideal memristors.

Second, the area of extra SRAM cells used in Realistic-SwordfishAccel-RSA+KD
increases significantly with the percentage of weights assigned to SRAM. In contrast,
the accuracy improvement saturates and does not increase significantly beyond 5% of
weights assigned to SRAM.

Third, assigning only 5% of weights to SRAM is sufficient to be within 5% of Bonito-
GPU’s accuracy for the 64×64 crossbar.

We conclude that accounting for non-idealities in different ways exposes tradeoffs
between accuracy and area overhead, which our Swordfish framework enables the de-
signer to rigorously explore.

3.4.7. VERDICT ON REALISTIC-SWORDFISHACCEL

Swordfish emphasizes the potential of significant throughput improvement for base-
calling and possibly other large DNNs that require throughput acceleration while hav-
ing stringent bound for another metric, e.g., accuracy using (re-)emerging computing
paradigms and emerging technologies. Although Swordfish might not currently offer
accuracy on par with state-of-the-art methods, the impressive 25.7× enhancement in
performance marks it as an advantageous development. Note that Swordfish still main-
tains a competitive accuracy in basecalling by deploying a unique synergy of mitigation
strategies and optimally-sized crossbar designs capable of weathering substantial circuit
variations.

Swordfish’s results for Bonito, a large DNN, challenge a widely-held belief that DNN-
based applications naturally thrive on memristor-based CIM due to inherent redun-
dancy in large networks. Swordfish applicability to other applications that utilize sizable
DNNs, mandate high accuracy, and demand significant throughput requires tailored ex-
ploration. Yet nothing hinders researchers from adopting a Swordfish-like approach to
examine their application on such architecture thoroughly. The decision on whether
memristor-based CIM is the optimal acceleration technique remains case-specific.

We know there are problems with the memristors, but Swordfish still shows promise.
Our results in Section 3.4 detail this. Our assessment of mitigation strategies has already
identified promising ones and has sparked suggestions for future methods. These in-
sights can be adopted in next-generation Swordfish deployments or similar accelerators.
Given our results, we believe it is more productive to find solutions to the accuracy is-
sues, some come with memristors becoming more mature, and some come with more
potent HW/SW co-designed methods rather than discarding the approach.

3.5. DISCUSSIONS AND FUTURE WORKS

3.5.1. APPLICABILITY OF SWORDFISH LOOKING FORWARD

Swordfish emphasizes the importance of a framework for evaluating multiple metrics
when designing a memristor-based CIM accelerator targeting large DNNs that require
throughput acceleration while having stringent bound for another metric, e.g., accuracy
(in the presence of emerging technologies with many non-idealities).
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Swordfish’s realistic results, Realistic-SwordfishAccel, for Bonito, a large DNN, chal-
lenge the notion that DNN-based applications naturally thrive on memristor-based CIM
due to the inherent redundancy present in large neural networks. Although Realistic--
SwordfishAccel might not currently offer basecalling accuracy on par with state-of-the-
art methods, its large (25.7×) enhancement in performance (Section 3.4.5) at a much
higher accuracy than baseline CIM marks it as an advantageous development. Even in
the presence of memristor-based CIM non-ideality, Swordfish still shows promise, and
Realistic-SwordfishAccel still maintains a competitive accuracy in basecalling by deploy-
ing a unique synergy of mitigation strategies (against non-idealities and variations) on
moderately-large crossbar designs (e.g., 64×64 or 256×256). Our results in Section 3.4
detail this. Given our results, we believe it is productive and important to find more
solutions to the memristor-based CIM non-idealities going forward; we believe some
solutions will come with memristors becoming more mature, and some will come with
more potent accuracy enhancement techniques and HW/SW co-designed methods.

3.5.2. OTHER DNN-BASED APPLICATIONS

Our paper discusses Swordfish as a framework for accelerating basecalling using a
memristor-based CIM architecture. Our results (Section 3.4) show the unique nature
of the large DNN in Bonito, which, despite its inherent redundancy, does not quite
reach SotA accuracy on memristor-based CIM, thus presenting an exciting challenge.
This intriguing finding encourages a deeper exploration into CIM designs for large
DNNs, reminding us not to rely solely on the scalability assumptions based on small
network evaluations, such as simple CNNs for MNIST. Our results also demonstrate a
large acceleration opportunity for basecalling using SwordfishAccel if we can mitigate
the memristor-induced accuracy loss through HW/SW co-designed approaches. We
believe other DNN-based applications that use memristor-based CIM accelerators
(e.g., [139, 324, 342]) can also benefit from our approach and Swordfish. For example,
large DNN models in autonomous driving (e.g., [342–344]) that require accurate yet
high-throughout and low-latency execution can use a Swordfish-like approach to
build memristor-based CIM accelerators for their underlying large DNNs. We believe
and hope that Swordfish can aid such applications in terms of both accuracy and
performance.

3.5.3. BETTER ACCURACY ENHANCEMENT TECHNIQUES

Our results show that accuracy enhancement can pave the way toward SwordfishAccel
becoming a reliable solution. Our online retraining mechanism shows the highest po-
tential to improve the accuracy loss. We believe there needs to be more research on
better mitigation techniques for existing and future non-idealities in memristor-based
designs. Specifically, we suggest hardware/software co-designed solutions such as our
RSA+KD technique in Section 3.2.4. Hardware-based solutions to mitigate non-idealities
[345] that are orthogonal to our RSA+KD approach is also an example of possible avenues
of future work.
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3.6. CONCLUSION
This paper introduces Swordfish, a modular and extensible framework for accelerating
the evaluation of genomic basecalling via a memristor-based Computation-In-Memory
architecture. Swordfish includes a strong evaluation methodology, mitigation strate-
gies for hardware non-idealities, and characterization results to guide the modeling
of memristors. Using Swordfish, we demonstrate the significant challenges of using
non-ideal memristor-based computations for genomic basecalling and how to solve
them by combining multiple mitigation techniques at the circuit and system levels. We
demonstrate the usefulness of our findings by developing SwordfishAccel, a concrete
memristor-based CIM design for our target basecaller Bonito that uses accuracy en-
hancement techniques guided by Swordfish. We conclude that the Swordfish framework
effectively facilitates the development and adoption of memristor-based CIM designs
for basecalling, which we hope will be leveraged by future work. We also believe that our
framework is applicable to other DNN-based applications and hope future work takes
advantage of this.
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RATTLESNAKEJAKE: A FAST AND

ACCURATE PRE-ALIGNMENT

FILTER SUITABLE FOR

COMPUTATION-IN-MEMORY

Significant improvements in pre-alignment filter accuracy have shifted the execution
bottleneck of short-read sequence alignment to the filtering step for many genomics
datasets. Current pre-alignment filters move data from memory to the processing units,
and when rejection is determined, this results in wasted energy and time. This chapter
presents RattlesnakeJake, a hardware/software co-designed accelerator that speeds up
and reduces the energy consumption of pre-alignment filtering and, hence, sequence
alignment. RattlesnakeJake achieves this by (1) proposing a lightweight and hardware-
friendly filtering algorithm, (2) adopting the Computation-In-Memory paradigm to
avoid unnecessary data movement, and (3) exploiting resistive memories (memristors) to
perform the low-level operations required by the proposed algorithm. Our preliminary
results for RattlesnakeJake show an accuracy at the state-of-the-art (SotA) level and a
significant improvement in the execution time of sequence alignment, irrespective of the
evaluated dataset. The improvement for filtering varies from dataset to dataset and goes
up to ∼7× and ∼80×, compared to SotA accelerators on GPU and CPU, respectively.

This chapter is partially based on the candidate’s work [117].
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As we briefly discussed in Section 2.2.1, sequence alignment of genomics data is a
fundamental step in most genomic studies that help us with virus surveillance and pre-
cision medicine [1–11]. Currently, computationally costly dynamic programming-based
(DP) algorithms are the solution of choice for sequence alignment. Pre-alignment fil-
tering1 has recently been introduced as a solution to heuristically replacing the need for
expensive DP solutions in many cases. This consequently speeds up the overall process
of sequence alignment significantly [186–188, 346]. With the achieved speedup, pre-
alignment filters become the (new) performance bottleneck to focus on [186–188], with
solutions using graphics processing units (GPUs) and field-programmable gate arrays
(FPGAs) also being proposed. Unfortunately, none of these works resolve this new per-
formance bottleneck. Moreover, despite these accelerations, there is still one bottleneck
in all these works, i.e., the (large) movement of data that most of the time turns out to
be unnecessary as the data is decided to be filtered out. This unnecessary data move-
ment results in wasted time and energy consumption. Therefore, there is a need for a
more efficient design to tackle this bottleneck in the sequence alignment pipeline and
simultaneously avoid this wasted work, time, and energy consumption caused by data
movement.

We propose RattlesnakeJake, a hardware/software (HW/SW) co-designed accelera-
tor based on Computation-In-Memory (CIM) paradigm, capable of pre-alignment fil-
tering for short-sequence alignment. RattlesnakeJake first proposes a lightweight and
hardware-friendly algorithm. It then exploits emerging non-volatile memories as its un-
derlying device for hardware acceleration. RattlesnakeJake chooses these devices since
they offer greater densities, access speeds, and non-volatility than conventional mem-
ories such as DRAM or SRAM. RattlesnakeJake’s hardware has a hierarchical design that
supports the operations required in its algorithm and maps the full algorithm to memory
units and their peripheries while also taking care of input data distribution and output
data processing.

Our results show that RattlesnakeJake improves upon SotA pre-alignment filters on
GPU and CPU by up to ∼7× and ∼80×, respectively, for the same real input datasets.
These improvements stem from (1) the underlying lightweight filtering algorithm, (2) op-
timized data flow in RattlesnakeJake, and (3) the prevention of unnecessary data move-
ment for filtering. RattlesnakeJake achieves all these benefits while neither replacing the
sequence alignment nor introducing extra false negatives into the pre-alignment filter.

The major contributions of the work described in this chapter are:

• A memory-friendly filtering algorithm with no assumption on data alignment
leading to extra penalty.

• A configurable memristor-based CIM-enabled architecture for short-read pre-
alignment filtering.

• RattlesnakeJake, a HW/SW co-designed accelerator for pre-alignment filtering in-
side the memory.

• Extensive evaluation and comparison of RattlesnakeJake using real data against
previous software and hardware pre-alignment filters.

1We use the term filter and pre-alignment filter interchangeably hereafter.
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4.1. PROPOSAL AND ARCHITECTURE
This section discusses RattlesnakeJake’s software and hardware design.

4.1.1. RATTLESNAKEJAKE’S ALGORITHM
SotA filters mitigate the cost of sequence alignment by approximating the difference (aka
edits) between the DNA read sequence and reference genome pair using simple opera-
tions (e.g., Hamming distance). If the approximated difference is already greater than
the threshold for an acceptable alignment, filters safely reject/filter the read sequence
and avoid costly DP. SneakySnake [186] is currently the SotA filter (i.e., fastest with the
highest accuracy).

We design RattlesnakeJake’s algorithm to account for two limitations stemming from
rigid data accessibility in a CIM-enabled design: (1) irregular bit-position of the start of
a reference sequence within memory access, and (2) rigid dimensions of memory units
such as crossbars, subarrays, etc.

Algorithm 1 RattlesnakeJake Algorithm
Input: Read, Ref, E, Length, k
Output: Accept

1: Nseg ←⌈Leng th/k⌉
2: M atches ← 0
3: for i ∈ {0..Nseg −1} do
4: M atch ← 0
5: for e ∈ {−E ..+E } do
6: ReadSeg ← Read [ki ..k(i +1)−1]
7: Re f Seg ← Re f [ki +e..k(i +1)−1+e]
8: if ReadSeg == Re f Seg then
9: M atch ← 1

10: end if
11: end for
12: M atches ← M atches +M atch
13: end for
14: Accept ← (M atches >= Nseg −E)
15: return Accept

RattlesnakeJake reduces DP to exact matches between shifted versions of smaller
sub-sequences/segments and processes their results together. Specifically, Rattlesnake-
Jake divides the read sequence into segments of k-bps, which are compared to the corre-
sponding segments of the reference. Each pair of segments is checked for an exact match
to determine whether an edit is present within that segment. To account for deletions
and insertions, RattlesnakeJake repeats this process for references shifted by −E to +E
bps. If the segment has an exact match with any of the (shifted) reference segments, it
concludes that the segment does not contain errors. RattlesnakeJake combines the re-
sults of all of the segments and exploits the pigeon-hole principle to deduct the approx-
imate number of edits of the sequence pairing. Algorithm 1 presents RattlesnakeJake
algorithm, where E is the number of permissible edits, and k is the segment size.

Fig. 4.1 illustrates an example of RattlesnakeJake algorithm for two 20bps long se-
quences with an edit threshold of 2. RattlesnakeJake splits the read into 5 segments of
4bps and compares them with the reference shifted by -2 to +2 bps. RattlesnakeJake finds
that only segments 1 and 4 have matching segments with the reference, indicating that
there are at least 3 edits. This exceeds our edit threshold (E = 2), and thus Rattlesnake-
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Jake rejects the pair for alignment.

RattlesnakeJake – Algorithm Example

CPU

Memory

RattlesnakeJake

Read:      ACGTTGTCTGAAACTTACGC

Ref:  ..AA ACGTTGACTCGAAACTTACA CT..

Length = 20, E = 2, K = 4

Correct 
Alignment 

with 3 edits

Read:      ACGTTGTCT -GAAACTTACGC

Ref:  ..AA ACGTTGACTCGAAACTTACACT..

RattlesnakeJake
Inputs: 

ACGT TGTC TGAA ACTT ACGC

AAAC GTTG ACTC GAAA CTTA

AACG TTGA CTCG AAAC TTAC

ACGT TGAC TCGA AACT TACA

CGTT GACT CGAA ACTT ACAC

GTTG ACTC GAAA CTTA CACT

Read

Shifted Ref -2

Shifted Ref -1

Ref

Shifted Ref +1

Shifted Ref +2

1 0 0 1 0Output

Matches = 2

Nseg = ceil(20/4) = 5

Nseg – Matches = 3 > E Reject

Figure 4.1: RattlesnakeJake with Length=20bps, E=2, and k=4bps.

RattlesnakeJake’s hardware-friendly algorithm flexibly exploits two key trade-offs.
First, a trade-off between accuracy and hardware-friendliness. Changing from DP (or
SNR sub-problems in SneakySnake) to finding the exact matches of short segments may
underestimate the number of edits between the read and reference. This leads to more
reads passing the filter. However, exact matching is known to be well-supported in hard-
ware. Moreover, the possibility of supporting exact matches for short strings is higher in
a CIM-enabled crossbar. Second, a trade-off between required resources and achievable
parallelism/speed. Finding the exact matches between each segment from the read and
the corresponding segment from the reference and its shifted variants are independent
problems and can be parallelized with extra resources. Our evaluations in Section 4.2
investigate these trade-offs in more detail.

4.1.2. RATTLESNAKEJAKE’S ARCHITECTURE
We envision RattlesnakeJake as a pre-alignment filtering accelerator inside the mem-
ory as shown in Fig. 4.2-(a). This way, RattlesnakeJake prevents unnecessary data ac-
cesses from memory to CPU or GPU via filtering. Due to our positioning, RattlesnakeJake
follows a conventional hierarchical design; i.e., RattlesnakeJake contains several bank
groups, banks, subarrays, and tiles. Fig. 4.2-(b) to -(e) present RattlesnakeJake and its
top-down organization.

In this hierarchical architecture, a tile is an array of cells connected together in a
conventional crossbar format of rows and columns. Each cell consists of a 1 transistor
and 1 memristor device (aka 1T1R format) and can store 1 bit of data. A tile also includes
all the necessary peripheries for read and write operations (e.g., DACs and SAs). A group
of tiles, all working in parallel, create a subarray. This separation of tiles and subarrays
is needed to (1) mitigate the overhead of the peripheries and shared components (e.g.,
TCAMS and input/output buffers) and (2) provide enough parallelism. Then, several
subarrays constitute a bank, and multiple banks come together and create bank groups.
This hierarchy is adopted to (1) fully utilize the available busses for input and output
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RattlesnakeJake - PreAlignMem Overview

CPU

Memory

RattlesnakeJake

(a) Concept
0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

(e) TCAM filled for 
RattlesnakeJake

1

0

1

0

1

1

1

1

1

1

1

1

1

1

1

1

7

. . . 

. . . 

. . . 

. . . 

. . . 

. . . 

DAC

DAC

DACIn
p

u
t 

P
ro

ce
ss

in
g 

(R
o

w
 D

ec
o

d
er

)

SA SA SA

O
u

tp
u

t 
P

ro
ce

ss
in

g

D
ig

it
al

 In
p

u
t

In
st

ru
ct

io
n

s

Act1

Act2

Actn

W11 W1m

Wnm
Wn1

Ctr

…

…

(d) Tile

7

1

SL
WL

BL

2

6

Ctrl

Bank 01

Bank Group 0 Bank Group k

Bank 0k

…
Buffers

(b) RattlesnakeJake

8

Cnt 6 Cnt

TCAMTile 0 … Tile k’

Subarray 1

Subarray k’’

… …

Ctrl

Mask

TCAMMask

TCAMMask

AccNOTs

AccNOTs

3 4

8

5
AccNOTs

(c) Bank

Figure 4.2: (a) RattlesnakeJake system placement, (b) Overview of RattlesnakeJake, (c)
banks in RattlesnakeJake, (d) Tile and peripheral logics, and (e) Example filled TCAM.

movement and (2) provide the highest possible parallelism while minimizing the buffer
overheads. A similar method is used in today’s DRAMs and other memory technologies.

To support the required kernels in Algorithm 1, RattlesnakeJake augments normal
memory units with extra hardware:

• 1 Modified SA at tile level. RattlesnakeJake utilizes SAs enhanced with Scouting
Logic [87, 106] so that they can perform XOR operation. This is the base operation
needed for the exact match required in Algorithm 1.

• 2 A series of OR gates at tile level. RattlesnakeJake utilizes these gates to account for
encoding every base pair with 2 bits. This is a genomic-specific modification needed
as DNA sequences can contain 4 types of bases encoded as two bits of data in Rat-
tlesnakeJake. Since the XOR produces a bit-wise result, RattlesnakeJake performs an
XOR on every pair of two bits to obtain a base-level result.

• 3 Logic for masking per subarray. At the bank level, the outputs of all addressed tiles
are combined to form one bit vector. Tiles do not always contribute to the final result,
for example, when the start of the reference does not line up with the start of a word
(Section 4.1.1). In these cases, RattlesnakeJake masks the non-contributing tiles using
a AND.

• 4 1 TCAM per subarray. RattlesnakeJake detects patterns of consecutive zeros in the
output of each tile using this TCAM. Each TCAM is filled with rows of k consecutive
zeros, and n - k don’t-care values, where k is the #patterns in RattlesnakeJake and n
is the dimension of the TCAM. Note that, although in principle RattlesnakeJake does
not fully uses all TCAM rows, additional rows are added so that one can configure Rat-
tlesnakeJake for the detection of more patterns. This maintains the ability to imple-
ment other current/future filtering algorithms.

• 5 A series of Not and AND gates per subarray. The output of each TCAM goes through
negation and accumulation (via AND) phases and repeats until we have the result for
all the shifted segments.
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• 6 A tree-based counter per bank group at the rank level. RattlesnakeJake uses these
counters to effectively determine the minimum edit between the original read and the
reference by counting the ‘1’s in the output vector.

• 7 Input and output buffers in all levels. RattlesnakeJake places appropriate buffers at
different levels of the hierarchy to ensure seamless data flow among components with
no data loss.

• 8 Controller in all levels. RattlesnakeJake places small FSM-based controllers at each
level of its hierarchy that oversees required operations and dataflow.

It is worth noting that recently, Shahroodi et al. proposed SieveMem, an architecture
based on CIM that can support the existing kernels in pre-alignment filters [118]. In the-
ory, SieveMem supports RattlesnakeJake’s algorithm, and RattlesnakeJake is a simplified
version of SieveMem.

4.1.3. RATTLESNAKEJAKE ALGORITHM TO HARDWARE MAPPING
Before runtime, RattlesnakeJake stores multiple shifted references in consecutive rows
in the memory. RattlesnakeJake represents the bases as 2-bit values stored in 2 cells.
Then, during runtime, RattlesnakeJake writes the segments of the read to a dedicated
query row, such that the first bit of the segment sequence lines up with the first bit
of the corresponding non-shifted reference sequence. RattlesnakeJake performs exact
string matching at the tile level. To perform string matching, RattlesnakeJake performs
an XOR between the query row and a row containing one of the reference sequences. If
the segments are exact matches, this operation results in an output vector of only ze-
ros. RattlesnakeJake uses the TCAM located at the subarray level to detect this pattern.
RattlesnakeJake repeats this process for all 2E +1 shifted references. If in none of the it-
erations, it detects an exact match, RattlesnakeJake concludes that the segment contains
an error.

In RattlesnakeJake, multiple tiles operate in parallel and RattlesnakeJake accumu-
lates their results at the subarray level to create a bit-vector, which contains a ‘1’ for
every segment containing an error. RattlesnakeJake returns this vector to the rank level
where the number of ‘1’s is counted and compared to the edit threshold. Based on this
comparison, RattlesnakeJake accepts or rejects the pairing.

4.2. EVALUATIONS

4.2.1. EVALUATION METHODOLOGY
Implementation. RattlesnakeJake is evaluated using a cycle-accurate RTL-based sim-
ulation based on the proposed architecture Section 4.1. The design is verified by com-
paring the simulation results with the output of a software version of RattlesnakeJake
algorithm (RattlesnakeJake-SW). RattlesnakeJake-HW uses a memory model based on a
small RRAM chip prototype in TSMC 40 nm CMOS technology [330]. The model is from
the EU project MNEMOSENE [333], provided to us by generous partners. The additional
circuit and controller in RattlesnakeJake-HW also use TSMC 40 nm technology node in
Synopsis Design Compiler [331] to obtain the latency, power, and area numbers. Here,
we only discuss the latency results.
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We run all of our experiments on a 28-core server with 192 GB memory equipped
with Tesla-K80 and a processor operating at 2.4 GHz. We intend to open-source the im-
plementations of RattlesnakeJake upon acceptance. Our evaluations consider the same
platform and input datasets for all filters to provide a fair analysis.

Baselines. We compare RattlesnakeJake with SneakySnake (denoted with SS in the fol-
lowing figures) [186], SHD [189], Shouji [187], and GRIM-Filter [95]. These are four SotA
pre-alignment filters, three of which have acceleration on GPU or FPGA, and one on 3D-
stacked memories. We analyze the accuracy of RattlesnakeJake by comparing its output
results with only the profiling outputs of these open-sourced filters.

Datasets. We use real genome datasets (human_g 1k_v38 and ERR240727_1) for our
reference database and input queries [186, 347, 348]. Similar to previous works [186],
we create our datasets using MrFast [349] to create sets of read-reference pairs from the
.fasta and .fastq files to evaluate the (pre) alignment algorithms. RattlesnakeJake uses
Edlib [350] to create full-alignment results for accuracy, which will be used to verify the
functionality of the pre-alignment filters.

4.2.2. ACCURACY ANALYSIS

Fig. 4.3 and Fig. 4.4 compare the false positive (FP) rate of several filters. FP rate in a filter
shows the ratio between reads that wrongly pass the filter (i.e., should have been filtered)
and go through alignment (i.e., DP) over all the reads. The lower the FP, the better. Note
that RattlesnakeJake achieves the same True Positive (TP) and True Negative (TN) rate
as SneakySnake, which are currently the best filtering rates.partial_FP_ERR2407271E2

partial_FP_ERR2407271E40
Figure 4.3: FP rate comparison on ERR240727_1 dataset for E=2.

partial_FP_ERR2407271E2

partial_FP_ERR2407271E40

Figure 4.4: FP rate comparison on ERR240727_1 dataset for E=40.
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partial_performance_ERR2407271E2

partial_performance_ERR2407271E40Figure 4.5: Exectution time on ERR240727_1 dataset for E=2.

partial_performance_ERR2407271E2

partial_performance_ERR2407271E40

Figure 4.6: Exectution time on ERR240727_1 dataset for E=40.

We make three key observations. First, irrespective of datasets and edit threshold,
RattlesnakeJake provides a low FP rate comparable with the SotA SneakySnake. Sec-
ond, RattlesnakeJake outperforms SHD, Shouji, and GRIM-Filter by providing 40%, 22%,
and 90%, respectively, fewer falsely-accepted sequences, on average across all of our
datasets. Third, RattlesnakeJake-HW provides a close FP rate to RattlesnakeJake-SW (less
than 1% difference). This means that the hardware limitation regarding the start point of
the reference that changes the #segments does not significantly affect the accuracy of a
hardware implementation over a software version that does not have the same limitation
(and might have different #segments). We conclude that RattlesnakeJake is an accurate
filter for alignment acceleration.

4.2.3. THROUGHPUT AND EXECUTION TIME

Fig. 4.5 and Fig. 4.6 present the execution time for filtering and alignment of different
methods in two datasets and over several edit thresholds. We limit the y-axis that shows
the execution time of filter+alignment to 1000s to better capture the trends and relative
execution time of RattlesnakeJake in the system compared to other methods. We only
present the results for our most reasonable configuration of RattlesnakeJake-HW.

We make three key observations. First, independent of the dataset and edit thresh-
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old, both RattlesnakeJake-SW in CPU and RattlesnakeJake on hardware significantly re-
duces the end-to-end execution time of sequence alignment. Second, the more dis-
similar datasets (e=9% vs. e=2%), the higher the benefits of RattlesnakeJake. The aver-
age speedup of end-to-end alignment time when using RattlesnakeJake is 30.37% more
for e=9% over e=2% for ERR240727_1 dataset. Third, RattlesnakeJake-HW improves the
filtering performance by up to ∼7× and ∼80× over currently the best-accelerated fil-
ter on GPU (SS_GPU_Filter) and CPU (SS_CPU_Filter), respectively. This improvement
translates to a 54.68% and 84.21% for end-to-end alignment compared with SotA filter
combined with SotA alignment and sheer Edlib on CPU, respectively, averaged over our
datasets. We conclude that RattlesnakeJake effectively reduces the execution time of
end-to-end alignment and takes a step towards mitigating the filtering bottleneck.

4.3. DISCUSSIONS AND FUTURE WORKS

4.3.1. RATTLESNAKEJAKE FOR LONG SEQUENCE ALIGNMENT
RattlesnakeJake algorithm is also effective for long sequence alignment, where se-
quences are a size of 100Kbp. However, when it comes to hardware implementation,
RattlesnakeJake, distributing the long reference or read sequences in the memory
hierarchies requires different buffer sizes, control unit sequences, and potentially some
additional logic. We leave the extension of RattlesnakeJake for long pre-alignment
filtering to future work.

4.3.2. POTENTIAL DESIGN IMPROVEMENTS
We evaluated RattlesnakeJake based on the measurements on a small RRAM chip proto-
type for tiles and TCAMs. However, a design space exploration is required to direct the
final configuration of RattlesnakeJake to be deployed in future genomics systems. This
exploration should consider different inputs, memory units and arrangements, and vari-
ations of device and circuit behavior (e.g., non-idealities) for different organizations. We
leave this for future work.

Moreover, we believe a small reconfiguration of TCAMs at the subarray level and the
references of SAs at the Tile level can provide more kernel support in RattlesnakeJake.
These modifications, in addition to some modifications in RattlesnakeJake FSM con-
trollers, can provide support for more pre-alignment filtering kernels and algorithms,
making RattlesnakeJake compatible with previous and future filters. We leave this explo-
ration to future work.

4.4. CONCLUSION
This chapter proposes a HW/SW co-designed accelerator, called RattlesnakeJake, based
on memristor devices and CIM paradigm to prevent unnecessary data movement for se-
quence alignment by filtering dissimilar short sequences inside the main memory. When
used in a larger genomics pipeline, RattlesnakeJake shifts the processing bottleneck back
(again) to the DP step of the remaining sequences. Hence, our work calls for even more
accurate filtering algorithms and better DP-based alignment algorithms.
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SIEVEMEM: A

COMPUTATION-IN-MEMORY

ARCHITECTURE FOR FAST AND

ACCURATE PRE-ALIGNMENT

As discussed in Chapter 4, high DNA alignment time slows down genomic studies.
Pre-alignment filtering cuts this time but is now the new execution bottleneck in many
genomics studies. Most of the pre-alignment execution time goes into moving sequences
from memory to processors, even though many sequences get filtered out. Current
accelerators have the same issue and lack future-proofing. This chapter addresses these
shortcomings by introducing SieveMem. SieveMem is an architecture that exploits the
Computation-In-Memory paradigm with memristive-based devices to support shared
kernels of pre-alignment filters and algorithms inside the memory (i.e., preventing
data movements). SieveMem architecture also provides support for future algorithms.
SieveMem supports more than 47.6% of shared operations among all top 5 SotA filters.
Moreover, SieveMem includes a hardware-friendly pre-alignment filtering algorithm
called BandedKrait, inspired by a combination of mentioned kernels. Our evaluations
show that SieveMem provides up to 331.1× and 446.8× improvement in the execution
time of the two most common kernels. Our evaluations also show that BandedKrait
provides accuracy at the SotA level. Using BandedKrait on SieveMem, a design we
call Mem-BandedKrait, one can improve the execution time of end-to-end sequence
alignment irrespective of the dataset, which can go up to 91.4× compared to the SotA
accelerator on GPU.

This chapter is partially based on the candidate’s work [118].
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As we discussed in Section 2.2.1 and in Chapter 4, pre-alignment filtering1 was re-
cently introduced as a solution to significantly speed up the overall process of sequence
alignment by heuristically replacing the need for expensive DP solutions for many
inputs, given a pre-defined edit distance threshold between the inputs [186–188]. SotA
pre-alignment filters speed up the short-read (100-250 base-pairs or bps) sequence
alignment so much so that they themselves become the (next) bottleneck to be accel-
erated [187, 188]. Although one SotA work [186] accelerates the pre-alignment filters
on graphics processing units (GPUs) and field-programmable gate arrays (FPGAs),
this work still does not completely alleviate the bottleneck. Moreover, we find that
data movement is a major issue in SotA pre-alignment filters, i.e., these filters waste
a lot of time and energy when moving the sequences from the memory to processing
units, most of which turn out to be unnecessary as the data is decided to be filtered
out eventually [186]. Therefore, there is a need for a more efficient design to tackle the
filtering bottleneck in the sequence alignment pipeline and simultaneously avoid the
wasted work, time, and energy consumption caused by data movement in the system.

We propose SieveMem, an architecture based on Computation-In-Memory (CIM)
principles capable of handling shared kernels in pre-alignment filtering for short-
sequence alignment. We identify the shared kernels via an extensive profiling process
using the same datasets and platforms for all the pre-alignment filters for a fair compari-
son and accurate recognition of bottlenecked operations. We also propose BandedKrait,
a novel lightweight pre-alignment filter from shared kernels in previous filters (i.e.,
those supported by SieveMem) and its mapping into SieveMem architecture, a design
called Mem-BandedKrait. SieveMem adapts the CIM paradigm since it requires preven-
tion of data movement, processing a large amount of data, and performing relatively
small and/or simple computations, the main characteristics a CIM architecture em-
braces [93, 108, 128]. SieveMem’s design comprises two abstraction levels: (1) A low-level
abstraction that supports the shared kernels in filters and (2) a high-level abstraction
that supports filtering algorithms using the existing hardware in SieveMem and takes
care of input data distribution and output data processing. SieveMem is designed to
support filtering for short reads because most of the available data in the genomics
realm is still short reads (sequences of length 100 to 250 base-pairs), even though the
industry is slowly moving towards long-read sequencing. Therefore, supporting short
reads filtering and alignment will remain relevant problems in upcoming years.

Our results show that SieveMem accelerates the execution time of the identified
shared kernels by up to 331.1× and 446.8× for the two most common kernels in
pre-alignment filters. The results also show that BandedKrait achieves an accuracy on
par with SotA filter SneakySnake. When accelerated on SieveMem, Mem-BandedKrait
accelerates pre-alignment filtering by up to 95.5× and 1292× over SotA filters on GPU
and CPU, respectively, for the same real input datasets. SieveMem achieves all these
benefits, neither replacing the sequence alignment nor introducing extra false negatives
into the pre-alignment filtering process, i.e., SieveMem only affects the pre-alignment
filtering step positively. Therefore, users can still employ SieveMem with any sequence
aligner.

Our contributions are the following:

1We use the term filter and pre-alignment filter interchangeably hereafter.
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• An configurable memristor-based accelerator (called SieveMem) that supports the
most common shared kernels in pre-alignment filters.

• A memory-friendly filtering algorithm, called BandedKrait, accounting for the in-
flexibility of having the starting point access aligned with the memory units in
memory/hardware. BandedKrait uses the same shared kernels and corresponding
hardware of previous filters. BandedKrait is in essence the same algorithm as Rat-
tlesnakeJake in Chapter 4. However, due to the tight integration of RattlesnakeJake
with its hardware, we separate them in this chapter to evaluate SieveMem fairly.

• A CIM-enabled realization of BandedKrait on SieveMem, called Mem-BandedKrait,
for short-read pre-alignment filtering.

• An extensive evaluation of SieveMem’s supported kernels, BandedKrait, and
Mem-BandedKrait using real data against previous software and hardware
pre-alignment filters.

5.1. MOTIVATION AND PROFILING
This section (1) identifies the shared kernels in filters and (2) motivates the CIM-enabled
acceleration of filters. We refer to Section 5.3.1 for detail on our setup and datasets.

5.1.1. SHARED KERNELS IN FILTERS

We profile three SotA (i.e., accurate and fast) pre-alignment filters over different percent-
ages of edit distances. Fig. 5.1, Fig. 5.2, and Fig. 5.3 present a breakdown of the execution
time for each non-overlapping kernel in MAGNET, Shouji, and SHD, respectively, over
our representative dataset.

We make three key observations. First, across all filters and edit distances, two op-
erations, namely Hamming mask creation (HMC) and detecting short patterns (called
Short Pattern Detect or SPD), make up most of the execution time. Note that we cate-
gorized checking hamming distance, leading zero counts, and SRS, in MAGNET, Shouji,
and SHD, respectively, into SPD, as they are all essentially detecting short patterns. For
example, HMC accounts for up to 66%, 84%, and 88% in end-to-end execution time of
MAGNET, Shouji, and SHD, respectively. Moreover, up to 72% and 68% of the end-to-end
execution time in MAGNET and Shouji, respectively, is spent on SPD.

Second, the relative percentage of these two operations varies per filter, edit distance,
and dataset (and, therefore, is data dependent). However, the combined HMC and SPD
account for a minimum 47.6% of filter’s execution time, going up to 97.5%.

Third, apart from HMC and SPD, these filters also share other operations of the same
nature. For example, kernels for counting edits, pre- and post-processing inputs and
outputs, and extra reads and writes of intermediate results.

We conclude that HMC and SPD comprise most of the execution time in SotA filters.
Acceleration of these two kernels can resolve the bottleneck in filters and simultaneously
provide some assurance for future compatibility of filters that utilize the same kernels.
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Performance Breakdowns

MAGNET

ShoujiFigure 5.1: MAGNET’s breakdown.

Performance Breakdowns

MAGNET

Shouji

Figure 5.2: Shouji’s breakdown.

Performance Breakdowns

SHD

Figure 5.3: SHD’s breakdown.
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5.1.2. DATA MOVEMENT IN FITLERS

Fig. 5.4 presents the breakdown of execution time for a SotA accelerated filter, SneakyS-
nake on GPU (Snake-on-GPU), on two very different datasets of short reads labeled as
D1 and D2.

Data Movement Bottleneck – SneakySnake GPU

SneakySnake GPU

Figure 5.4: Data movement bottleneck in accelerated filters.

We observe that over both datasets, Snake-on-GPU spends a minimum of 60% of its
execution time just transferring data from memory to GPU. This portion can go up to
98%, depending on the dataset and edit threshold. We conclude that data movement is
the bottleneck of the overall performance in SotA accelerators for filtering.

The results presented in this section call for an acceleration of pre-alignment filters
with an emphasis on eliminating data movement and supporting commonly shared ker-
nels such as HMC and SPD.

5.2. PROPOSAL AND ARCHITECTURE
This section discusses (1) SieveMem and how it supports HMC and SPD and mitigate
data movement, (2) BandedKrait, our new lightweight pre-alignment filtering algorithm,
and (3) Mem-BandedKrait, hardware realization of BandedKrait on SieveMem.

5.2.1. SIEVEMEM ARCHITECTURE

Fig. 5.5-(a) presents the placement of SieveMem in a real system, i.e., part of the mem-
ory. Due to this placement, SieveMem follows a hierarchical structure similar to conven-
tional memories, i.e., SieveMem consists of ranks, bank groups, banks, subarrays, and
tiles (Fig. 5.5-(b), -(c), and -(d)).

However, to support the target shared kernels for filtering, SieveMem augments the
substrate as we will discuss below:

Tile level changes: SieveMem enhances the SAs ( 1 ) and adds a series of OR gates ( 2 ).
The modified SAs [87, 106] enable SieveMem to perform logical operations such as XOR,
AND, etc., with a minimal area overhead on data in an entire row of a tile. This design is
possible due to the nature of memristor devices that inherently follow Kirschof’s law. The
subsequent series of OR gates relates to the nature of our working datasets and encoding.
We want SieveMem to enable filtering for DNA short-reads of {A, C, G, T}. This means we
can encode each character with 2 bits in a hardware realization. Since our enhanced SAs
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Figure 5.5: (a) SieveMem system placement, (b) to (d) An overview of SieveMem hierar-
chy and its additional components at different levels.

perform bitwise operations, SieveMem needs this series of OR to obtain a result based
on base-pairs. Our walk-through example in Section 5.2.2 details this further.
Bank level changes: SieveMem adds a series of AND gates for masking 3 , 2 TCAMs 4 ,
and a series of AND gates 5 . SieveMem uses AND gates to select any section of the out-
puts from tiles. The masking gates are necessary for a true CIM-enabled design where
we cannot guarantee our target data is aligned perfectly with crossbars. A limitation that
previous CIM-enabled designs typically face [115]. SieveMem uses the two memristor-
based TCAMs (called Pattern-detect and Output-select) for all the necessary pattern de-
tection in different kernels of pre-alignment filters. The AND gates are used to accu-
mulate the results over several related checks in the SieveMem, for example, checks for
the same read sequence over shifted versions of the reference. Section 5.2.2 details how
one can use different masks, pre-filled TCAMs, and bitwise gates to perform different
operations and pre-alignment filtering algorithms.
Rank level changes: SieveMem includes a TCAM called Count-TCAM ( 6 ) at the rank
level per each bank group. SieveMem uses this TCAM to effectively calculate the mini-
mum edit between the sequences.
Overall modifications: SieveMem adds a small FSM to control each hierarchy level’s
logic and memory operations ( 7 ). SieveMem also includes some input and output
buffers in different levels. Each level’s FSM oversees the operations of the components
in that level of SieveMem. These controllers are hierarchical, i.e., smaller FSMs control
the operations at bank, subarray, and tile levels, all managed by a controller at the higher
level. The buffers ensure seamless dataflow among different levels with no data loss.

5.2.2. SIEVEMEM EXAMPLE SUPPORT FOR SHD
SHD requires removing sequences of 1 to 2 zeros from the bit vector produced by the
tile after the similarity checks via XOR. The original algorithm [189] performs this by
detecting patterns of “101” and “1001”. Here, SieveMem opts for an inverse detection,
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i.e., SieveMem detects sequences of zeros that are 3-bits or longer. Therefore, the out-
put vector should be the same as the input vector but with the removal of the short ‘0’
sequences.

SieveMem provides support for this via the TCAMs at the bank level. To implement
the required pattern detection and selection, the output should always be a ‘1’, except
for those bits which are part of a sequence of 3 zeros or more. This is the case when a
pattern of 000, 000 or 000 is detected, where the bold character indicates the position of
the bit in the original bit vector at the input of the Pattern-detect TCAM. Therefore, the
Output-select TCAM essentially performs a NOR operation on the Pattern-detect output
corresponding to those 3 patterns. If any of the three patterns is detected, it will result in
a ‘1’ in the intermediate signal. The Output-select TCAM will, therefore, not output a ‘1’
but a ‘0’. Conversely, if none of the patterns is detected, then SieveMem can be sure that
the bit is not part of a sequence of 3 or more zeros. The intermediate result will contain
only 3 zeros for these patterns, and the Output-select TCAM will output a ‘1’ for that bit
position in the XOR result.

Since the 2 base-pairs to the left and rightmost extremities of the TCAM input require
information about the base-pairs to the left and right, respectively, these positions will
always be left ‘0’, done by the left and rightmost columns of the Output-select TCAM.
Since the output of the bottom two rows of the Pattern-detect TCAM is always ‘1’ due to
it being filled with don’t-cares, the output of the Output-select TCAM, which looks for ‘0’,
will always be ‘0’.

Fig. 5.6 presents how one can pre-fill the two TCAMs of our SieveMem to support the
detection pattern required by SHD. Note that the blank TCAM entries stand for don’t-
cares. Here, there is a ‘0’ between the two ‘1’s in the 6th bit counting from the left. We
observe that the patterns surrounding this bit are “010”, “101”, and “010”. None of these
are “000”. Therefore, the Output-select TCAM will activate the row in green.

Example TCAMs SHD-proposal_and_architecture
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Figure 5.6: TCAMs values in SieveMem to support SHD.

At the rank level, SieveMem collects all bank group results and counts the number of
edits in a word set of the read sequence. SieveMem uses Count-TCAM to detect patterns
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and to assign a number for the edits of the detected patterns. Count-TCAM is a 4-bit
wide TCAM used in algorithms where we need to split the final bit-vector into segments
of k bits, e.g., SHD with k=4. Fig. 5.7 presents an example programming for Count-TCAM
to support SHD.

Example Count TCAM SHD-proposal_and_architecture

1 0 1 X

1 0 1 X

X 1 0 1

X 1 0 1

1 0 0 1

1 0 0 1

0 1 1 0

0 1 1 0

1 1 1 X

0 1 1 1

0 0 1 X

0 0 0 1

1 X 0 0

0 1 0 0

X X X X

X X X X

(a) Pattern-detect TCAM

1 1 1 0

0

0

0

0

0

0

0

0

1

0

0

0

0

0

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

0

0

0

0

0

0

0

0

0

0

1

0

0

0

0

0

0

0

1 0 1 X

1 0 1 X

X 1 0 1

X 1 0 1

1 0 0 1

1 0 0 1

0 1 1 0

0 1 1 0

1 1 1 X

0 1 1 1

0 0 1 X

0 0 0 1

1 X 0 0

0 1 0 0

X X X X

X X X X

1
1

1

0

0

0

0

0

0

0

0

1

0

0

0

0

0

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

1

0

0

0

0

0

0

0

0

0

0

1

0

0

0

0

0

0

0

Count-TCAM 
input

Count-TCAM 

Output
Mask

Masked Output

0 1

1

1

0

1

0

1

X

1

0

1

X

X

1

0

1

X

1

0

1

1

0

0

1

1

0

0

1

0

1

1

0

0

1

1

0

1

1

1

X

0

1

1

1

0

0

1

X

0

0

0

1

1

X

0

0

0

1

0

0

X

X

X

X

X

X

X

X

1

0

1

0

1

0

1

0

X

1

0

0

x

1

0

0

1

0

0

0

1

0

0

0

0

1

1

0

0

1

1

0

1

1

1

1

0

1

1

0

0

0

1

0

0

0

0

0

1

x

0

0

0

1

0

0

0

1

0

1

x

x

x

1

1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0

Count-TCAM 
input

C
o

u
n

t-TC
A

M
 

Mask

Output

Masked Output

Figure 5.7: Filled Count-TCAM for SHD.

For the segment of "0000", SHD counts no edits, while it counts two edits for "0101",
"0110", "1001", "1010", "1011" and, "1101". The rest of the cases are counted as single
edits. Therefore, SieveMem compresses these into 14 entries with don’t care cells, where
the patterns that count for two edits have double entries. Note that SieveMem relays the
inputs to the output without additional mutations. Therefore, a mask might be required
for the output to ignore the unused entries.

5.2.3. BANDEDKRAIT ALGORITHM

SieveMem is capable of supporting simple, shared kernels in pre-alignment filters.
Therefore, SieveMem can support any future algorithm that uses similar kernels
with different control sequences. To show this, we devise a simple algorithm called
BandedKrait2,3.

BandedKrait reduces costly DP problem to a simpler exact matching problem be-
tween (shifted versions of) smaller segments of read and reference. To this end, Band-
edKrait divides the read sequence into segments of k-bps and compares them to the
corresponding segments of the reference and its shifted versions. BandedKrait checks
each pair for an exact match, and the results determine whether an edit is present within
that segment. The repetition of this process for references shifted by −E to +E ensures
that BandedKrait supports up to E deletions and/or insertions. BandedKrait uses the
pigeon-hole principle on the combined results of segments to approximate the #edits in

2The banded krait (Bungarus fasciatus) is a species of elapid snake easily identified by its alternate black and
yellow crossbands, all of which encircle the body.

3Recently, Shahroodi et al. [117] propose RattlesnakeJake, a hardware/software (HW/SW) co-designed ac-
celerator based on Computation-In-Memory (CIM) paradigm, capable of pre-alignment filtering for short-
sequence alignment. The software algorithm behind RattlesnakeJake is similar to BandedKrait. However, the
hardware design of RattlesnakeJake and SieveMem differ. Since RattlesnakeJake is tightly integrated with its
hardware, we separate BandedKrait and RattlesnakeJake to be able to evaluate the algorithm on SieveMem
later on fairly
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the sequence pairing. Algorithm 2 summarizes BandedKrait, where k is the segment size
and E is the number of permissible edits between input read and the reference sequence.

Algorithm 2 BandedKrait Algorithm
Input: Read, Reference, E, ReadLength, k
Output: Accept

1: Nseg ment ←⌈ReadLeng th/k⌉
2: M atches ← 0
3: for i ∈ {0 : Nseg ment −1} do
4: M atch ← 0
5: for e ∈ {−E : +E } do
6: ReadSeg ment ← Read [i ×k : (i +1)×k −1]
7: Re f er enceSeg ment ← Re f [i ×k +e : (i +1)×k −1+e]
8: if ReadSeg ment == Re f er enceSeg ment then
9: M atch ← 1

10: end if
11: end for
12: M atches ← M atches +M atch
13: end for
14: Accept ← (M atches >= Nseg ment −E)
15: return Accept

BandedKrait flexibly explores two trade-offs: (1) accuracy vs. hardware-friendliness
and (2) required resources vs. achievable parallelism or performance. Exact matching
is known to be well-supported in hardware and specifically in a CIM-enabled cross-
bar. However, using exact matches as proximity to existing errors (compared to alter-
natives such as DP or SNR sub-problems in SneakySnake, for example) underestimates
the number of edits. Therefore, more reads can pass BandedKrait, making it inaccurate.
Moreover, finding the exact matches between each segment pair and the shifted variants
are independent, parallelizable problems. However, exploiting that demands higher re-
sources.

5.2.4. BANDEDKRAIT ON SIEVEMEM (MEM-BANDEDKRAIT)
BandedKrait is completely supported by SieveMem. If implemented on SieveMem, we
call the design Mem-BandedKrait. Fig. 5.8 presents an example of how the two TCAMs in
SieveMem are filled so that it can support the pattern required by BandedKrait algorithm.
Mem-BandedKrait repeats this process for all 2E + 1 shifted reference segments. If no
exact match is detected in any of the iterations, Mem-BandedKrait counts an error for
that segment.

5.3. EVALUATIONS

5.3.1. EVALUATION METHODOLOGY
Implementation & setup. We implemented SieveMem in a cycle-accurate RTL-based
simulation platform. We verify the design by comparing the simulation results with
SieveMem’s software outputs. We use the same implementation for the evaluation of
Mem-BandedKrait. SieveMem hardware uses memory models from a small RRAM cross-
bar in TSMC 40 nm CMOS technology [330, 333]. These memories are provided to us by
generous partners from the EU project MNEMOSENE [333]. The additional components
of SieveMem discussed in Section 5.2.1 are also designed using TSMC 40 nm technology
node in Synopsis Design Compiler [331]. We integrated the latency numbers into the
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Figure 5.8: TCAMs values in SieveMem to support BandedKrait.

simulation platform. We run our experiments on a 12-core server with 16 GB memory,
Tesla-K80 GPUs, and a Intel® Xeon® CPU E5-2680 operating at 2.4 GHz. Our evaluations
consider the same platform and input datasets for all filters for a fair analysis.
Baselines. We compare different kernels supported in SieveMem with their acceler-
ated version in literature. We also compare Mem-BandedKrait and BandedKrait with
SneakySnake (SS) [186], Shouji [187], SHD [189], and GRIM-Filter [95], as SotA pre-
alignment filters. We use open-sourced implementations of these filters. We consider
SneakySnake on both CPU and GPU, Shouji and SHD on FPGA, and GRIM-Filter on
3D-stacked memories.
Datasets. We use real genome datasets, i.e., human_g 1k_v38. Since SieveMem is
designed for supporting filters (and their kernels) for short-reads, we use two sample
sets [186] of ERR240727_1 and SRR826471_1 from Illumina reads [351] with read
lengths varying from 100bps to 250bps, respectively. For end-to-end evaluation of align-
ment (in the case of comparing Mem-BandedKrait with other filters), we use Edlib [350]
to create full-alignment results for accuracy. Edlib results also verify the functionality of
filters.

5.3.2. EXECUTION TIME OF SUPPORTED KERNELS
Fig. 5.9 and Fig. 5.10 compare the execution time of performing the same number of
HMC and SPD operations on CPU and SieveMem, over our two datasets for different edit
distances. We choose SHD as the reference filter to align with the example we provided
over SieveMem supporting SHD in Section 5.2.2. The results consider the necessary data
movement. The y-axis has been limited to a low number (30 and 50) for improving read-
ability. Since no approximation is used for these kernels, no accuracy loss occurs due to
the underlying platform, and all three versions produce the same result.

We observe that SieveMem accelerates both HMC and SPD irrespective of the
dataset. This improvement goes up to 331.1× and 446.8× for HMC and SPD, respec-
tively, over the datasets. This is expected for two reasons: (1) fewer data movement
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Shared Kernels – SHD-CPU and Banded-SieveMem

ERR2407271E40

SRR8264711E100Figure 5.9: HMC and SPD on ERR240727_1 with E=40.

Shared Kernels – SHD-CPU and Banded-SieveMem

ERR2407271E40

SRR8264711E100

Figure 5.10: HMC and SPD on SRR826471_1 with E=100.

in SieveMem and (2) parallel computation of target operation with a reasonably high
clock cycle. We conclude that not only SieveMem supports the shared kernels of
pre-alignment filters, but also it significantly accelerates them.

5.3.3. FILTERING ACCURACY

Fig. 5.11 and Fig. 5.12 compare the false positive (FP) rate of several filters. FP rate in
a filter shows the ratio between reads that wrongly pass the filter (i.e., could have been
filtered) and go through alignment (i.e., DP) over all the reads. The lower the FP, the
better. Note that in terms of True Positive (TP) and True Negative (TN) rates (the other
two important metrics for the accuracy of a filter), BandedKrait and Mem-BandedKrait
achieve the same rate as SneakySnake, which currently results in the best filtering rates.

We make three key observations. First, BandedKrait and Mem-BandedKrait provide
low FP rates irrespective of edit threshold and dataset. In fact, their FP rates are on par
with the SotA SneakySnake. Second, the FP rate of Mem-BandedKrait and BandedKrait
is less than 1% apart; i.e., the hardware limitation regarding the reference’s start point,
which affects #segments, does not affect the accuracy significantly. Third, BandedKrait
outperforms Shouji, SHD, and GRIM-Filter by providing, on average, 22%, 40%, and 90%,
respectively, fewer number of falsely-accepted sequences. We conclude that Banded-
Krait is an effective and accurate filter on both CPU and SieveMem architecture.

5.3.4. FILTERING SPEED

Fig. 5.13 and Fig. 5.14 present the execution time for different filtering methods over
different edit threshold. The y-axis uses a logarithmic scale.

We make two key observations. First, although BandedKrait requires more time than
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Filters Accuracy

ERR2407271E40

SRR8264711E100Figure 5.11: FP rate on ERR240727_1 with E=40.

Filters Accuracy

ERR2407271E40

SRR8264711E100

Figure 5.12: FP rate on SRR826471_1 with E=100.

Filters Speed
ERR2407271E40

SRR8264711E100Figure 5.13: Filtering speed on ERR240727_1 with E=40.

Filters Speed
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Figure 5.14: Filtering speed on SRR826471_1 with E=100.



5.3. EVALUATIONS

5

101

End to End Speed

ERR2407271E40

Figure 5.15: End-to-End speed on ERR240727_1 with E=40.

End to End Speed

SRR8264711E100

Figure 5.16: End-to-End speed on SRR826471_1 with E=100.

some SotA filters, Mem-BandedKrait significantly outperforms the fastest SotA filters on
CPU (SS_CPU) and on GPU (SS_GPU) by up to 1292× and 95.5×, respectively, when pro-
cessing the same amount of sequences. Note that SS_CPU and SS_GPU outperform all
previous existing filters, independent of the dataset and edit threshold.

Second, Mem-BandedKrait provides better scalability for larger short reads
(SRR826471 vs. ERR240727) than other methods. For example, the average speedup of
Mem-BandedKrait over SS_CPU is 2.93× more on SRR826471 than on ERR240727 for the
same edit threshold of E=5. This is because the performance on Mem-BandedKrait is
only slightly affected by the length of inputs and target edit threshold, while, in original
SS_CPU this change is more significant.

We conclude that BandedKrait and Mem-BandedKrait effectively reduce the execu-
tion time of filtering for the same #processed read and reference sequences.

5.3.5. END-TO-END ALIGNMENT SPEED

Fig. 5.15 and Fig. 5.16 present the execution time for end-to-end alignment for a combi-
nation of filters with Edlib for alignment over several edit thresholds. We limit the y-axis
that shows the execution time of filter+alignmnet to 1000s to capture better the trends
and relative execution time of in the system compared to other methods. The y-axis is in
logarithmic scale.

We make two key observations. First, Mem-BandedKrait significantly reduces the
end-to-end execution time of sequence alignment irrespective of the dataset or edit
threshold. The improvements are so profound that they are hard to capture, even on the
logarithmic scale. Particularly, the improvement in filtering translates to a 254.6× and
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91.4× improvement in end-to-end alignment time compared with SotA filter combined
with SotA alignment and sheer Edlib on CPU, respectively, averaged over our datasets.

Second, similar to the comparison of filters in Section 5.3.4, the speedup in the end-
to-end alignment is higher for SRR826471 compared to that on ERR240727. For example,
the average speedup of alignment using Mem-BandedKrait is 9.86× more on SRR826471
compared to on ERR240727 for edit threshold of E=5. This is due to the effect of filtering
being even more effective on the SRR826471 dataset compared to the ERR240727 dataset
as discussed in Section 5.3.4.

We conclude that Mem-BandedKrait is a fast pre-alignment filter and effectively re-
duces the execution time of end-to-end alignment such that it takes a step towards mit-
igating the filtering bottleneck.

5.4. DISCUSSIONS AND FUTURE WORKS

5.4.1. SIEVEMEM FOR LONG SEQUENCE ALIGNMENT
From the conceptual point of view, the BandedKrait algorithm is also effective for long
sequence alignment, where sequences are a size of 100Kbp. However, when it comes to
mapping to SieveMem, distributing the long reference or read sequences in the mem-
ory hierarchies requires complex bookkeeping, different buffer sizes, control unit se-
quences, and potentially some additional logic. However, to the best of our knowledge,
pre-alignment filters are not currently deployed for long-read sequence alignment accel-
eration. We leave the exploration of BandedKrait on SieveMem for long pre-alignment
filtering to future work.

5.4.2. POTENTIAL DESIGN EXPLORATIONS
SieveMem’s best configuration. Current evaluations of SieveMem are based on the mea-
surements on a small ReRAM chip prototype for tiles and TCAMs. However, a complete
design space exploration is required to direct the final configuration of SieveMem before
deploying it in future genomics systems. Such exploration should consider different in-
puts, memory units and arrangements, variations of devices, and circuit behavior (e.g.,
non-idealities) for different organizations. We leave this to an extended report.

Other memory technologies. We design SieveMem assuming memristors as the un-
derlying technology due to the benefits they offer in terms of density, low power, and
support for logical vector operations (please see Section 2.1 for more details). However,
independent and separate works [93, 352, 353] propose supporting the same operations
(XNOR, associate search, etc.) in other technologies as well. Having a complete compar-
ison of SieveMem’s versions with different technologies is an interesting work we leave
for the future.

5.5. CONCLUSION
This chapter proposes a memristor-based CIM-enabled architecture for pre-alignment
filters called SieveMem to (1) accelerate shared kernels in pre-alignment filters and (2)
prevent unnecessary data movement for sequence alignment by filtering dissimilar short
sequences inside the main memory. The chapter also discusses a CIM-friendly algo-
rithm for pre-alignment filtering called BandedKrait that is suitable for implementa-
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tion on SieveMem. Considering a larger genomics pipeline, accelerated BandedKrait on
SieveMem is fast enough to shift the processing bottleneck back (again) to the DP step of
the remaining sequences. Hence, our work demands even more accurate pre-alignment
filtering and/or better DP-based alignment algorithms.
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FILTERFUSE

With the industry moving towards sequencing of long reads (as they favor accurate and
more efficient reconstruction of DNA), finding solutions that support efficient analysis of
long reads becomes more necessary. The long execution time required for sequence align-
ment of long reads negatively affects genomic studies relying on sequence alignment. Al-
though pre-alignment filtering as an extra step before alignment was recently introduced
to mitigate sequence alignment for short reads, these filters do not work as efficiently for
long reads. Moreover, even with efficient pre-alignment filters, the overall end-to-end (i.e.,
filtering + original alignment) execution time of alignment for long reads remains high,
while the filtering step is now a major portion of the end-to-end execution time.

This chapter makes three contributions. First, it identifies data movement of sequences
between memory units and computing units as the main source of inefficiency for pre-
alignment filters of long reads. This is because although filters reject many of these long se-
quencing pairs before they get to the alignment stage, they still require to pay a huge cost re-
garding time and energy consumption for the large data transferred between memory and
processor. Second, this chapter introduces an adaptation of a short-read pre-alignment
filtering algorithm suitable for long reads. We call this LongGeneGuardian. Finally, it
presents FilterFuse as an architecture that supports LongGeneGuardian inside the mem-
ory. FilterFuse exploits the Computation-In-Memory computing paradigm, eliminating
the cost of data movement in LongGeneGuardian.

Our evaluations show that FilterFuse improves the execution time of filtering by 120.47×
for long reads compared to state-of-the-art (SotA) filter, SneakySnake. FilterFuse also im-
proves the end-to-end execution time of sequence alignment by up to 49.14× and 5207.63×
compared to SneakySnake with SotA aligner and only SotA aligner, respectively.

This chapter is partially based on the candidate’s works [119, 354].
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As discussed in Section 2.2.1, sequence alignment is a pivotal process in genomics
studies identifying similarities and differences in DNA, RNA, or protein sequences. By
highlighting conserved regions and mutations, sequence alignment provides profound
insights into the molecular function and evolution [184, 185]. SotA sequence aligners
employ dynamic programming-based (DP) algorithms to achieve high accuracy with
the cost of long latencies and energy inefficiencies, particularly when applied to large
DNA sequences. These limitations directly affect the medical studies that benefit from
sequence alignment.

Long reads and short reads are two types of sequencing reads used as inputs in the
sequence alignment and are produced by different sequencing technologies [355–361].
These two types of reads differ in their length, error rate (random errors due to tech-
nology used in obtaining them) or accuracy, application, usability, and cost. Overall,
both long and short reads have their strengths and weaknesses, and the choice of se-
quencing technology depends on the specific research question and experimental de-
sign. However, although long-read sequence alignment faces several challenges (e.g.,
high error rates in long-read technologies, computational complexity due to longer read
lengths, and issues with reference genome bias and uniqueness), currently, the industry
is moving towards long reads [360, 362–364]. This is because of the ability of long-read
sequence alignment to resolve complex genomic regions, identify structural variations,
and aid in epigenetic studies. Therefore, devising algorithms and/or hardware that can
accelerate long-read sequence alignment while accurately mapping long reads to refer-
ence genomes and handling the unique characteristics of long-read datasets is of utmost
importance in the coming years.

Previous works typically took two directions to address the inefficiency in sequence
alignment for long reads [293, 362–367]. First, some works simplified the process using
better sketching or chaining algorithms or heuristics for dynamic programming (DP)
part of the general alignment algorithms [293, 366, 367]. This backtracking step in-
volves irregular memory access patterns that are challenging for hardware implemen-
tation. Second, some works [95, 186] propose a filtering step before alignment, called
pre-alignment filtering1, to significantly speed up the end-to-end sequence alignment of
(long) reads by heuristically replacing the need for expensive DP solutions for many in-
puts in the first place. These filters use a pre-defined edit distance threshold between the
inputs and quickly determine whether or not an alignment (i.e., DP) should be granted.
SotA pre-alignment filters [186] speed up the sequence alignment so much so that they
themselves become the (next) bottleneck in the end-to-end sequence alignment proce-
dure. Therefore, there is a need for a more efficient design to tackle the filtering bottle-
neck in the sequence alignment pipeline of long reads.

Unfortunately, we identify three shortcomings in pre-alignment filtering for
target long reads by the industry. First, there is currently only one single filter, SneakyS-
nake [186], that supports pre-alignment filtering for long reads. SneakySnake accelerates
the pre-alignment filters for short reads on central processing units (CPUs), graphics
processing units (GPUs), and field-programmable gate arrays (FPGAs). However, only
the CPU version supports long reads due to strict assumptions on data and heuristics
on the GPU and FPGA versions. Second, on both types of reads, even a SotA filter, e.g.,

1We use the term filter and pre-alignment filter interchangeably hereafter.
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SneakySnake, becomes the new computational bottleneck when considering the end-
to-end alignment process (i.e., filtering step + sequence alignment step) [95, 186]. Third,
data movement bottlenecks the performance of SotA pre-alignment filters, particularly
for long reads. This means that filters spend more time on moving sequencings from
memory units to processing units compared to the time they spend on performing the
computations necessary for the filtering. This shortcoming is important because most
of the sequence pairs that go to the pre-alignment filters turn out to be unnecessary
and will be filtered out eventually [186]. Therefore, there is a need for a design that can
overcome these shortcomings and resolve the bottleneck by avoiding wasted work (i.e.,
time and energy consumption) caused by data movement in the system.

We propose LongGeneGuardian, a lightweight and memory-friendly pre-alignment
filtering algorithm that supports long reads and performs on par with SotA pre-
alignment filters regarding accuracy metrics. We then present FilterFuse, which
is a hardware/software co-designed (HW/SW co-designed) accelerator based on
Computation-In-Memory (CIM) that supports LongGeneGuardian for long reads. The
simplicity of LongGeneGuardian and its minimum assumptions on data placement
inside a typical memory array makes it compatible with a restricted yet realistic CIM
design. FilterFuse architecture is memory/technology independent, i.e., the memory
arrays can be of any memory technology, such as dynamic random access memory
(DRAM) or resistive random-access memory (ReRAM), as long as they support a few key
operations such as logical XOR and associative search.

Our results show that LongGeneGuardian achieves an accuracy on par with SneakyS-
nake, the SotA filter, for the long-read filtering. LongGeneGuardian does not introduce
any extra false negatives in the filtering process and does not replace the sequence
alignment. Therefore, one can still employ LongGeneGuardian with any sequence
aligner. When accelerated with memristor-based memory components, FilterFuse
accelerates the filtering step by up to 120.47× over SneakySnake, for the same read
long-read dataset. Our evaluations show that the using FilterFuse for pre-alignment
filtering accelerates the end-to-end alignment by up to 49.14× and 5207.63×, compared
to the case of SneakySnake+long-read aligner and a standalone long-read aligner,
respectively.

We make the following contributions in this chapter:

• LongGeneGuardian: A lightweight filtering algorithm with no assumption on data
arrangement in a memory crossbar, making it suitable for a CIM design.

• FilterFuse: A configurable CIM realization of LongGeneGuardian for long-read
pre-alignment filtering inside the memory. FilterFuse is compatible with any
memory technology that can inherently support logical vector XOR operation and
associative search.

• An extensive evaluation of LongGeneGuardian and FilterFuse regarding the accu-
racy, execution time, and power consumption on different memory technologies
using real data against previous SotA pre-alignment filters.
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6.1. MOTIVATION

6.1.1. LONG READS VS. SHORT READS
Different sequencing technologies produce reads with various features regarding accu-
racy and read length. The accuracy of a sequencing machine is described as the per-
centage of base pairs it has correctly extracted from a DNA sample. The read length is
the number of base pairs that constitute it. These two metrics determine the alignment
threshold (Section 2.2.1) and the edit margin, also known as the region of interest (ROI),
in the evaluation of pre-alignment filters2.

The read accuracy matters as sequencing aims to compare samples of DNA to find
differences/similarities between them. For this, we need to be able to differentiate be-
tween actual differences between the samples and sequencing errors. Sequencing errors
are defined as differences between the extracted read and the DNA sample. These errors
originate from deficiencies in sequencing technologies. Having highly accurate reads is
favorable.

For two main reasons, it is favored to have long reads as long as the length does not
(significantly) hurt the accuracy. First, long reads simplify the reconstruction of the orig-
inal DNA compared to separate shorter reads. Like fitting pieces of a puzzle together, it
is easier to do this with fewer long reads than many short reads. Second, the probability
of a short read aligning with multiple parts of a reference genome is much higher than is
the case with long reads. Consequently, finding the source of a mutation in the DNA is
much harder with short reads.

Therefore, although short reads remain popular due to their availability in genomics
libraries, the industry is moving towards accurate, long-read sequencing.

6.1.2. LIMITATIONS OF SOTA FILTERS FOR LONG READS
Support for long reads. Although previous works [95, 186–189] propose various meth-
ods of pre-alignment filters, their methods rarely work on both types of reads due to un-
derlying assumptions on input data or how to determine the (approximate) similarity of
two sub-strings. Specifically, among all the proposed filters, only SneakySnake supports
long reads.
Filter is the new bottleneck. We profile SneakySnake as the filter and Parasail as a se-
quence aligner over different percentages of edit distances and datasets. We refer to Sec-
tion 6.4 for detail on our evaluation methodology.

Fig. 6.1 presents the execution time for end-to-end alignment for our two represen-
tative long-read datasets. Note that the bar for "Aligner+CPU-Filter" is always 0, while
the other three bars exist depending on the inputs and the filter’s effectiveness. For bet-
ter readability, we limit the results to the edit thresholds that benefit the most from a
filtering step, as stated in the original SneakySnake [186]. The y-axis is in logarithmic
scale.

We make two main observations. First, a pre-alignment filter improves the end-to-
end execution time by up to 158.76×. This shows that this filtering is effective for long
reads. Second, the majority of the new end-to-end execution time is spent on filtering
rather than alignment. This majority is high enough to the extent that the alignment

2For long reads, the ROI is 2-7% of the read length [187, 188, 349].
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(1) Contribution of SneakySnake to the end-to-end 
execution time for long reads.
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Figure 6.1: Contribution of SneakySnake to the end-to-end execution time for long reads.

time is almost invisible compared to the filtering time, even with a logarithmic scale.
This shows that to improve the end-to-end execution time, the filtering step is the new
bottleneck to focus on.
Data movement limits accelerated filters. Fig. 6.2 presents the breakdown of execution
time for a SotA accelerated filter, SneakySnake on GPU (Snake-on-GPU). Since Snake-
on-GPU does not support long read filtering, we broke down the sequences into smaller
non-overlapping chunks (with some post-processings on the host side) to achieve a
rough estimation of the contribution of data movement to the total execution time in a
hardware accelerator.

(2) Data movement bottleneck in accelerated filters.

PacBio98100KPacBio9810K

(b) PacBio_100K(a) PacBio_10K

Figure 6.2: Contribution of filter to the end-to-end execution time for long reads.

We observe that Snake-on-GPU spends a minimum of 60% and up to 98% of its exe-
cution time just transferring data from memory to GPU. This shows that data movement
constitutes the major part of the execution time for an accelerated filter.
No hardware acceleration support for long reads. SneakySnake [186] currently holds
the highest accuracy and lowest execution time among all the existing pre-alignment
filters. It supports both GPUs and FPGAs, designs called Snake-on-GPU and Snake-
on-Chip, respectively. However, the open-sourced implementations of Snake-on-GPU
and Snake-on-Chip only support short reads due to some heuristics and hard-coded
assumptions in their implementations. Therefore, to this day, there is no hardware ac-
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celerator for long-read pre-alignment filtering.
Why not SneakySnake (SotA filter) on CIM? Unfortunately, the SneakySnake is not CIM
friendly for two reasons: (1) it requires support for leading zero count (LCZ) or at least
flexible #shifts in data, which is costly in memory arrays, and (2) it requires perfect posi-
tioning of data inside memory units in respect to the boundaries of memory tiles.

Note that even the most hardware-friendly implementation of SneakySnake, Snake-
on-Chip, introduces two main challenges for a CIM implementation:

• Snake-on-Chip requires the computation of an entire chip-maze of each sub-problem.
The horizontal dimension of this chip maze is dependent on the number of bases of
each sub-problem, and the vertical dimension is dependent on the examined edit dis-
tance. While the maze size is manageable for short reads, the resources required to
store the chip maze for long reads would be too large to implement in a memory tile
(the granularity we can expect a CIM design work with). For example, for long reads
that reach up to 100Kbps and have edit-distance thresholds of up to 25%, required to
process PacBio CLR reads, the chip maze would have to store up to 50 thousand rows
of data per tile.

• Snake-on-Chip takes several iterations to find the optimal path through the chip maze.
This process is time-consuming and requires a relatively large number of lookup tables
to be implemented inside memory.

Takeaway

We need efficient accelerators for pre-alignment filters of long reads with an emphasis
on eliminating data movement.

6.2. LONGGENEGUARDIAN ALGORITHM
We propose reconstructing a recent and less accurate algorithm, RattlesnakeJake [117],
designed for short-read pre-alignment filtering. We call our variation LongGene-
Guardian to clear the distinction in the following explanations. LongGeneGuardian
draws inspiration from converting the problem into sub-problems of Snake-on-Chip
but does not require the generation of the chip maze. LongGeneGuardian also simpli-
fies the traversal of the chip maze, reducing the need for additional resources. Unlike
RattlesnakeJake, LongGeneGuardian creates the shifted sub-sequences by shifting both
read and reference segments to left and right, rather than keeping the read untouched
and only shifting the reference.

LongGeneGuardian is based on three key observations:

1. If two strings differ by e edits, then all non-erroneous characters of the strings can be
aligned in at most e shifts.

2. If two strings differ by e edits, then they share at most e +1 identical sections.

3. When you are interested in comparing two strings where you can shift one to the left
by up to etot al shifts while keeping the other one fixed, you can achieve the same
results by shifting the first one to the left by el e f t and the second string to the right by
er i g ht = etot al −ele f t .
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LongGeneGuardian exploits these observations and creates 2e +1 shifted Hamming
masks to account for e shifts to the left and right. Similar to Snake-on-Chip, LongGene-
Guardian divides the problem of performing Hamming masks on these shifted versions
into the simpler sub-problems of length T , called segments hereafter.

However, LongGeneGuardian differs from Snake-on-Chip in that it does not count
the number of edits in each segment but detects any edit’s presence. In doing so, the
results of the two algorithms only differ if multiple errors occur in the same segment
of the read. This leads to inaccuracy in LongGeneGuardian due to the abstraction of
actual #edits in segments. However, our evaluations using real datasets in Section 6.5
show that it is unlikely that two edits exist in the same segment when the segments are
small. Moreover, each read contains a small #edits relative to its read length. Therefore,
the decrease in accuracy is still acceptable as LongGeneGuardian can still distinguish
true mappings (similar) from obviously false mappings (dissimilar) and provide enough
speed-up (Section 6.5).

LongGeneGuardian detects edits in the segments using this intuition: if the section of
the read that is processed in one sub-problem contains no edits, at least one of the Ham-
ming masks of that segment must be free of errors. This means that LongGeneGuardian
can check whether any of the Hamming masks belonging to the segment contains only
‘0’s. This allows the detection of #segments without edits. By subtracting this from the
total #segments, LongGeneGuardian finds #segments that do contain errors.

A key advantage of LongGeneGuardian’s approach is that every Hamming mask cor-
responding to the different shifts can be efficiently processed independently. This re-
moves the need to collect all Hamming masks to create the chip-maze and removes the
iterative nature of the chip-maze traversal step. This and the segmentation into sub-
problems make LongGeneGuardian particularly suitable for CIM.

6.3. FILTERFUSE ARCHITECTURE
We implement LongGeneGuardian using CIM, called FilterFuse. While FilterFuse is de-
signed to support long reads, it remains flexible and supports a wide range of data sets,
edit-distance thresholds, and even short-reads filtering algorithms.

6.3.1. FILTERFUSE OVERVIEW

Fig. 6.3 presents an overview of the FilterFuse.

Figure 6.3: Overview of FilterFuse.

FilterFuse follows the typical memory hierarchies (i.e., bank groups, banks, sub-
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arrays, and tiles) found in conventional memories to improve resource utilization.
However, FilterFuse augments various hierarchy levels with small specialized con-
trollers 1 and logic units 2 to enable the required operations. The controller at each
level is implemented as an finite-state machine (FSM). It controls all the logic units and
the lower-level controllers.

6.3.2. TILE ARCHITECTURE
Tiles are the lowest and one of the most critical architectural levels in FilterFuse. Fig. 6.4
presents the architecture of a tile.

Figure 6.4: Overview of the tile architecture.

Each tile is an array of memory cells forming a crossbar structure 1 . FilterFuse sup-
ports any memory technology for its cell as long as it can support logical vector oper-
ation in the SA. Peripheral circuits include multiple write drivers, sense amplifiers (SAs
2 ), row/column decoders, and multiplexers. The SAs are modified for the required logi-
cal vector operation, e.g., for DRAM or memristor-based crossbars, the SAs are based on
Ambit [93] and Scouting Logic [87, 106], respectively.

Each tile has an n-bit data output ( 3 ) and three inputs provided by the sub-array
controller (besides the clock and reset signal):

• The ‘data-in’ 4 : n binary bits to be written to the crossbar.

• The instruction signal 5 : to determine the behavior of the tile controller, selecting
whether the tile should be idle, read, write, or perform an XOR operation.

• The address signal 6 : to index the correct rows and columns of the crossbar to/from
which the data should be written/read.

To execute LongGeneGuardian, FilterFuse first writes the read sequence to the ap-
propriate memory locations. It then performs an XOR between n-bits of the read and



6.3. FILTERFUSE ARCHITECTURE

6

113

n-bits of the reference sequence (which is already written in the memory), where n indi-
cates the number of SAs in the tile.

The peripheral components interface between the digital architecture and the (ana-
log) crossbar. They also act as intermediate storage of input data to overcome the differ-
ence in timing between the read/write time of the crossbar and the clock period of other
digital components.

If needed, in the case of memristor-based crossbars, for example, FilterFuse imple-
ments interleaving within the column multiplexing logic. The tile architecture indexes a
series of de-multiplexers at the output of the sample-and-hold circuit ( 7 in Fig. 6.4) to
select the correct memory rows. This way, the correct digital output of the SAs is placed
in an output register and can be accessed by the sub-array controller.

6.3.3. SUB-ARRAY ARCHITECTURE
Fig. 6.5 presents an overview of FilterFuse’s sub-array architecture.

Sub-Array Architecture
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XOR-Result
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Figure 6.5: Overview of the sub-array architecture.

The sub-arrays in FilterFuse are the second main computational units, where mul-
tiple tiles ( 1 ) are grouped together to execute the complete logic. Sub-arrays contain
input and output buffers ( 2 and 10 ) required to reduce the stalling of the pipeline when
the sub-array or output bus is occupied. Three main tasks of a sub-array are:

• Translating the results of bitwise XOR from tiles ( 3 ) into base pair results ( 4 ).

• Performing masking on tile results that are not part of the read/reference pairings ( 5 ).

• Tracking what read/reference pairing is being processed using an ID signal ( 6 ).

A sub-array takes seven steps to perform the necessary computation for a final bit-
vector:
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1. Passing the XOR instruction to the tiles to perform the operation between the read
sequence and one of the shifted reference sequences ( 7 ).

2. Retrieving the results from the output buffers of the selected tiles by indexing a series
of multiplexers.

3. Combining the results into an XOR-result register ( 3 ).

4. Performing a series of OR to convert a bit-level XOR result to a bit vector of base pair
level result ( 4 ).

5. Masking parts of the OR result that are not part of the actual read-reference pairing
by AND with a sub-array mask ( 5 ).

6. Querying a ternary content addressable memory (TCAM), called Pattern-Detect
TCAM (PD-TCAM), with the masked results of the previous step ( 8 ).

7. Querying a second TCAM, called Output-Select TCAM (OS-TCAM), with the results of
PD-TCAM ( 9 ).

Note that the length of the operands at the sub-array level is determined by the min-
imum sub-problem size, i.e., 2∗T (where T is the segment size in LongGeneGuardian)
to account for the common 2-bit encoding scheme commonly used in genomics accel-
erators [234, 368–370].

FilterFuse uses PD-TCAM and OS-TCAM to detect patterns of ‘1’s and ‘0’ in its in-
put and construct one iteration of the final bit-vector based on patterns detected by the
PD-TCAM, respectively. This is necessary for LongGeneGuardian and many previous
pre-alignment filters. We refer the reader to the discussion over these components in
Chapter 5.

FilterFuse boosts filtering throughput by activating multiple sub-arrays in parallel to
compute different read-reference pairings independently. To enable this parallel execu-
tion, FilterFuse stores a different part of the reference on each sub-array and uses the
input dataset to determine which sub-arrays are required for the computation.

It is possible that a read-reference pairing requires a sub-array that is still busy com-
puting a different pairing which creates contention over the sub-array, i.e., it stalls Fil-
terFuse until the sub-array is freed up. To combat this contention, each sub-array con-
tains a first in first out (FIFO) buffer ( 10 in Fig. 6.5) that stores all the input signals for
the computation of a read-reference pairing until the sub-array finishes computing its
current pairing. This eliminates the need to stall the rest of the pipeline until the FIFO
buffer is full. Note that having a FIFO buffer, the order in which the computation of pair-
ings finishes might differ from how they are supplied to the tiles. To prevent any issue,
FilterFuse assigns an ID to each pairing, which is also presented alongside the sub-array
output ( 2 ). To prevent the potential contention over the output bus, which occurs when
multiple sub-arrays finish their computation simultaneously, FilterFuse uses a request-
acknowledgment scheme, ensuring that outputs are read one after another.
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6.3.4. BANK AND BANK-GROUP ARCHITECTURE
FilterFuse groups several sub-arrays as banks and then groups multiple banks into a
bank group. This type of hierarchical structure is often found in conventional DRAM-
based technologies [371]. Although these two levels in FilterFuse have similar function-
ality, FilterFuse adapts it for two main reasons. First, splitting the two levels reduces the
fan-out of the required busses of each stage, which reduces the clock period required.
Second, the multi-level approach improves the contention over the lower-level resources
without adding excessive amounts of buffer overheads. These levels implement an ac-
knowledgment scheme to determine the need for a stall due to the contention. Because
the architecture consists of several layers, communication between the top level and the
sub-array level happens over several clock cycles. The input buffers reduce this latency
by providing an acknowledgment signal after only a single clock cycle.

6.3.5. RANK ARCHITECTURE
The rank level is the highest level of FilterFuse that interfaces between the host device
and FilterFuse. Fig. 6.6 provides a high-level overview of the rank-level architecture.
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Figure 6.6: Overview of the rank architecture in FilterFuse.

FilterFuse performs three key tasks at the rank level:

• Processing inputs from the host device in the correct format and sending them to the
appropriate memory locations.

• Providing instructions, addresses, data, IDs, and masks to control the lower levels,
stalls, and the results.

• Tracking read/reference pairings and implementing the edit-counting, summation,
and comparison to the edit-distance threshold.

At the rank level, FilterFuse uses multiple Count-TCAMs ( 1 ) to collect the results of
bank groups and calculate/count #edits in a word set of the input read. A Count-TCAM
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detects the pattern and assigns the edit number of the detected patterns. Currently, Fil-
terFuse uses a 4-bit wide TCAM for each Count-TCAM. This is also compatible with pat-
terns in previous filters such as SHD, which required splitting the final bit-vector into
segments of k=4 bits. Final masking on the output of Count-TCAMs ( 2 ) and a multi-
operand adder ( 3 ) finalize the discovery of edits in the input read via FilterFuse based
on LongGeneGuardian.

At the rank level, FilterFuse divides a word over the bank groups such that each part
goes to a different tile, as is the case in DRAM [371] ( 4 ). This writing scheme ensures
that different parts of the read/reference are written to different sub-arrays. In filtering
algorithms, this means each processing element only has access to a small part of the
read/reference. Therefore, algorithms such as LongGeneGuardian that require larger
segments to be examined by a single processing element require multiple words to be
written before starting the algorithm. We call the number of required words words-per-
bank (WPB) hereafter. To support a WPB of larger than 1, FilterFuse implements a series
of input buffers. These input buffers require the host device to provide read/reference
sequences in the correct order without the need for excessive pre-processing. To fill the
buffers, consecutive words belonging to a read-reference pairing are loaded into the in-
put buffer sequentially. Once the buffer is filled with a single word set (i.e., 4 words),
FilterFuse empties them in parallel. Fig. 6.7 demonstrates an example of this scheme
where FilterFuse writes 1 word-set to 4 bank-groups. Note that each block represents a
number of bits equal to the number of SAs per tile.

7 66 5 4 3 2 1 0

7 6 5 4 3 2 1 0

7 6 5 4 3 2 1 0

7 6 5 4 3 2 1 0

Filling Input-buffer Emptying Input-buffer

t = 0

t = 1

t = 2

t = 3

Bank-groups

Bank-groups

Bank-groups

Bank-groups

Word 0

Word 1

Word 2

Word 3

Figure 6.7: Filling (left) and emptying (right) the input buffer.

Since in a true CIM architecture, such as FilterFuse, the first base pair of the read
does not always coincide with the start of a word-set, FilterFuse masks off the part that
does not belong to the read-reference pairing. FilterFuse receives this mask through the
address bus and passes this mask to the sub-arrays alongside the read-sequence data
( 5 ). FilterFuse does not use the mask when filling the input buffers.

The rank level controller ( 6 ) also handles the parallelism of new word sets via IDs,
result-ready signals, and conservative buffering. For example, the rank-input-controller
can load in a new word set during the computation of the previous word set as the sub-
arrays can operate independently. Depending on the length of the read/reference pair,
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this can either be the next word set belonging to the same pairing or the first word of
the next pairing. The least significant bits (LSBs) of the ID of pairs are passed along with
the input data to the sub-arrays, while the most significant bits (MSBs) are stored at the
rank level in the ID MSB buffer, which is indexed by the LSB of the ID. This helps us to
reduce the width of the ID busses. When the computation is completed, the results are
returned, and the LSBs of the ID are matched up with the MSB again.

6.3.6. DATA MAPPING IN FILTERFUSE
FilterFuse assumes the reference sequence is already stored in memory after being split
up into word-sets. This is a reasonable, common assumption that can also be achieved
easily as a pre-processing step if it is not the case.

FilterFuse spreads the contents of the input buffer over the bank groups, writing the
values to a set of tiles in a single sub-array per bank. FilterFuse writes consecutive word-
sets to different banks to avoid contention as much as possible. Fig. 6.8 presents a high-
level overview of this sub-division of two consecutive word-sets for the reference. We
assume a hardware configuration with 32-bit words, 4 bank groups, tiles with 8 SAs, and
a 4-WPB writing scheme.

Words-set 1 0127
3 2 1 0
X X X X
Y Y Y Y

Word-set 2 128255
3 2 1 0

X+1 X+1 X+1 X+1
Y Y Y Y
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Figure 6.8: Writing scheme for two consecutive parts of the reference.

Within each tile, FilterFuse writes a part of a word-set to a single row in the memory,
with shifted versions of the word-set being in its adjacent crossbar rows. FilterFuse re-
serves the first row of each tile for the read sequence, hereafter referred to as the ‘query
row.’ Fig. 6.9 demonstrates this mapping, where we assume a 16×16 crossbar, contain-
ing parts of 6 word-sets for evaluating an edit distance of 2. The zoomed-in version of
one word-set highlights how FilterFuse stores the (shifted) references. Note that Fig. 6.9
does not account for interleaving for the sake of clarity.

We define the offset as the position of the reference segment with respect to the first
base pair in the evaluated reference genome. The controller uses simple equations to
find this offset.

Fig. 6.10 illustrates an example of the subdivision of an input read sequence into
words and word-sets alongside the masking process. Here, we assume a 100 bps read
encoded in 200 bits.

FilterFuse divides the read over two word-sets of 128 bits. It then finds the address
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Figure 6.9: Reference mapping on a small crossbar.
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Figure 6.10: Reads subdivision into word-sets with masking.

of the word-set containing the first bit of the read sequence using the mentioned fixed
equations. Note that since the start of the read does not necessarily coincide with the
start of a word-set, FilterFuse masks the first part of the first and last part of the second
word-set. FilterFuse determines this mask by subtracting the offset of the first base pair
of the word-set from the offset of the read (seeding location). It then uses this local offset
to find the length of the leading mask. FilterFuse always writes the read to the query
row of the tiles such that the columns line up with the addressed part of the reference
sequence.

6.3.7. LONG READ COMPATIBILITY
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Figure 6.11: (a) High-level read mapping in FilterFuse, (b) split reads into shift-sets., and
(c) the memory-optimized configuration for FilterFuse.

In previous sections, we assumed all shifted references are written to the same tile
for ease of explanation. However, this assumption has two limitations for long reads.
First, it limits the maximum edit distance FilterFuse can support to the rows within each
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of its tiles. Since crossbars have limited dimensions (due to factors such as increasing
read/write current requirements and leakage currents as the dimensions are scaled-up),
the maximum supported edit distance becomes limited. Second, it demands an unrea-
sonable memory capacity as the number of shifted references required for long reads
exceeds 50 thousand shifts.

To enable processing long reads, FilterFuse splits up the evaluation of the different
shifts into parts and processes them in different sub-arrays and over multiple iterations
of LongGeneGuardian. FilterFuse can then aggregate the results at the rank level before
calculating the edits. This requires FilterFuse to adopt two types of changes on top of
the simplified examples of previous sections: (1) hardware changes at the sub-array and
rank levels and (2) software changes at the input level.

Having the third observation in LongGeneGuardian in mind (Section 6.2), FilterFuse
exploits the trade-off between the required memory capacity and the endurance of or the
necessary write operations in the system, by splitting up read-sequences into segments
of base pairs as we are splitting up the shifts. Fig. 6.11 presents an example of this trade-
off, where the numbers indicate the ranges of bits that are evaluated in each shift set.

Fig. 6.11-(a) represents a case where the segments of the read sequence are compared
to the entire set of shifted references in the same tile. The read sequence is split up into
segments, as well as in sections of 8 shifts, which are evaluated separately. We refer to
these partitions as shift sets. We observe that shift sets that share a diagonal evaluate
the same sections of the reference sequence. Therefore, in Fig. 6.11-(c), FilterFuse only
stores one of each shift-set, while the reads shifted with respect to the shift-sets.

The host device handles the shift of reads for FilterFuse and prevents incorrect results
from the shifted outputs of sub-array results by passing the shift value alongside the pair-
ing ID. FilterFuse saves the sub-array result for each shift-set in an AND buffer, which is
placed alongside the sum buffer of discussed implementation ( 7 ). This way, FilterFuse
accumulates the partial bit-vector results of all shift sets in this buffer by performing
a bitwise AND-operation between its stored value and the incoming result. When all
shift sets of the read segment have been evaluated, FilterFuse uses contents of the AND-
buffer as input to the Count-TCAM ( 1 ). The rest of the procedure is identical to what
was discussed previously. To prevent incorrect results from the shifted outputs of sub-
array results (happening as the read sequence is shifted with respect to the start of each
word set), we pass the shift value alongside the pairing ID.

6.3.8. LONGGENEGUARDIAN ON SOFTWARE VS. ON FILTERFUSE

Unlike the software implementation of LongGeneGuardian, where segments always
start at the start of the read sequence, it is possible for the read sequence to start in
the middle of a segment in FilterFuse, as a true CIM accelerator where references have
already stored in a fixed position in the memory elements. Fig. 6.12 demonstrates an
example for this scenario.

Consequently, LongGeneGuardian on Software always contains the minimum num-
ber of segments for a given reads sequence, while the implementation on FilterFuse
can contain additional segments. On the one hand, this allows the FilterFuse to detect
more edits than its software counterpart. On the other hand, this increases the likeli-
hood of random matches occurring since the number of evaluated base pairs remains
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Figure 6.12: LongGeneGuardian on Software vs. on FilterFuse at the tile level.

the same, making the first/last segments shorter than the intended segment length. We
verify the impact of the differences between the two implementations experimentally in
Section 6.5.

6.4. EVALUATION METHODOLOGY
Implementations & Models. We implement LongGeneGuardian on software (C++) for
its accuracy evaluations. We use a cycle-accurate RTL-based implementation to verify
the functionality of FilterFuse. The analog components (i.e., ReRAM-based crossbars
and TCAMs) are memory models from actual ReRAM crossbars in TSMC 40 nm CMOS
technology [330], from the EU project MNEMOSENE [333]. The DRAM-based crossbars
are from SIMDRAM [93, 372]. The additional components are also designed using TSMC
40 nm technology node in Synopsis Design Compiler [331]. We run all our experiments
on a 12-core server with 16 GB memory, Tesla-K80 GPUs, and a Intel® Xeon® CPU E5-
2680 operating at 2.4 GHz.
Baselines. We use Edlib [350] for the golden standard results of alignment for accuracy
evaluations. For end-to-end evaluations, we feed the output of each filter to Edlib. We
compare LongGeneGuardian and FilterFuse with open-sourced SneakySnake (SS) [186]
on CPU, as the only SotA pre-alignment filter for long-reads3. We used two versions
of FilterFuse: (1) FilterFuse-CMOS, where the tiles are SotA DRAM-based and TCAMs
are SotA SRAM-based ones, and (2) FilterFuse-ReRAM, where both tiles and TCAMs are
ReRAM-based ones. Note that as discussed in Section 6.2, FilterFuse can support short

3Neither the FPGA implementation nor the GPU one supports long reads.
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reads as well. In that case, FilterFuse is quite similar to SieveMem discussed in Chapter 5.
Datasets. We use PBSIM3 [373, 374] to produce two datasets of long read-reference pairs
from real datasets. We then feed these reads to Minimap2 [375], a SotA read mapper
supporting long reads. We use the output to retrieve seed locations, by which we can
retrieve the reference sequences corresponding to the read with SAM-tools [376]. We call
these datasets PacBio_10K and PacBio_100K, with reads of length 10Kbp and 100Kbp,
respectively.

6.5. EVALUATION RESULTS

6.5.1. DESIGN SPACE EXPLORATION
Fig. 6.13-(a) and -(b) present the Pareto optimal design space exploration of FilterFuse
for average execution time against total die area of FilterFuse and its maximum total
power, respectively. We mark most attractive designs that strike a sweet spot in the trade-
off between execution time and the corresponding metric with red circles in Fig. 6.13 and
call them area-optimized and power-optimized designs. Numbers label the Pareto op-
timal configurations, each of which is a different hardware configuration we tested for
FilterFuse, but the full list is not presented for better readability.

(10) Pareto Optimals

PowerArea

(a) Area (b) Power

Figure 6.13: Pareto plots for performance per (a) area and (b) power.

From Fig. 6.13-(a) we make two observations. First, all of the area-optimized config-
urations have a smaller area than that of our GPU. Second, configuration #81 strikes a
great balance of power while still optimizing for the area. More investigations also re-
veal that for the area-optimized designs, the configurations with large tile dimensions
are favored. This is expected due to their smaller tile and control logic area.

From Fig. 6.13-(b) we make two observations. First, the power consumption is much
lower for power-optimized configurations compared to that of the baseline GPU. Sec-
ond, configuration #39 provides a prominent balance between area and power for the
power-optimized Pareto optimal configurations. From further investigations, we also
find that this optimization criterion favors configurations with large numbers of tiles per
sub-array. We expect this as these configurations have fewer active tiles at a given mo-
ment, as each sub-array only uses part of its available tiles at a time.
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6.5.2. FILTERING ACCURACY

Fig. 6.14 comapres the TP rate of SneakySnake with FilterFuse using different segment
lengths for our datasets.

(8) FP Rate

PacBio98100KPacBio9810K

(b) PacBio_100K(a) PacBio_10K

Figure 6.14: TP rate of filtering with different segment lengths.

We observe that the best accuracy varies with the edit distance, with a segment size
of 8 bps being close to the optimal rate in our ROI. For this reason, in the upcoming
sections, we will only present the results of this segment length.

Fig. 6.15 presents the positive rate (P-rate = FP-rate + TP-rate) of optimal FilterFuse,
i.e., an indication of evaluated pairs that require alignment.

(7) Positive (P) Rate

PacBio98100KPacBio9810K

(b) PacBio_100K(a) PacBio_10K

Figure 6.15: Positive rate of filtering with the best segment.

We observe that FilterFuse achieves the same or a maximum of 1% higher P-rate
compared to SneakySnake and Edlib.

Fig. 6.16 presents the FP rate of FilterFuse and SneakySnake for various edit distances
and datasets.

We observe that FilterFuse retains a low FP rate of < 2% compared to SneakySnake,
which achieves the lowest FP rate among all previous filters.

From these results, we conclude that FilterFuse is an effective and accurate filter for
long reads, achieving an accuracy as close as the SotA pre-alignment filter, SneakySnake.
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(8) FP Rate

PacBio98100KPacBio9810K

(b) PacBio_100K(a) PacBio_10K

Figure 6.16: FP rate of long reads filtering with the best segment.

6.5.3. FILTERING SPEED

Fig. 6.17 presents the execution time of FilterFuse and SneakySnake over different edit
thresholds and datasets.
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Figure 6.17: Speed of long reads filtering.

We make two observations. First, FilterFuse always outperforms SneakySnake irre-
spective of the read length, edit threshold, and underlying technology. This improve-
ment can go up to 120.47×. Second, FilterFuse-ReRAM outperforms FilterFuse-CMOS.
Further investigations show that this is because of the copy overhead used for XOR in the
underlying tile of DRAM, even though the SRAM-based TCAMs offset some of the perfor-
mance overhead. We conclude that FilterFuse is much faster than SneakySnake mainly
due to exploiting CIM to eliminate the data movement overhead and its lightweight al-
gorithm.

6.5.4. END-TO-END ALIGNMENT SPEED

A filter that is faster than the other but has lower accuracy (higher FP rate) might end up
with higher end-to-end execution time when one also considers the time required for
the alignment of the pairs that pass each filter. Therefore, it is necessary to compare the
end-to-end execution, i.e., filtering and alignment for a given dataset, when comparing
the effectiveness of a filter.
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Fig. 6.18 presents the end-to-end execution time for a filter (FilterFuse or SneakyS-
nake with Edlib) followed by alignment over several edit thresholds and datasets. To
better capture the trends (and relative execution time), we limit the y-axis to 1000s. The
y-axis uses a logarithmic scale.

(4) End-to-End Speed – Long Reads

PacBio98100KPacBio9810K

(b) PacBio_100K(a) PacBio_10K

(b) PacBio_100K(a) PacBio_10K

OLD

Figure 6.18: End-to-end speed of long reads filtering and alignment.

We make two observations. First, for all datasets, edit-distance thresholds, and mem-
ory technologies, FilterFuse shows an improvement of end-to-end execution time over
the baseline SneakySnake solution in the ROI. This improvement goes up to 49.14× over
SneakySnake. Second, as expected, FilterFuse-ReRAM improves the end-to-end time
further than FilterFuse-CMOS, while the difference is less than 28.93%. We conclude
that even with the decrease in the accuracy (Section 6.5.2), FilterFuse improves the per-
formance of alignment significantly.

To determine whether FilterFuse resolves the filtering bottleneck, we also examine
the new distribution of filtering time and alignment time. Fig. 6.19 presents this relative
distribution over various edit distance thresholds and datasets.

(5) Relative contribution of FilterFuse and alignment in 
end-to-end execution time

PacBio98100KPacBio9810K

(b) PacBio_100K(a) PacBio_10K

Figure 6.19: Filtering and alignment contribution in end-to-end execution time when
using FilterFuse.

We observe that alignment constitutes a minimum of 59.67% of the end-to-end ex-
ecution time, going as high as 90.10% of the end-to-end execution time. This means
that FilterFuse improves the filtering step enough to move the bottleneck back to the
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long read alignment step, making the alignment the next computational step to focus on
again.

6.5.5. AREA AND POWER ANALYSIS
Table 6.1 presents the chip area and power consumption breakdown of the optimal con-
figurations of FilterFuse.

Logic Unit Area[mm2] Power[mW ]

Crossbars 130582105.29 3.93
TCAMs 615813.12 0.00986

Control Logics 98032937.56 27.57

Total for FilterFuse 229230855.97 31.51

Table 6.1: Area and power breakdown of FilterFuse.

We make three main observations. First, most chip area is attributed to the crossbars
and the tile-level control logic. The contributions of the higher-level components are
negligible compared to the total chip area. Second, the largest contributor to the power is
the power of the tile-level control logic. Three, TCAMs add insignificant area and power
consumption overheads.

Table 6.2 compare the chip area and power consumption of FilterFuse with SotA de-
sign on our GPU, where the maximum GPU power is measured using nvidia-smi while
running Snake-on-GPU. Note that area and power estimations of FilterFuse components
that were scaled down to the evaluation technology node are scaled pessimistically, lead-
ing to conservative estimates.

Hardware Area[mm2] Power[W ]
NVIDIA Tesla K80 561 149

FilterFuse 229 31.5

Table 6.2: Area and power of FilterFuse vs. Snake-on-GPU.

We make two observations. First, FilterFuse has a smaller overall chip area than our
Tesla-K80 GPUs. Second, FilterFuse shows a lower maximum power consumption than
Snake-on-GPU, i.e., a reduction of 79.7%.

We conclude that FilterFuse also has area and power advantages over a typical GPU
implementation.

6.6. CONCLUSION
This chapter proposes the first CIM architecture for pre-alignment filters of long reads, a
major performance bottleneck in today’s genome analysis of long reads. We call this Fil-
terFuse. FilterFuse operates on a hardware-friendly algorithm, LongGeneGuardian, that
is also compatible with the requirements of a true CIM architecture: simple operations
and no assumption on the data placement. Considering the larger genomics pipeline
and industrial move towards long-read sequencing, FilterFuse takes a large step in ac-
celerating long-read genome analysis.
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DEMETER: A FAST AND

ENERGY-EFFICIENT FOOD

PROFILER USING

HYPERDIMENSIONAL COMPUTING

IN MEMORY

Food profiling is crucial in any food monitoring system for health and fraud prevention
but faces computational challenges. In this chapter, we aim to fix two key issues of current
state-of-the-art (SotA) food profilers: (1) handling large data and (2) reducing data move-
ment. We introduce Demeter, the first platform-independent framework for food profil-
ing. Demeter overcomes the first limitation through the use of hyperdimensional comput-
ing (HDC) and efficiently performs the accurate few-species classification required in food
profiling. We overcome the second limitation by the use of an in-memory hardware ac-
celerator for Demeter (named Acc-Demeter) based on memristor devices. Acc-Demeter ac-
tualizes several domain-specific optimizations and exploits the inherent characteristics of
memristors to improve the overall performance and energy consumption of Acc-Demeter.
We compare Demeter’s accuracy with other industrial food profilers using detailed soft-
ware modeling. We synthesize Acc-Demeter’s required hardware using UMC’s 65nm li-
brary by considering an accurate PCM model based on silicon-based prototypes. Our eval-
uations demonstrate that Acc-Demeter achieves a (1) throughput improvement of 192×
and 724× and (2) memory reduction of 36× and 33× compared to Kraken2 and Meta-
Cache (2 SotA profilers), respectively, on typical food-related databases. Demeter main-
tains an acceptable profiling accuracy (within 2% of existing tools) and incurs a very low
area overhead.

This chapter is partially based on the candidate’s work [120].
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As discussed in Section 2.2.1, the industry uses SotA taxonomic profilers from
metagenomic studies for today’s food profiling as food profiling and metagenomics
profiling share a close problem statement. Unfortunately, these profilers are overkill
for simply profiling a given food sample and, therefore, costly since those taxonomic
profilers have been designed for different, more complex goals such as (1) capturing
complex operations between organisms or (2) finding insights on species that cannot
be clonally cultured in labs. Such profilers are also designed for working on larger, more
complex, and randomly mixed genome sequences and demand a significant amount of
resources that simply impede real-time monitoring of all food samples after production,
shipment, or distribution; the ultimate goal of a food monitoring system. Therefore, a
new solution must be sought after specifically for food profiling that is cheaper, faster,
more energy-efficient, and yet accurate.

In particular, we pinpoint two critical sources of inefficiency in SotA profilers cur-
rently used for food monitoring, collectively called food profilers or profilers hereafter.
First, all current (food) profilers work with significantly large working data structures,
e.g., humongous hash tables or sorted lists, that require high-end servers with exten-
sive storage and memory capabilities to be handled. This fundamentally limits perfor-
mance scaling on par with that in sequencing technologies. Second, current profiling
techniques incur a significant number of random accesses to large working datasets,
and as a result, unnecessary data movement between their storage and memory plus
their memory and compute units which cannot be otherwise done where the data re-
sides due to (1) the size of the final data structures and (2) the required operations for
tasks in hand. This directly translates to massive energy consumption and latency. For
example, as shown in our evaluations Sections 7.3, 7.6, a widely used SotA profiler takes
∼1 minute to profile one high-coverage sequenced food sample. However, it requires
a super machine or cluster with at least 300 GB of memory and proportionally scaled-
up compute power. These costs add up to an unbearable amount of required time and
equipment for real-time monitoring of all existing and produced food samples. There-
fore, a healthy economy regarding the food industry cannot keep using these profilers
and demands cheaper, faster, more energy-efficient, and more accurate food profilers
for the years to come.

Our goal in this chapter is to solve both limitations of previous profilers, namely (1)
reliance on high-end servers and scaling problems due to required massive data struc-
tures and (2) incurring unnecessary data movement. To this end, we propose Demeter,
an end-to-end, hardware/software co-designed food profiling framework that efficiently
profiles species of a food sample. The key idea of Demeter is to reduce the food pro-
filing problem to a multi-object (multi-species) classification problem using hyperdi-
mensional (HD) computing (HDC) followed by an abundance estimation step. Demeter
is a platform-independent framework and produces accurate results on any hardware
platform such as a central processing unit (CPU), graphics processing unit (GPU), or
application-specific integrated circuit (ASIC).

Our experiments show that although the accuracy of Demeter is comparable with
existing SotA profilers, typical processing units (CPUs) are not exploiting the full paral-
lelism offered by our HDC-based approach, prohibiting those platforms from outper-
forming SotA profilers. Moreover, we find two more optimization opportunities that can
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be achieved with a wisely-chosen platform: (1) eliminating the cost of existing shift op-
erations and (2) mitigating the significant amount of data movement involved in our
HDC-based solution. Therefore, we propose an in-memory hardware accelerator for
Demeter, Acc-Demeter, to mitigate the costs mentioned above and simultaneously solve
the second problem of profilers as well. Acc-Demeter achieves these by (1) the physi-
cal attributes of nanoscale memristive-based devices1, (2) Processing-In-Memory (PIM),
where the data resides, and (3) zero-overhead shift operation in hardware. It is worth
noting that, with the advent of portable sequencing machines, a move from cloud com-
puting with sophisticated infrastructure towards an in-build profiler (or other genomics-
related kernels) inside the sequencer is finally in the foreseeable future.

We make the following main contributions in this chapter:

• To our knowledge, Demeter is the first framework that enables food profiling via
HDC. Demeter provides a five-step approach to determine the relative abundance
of a set of the food read sequences at species-level. We design Demeter to (1) ad-
dress the key problems of food profiling rather than accelerating regular metage-
nomic profilers and (2) be platform-independent (Section 7.2).

• We propose a PIM-enabled hardware accelerator for Demeter using memristor de-
vices (Acc-Demeter) to extract Demeter’s full potentials and solve the data move-
ment problem in Demeter and previous profilers. We propose several optimiza-
tion techniques for Acc-Demeter based on domain-specific knowledge of food
profiling and our background on PCM cells characteristics and HDC operations.
To our knowledge, Acc-Demeter is the first (in-memory) hardware accelerator for
a food profiler (Section 7.4).

• We rigorously compared Demeter and Acc-Demeter to four SotA food profilers. We
show that Demeter provides an accuracy level comparable with previous food pro-
filers and within the accepted level of food monitoring systems. The default setting
of Acc-Demeter enables a (1) throughput improvement of ∼192× and 724× and (2)
reduction in the required memory of ∼36× and 33× compared to Kraken2 [193]
and MetaCache [212], respectively, when querying on a typical food-related refer-
ence genome database, i.e., AFS20 [212]. Our design requires only ∼8.9 mm2 die
area and can process ∼9.45 Mbp per joule for our largest food-related database
AFS31 [212] (Section 7.6).

7.1. BACKGROUND AND MOTIVATION
This section discusses the necessary background and introduction to (1) the current tax-
onomic profilers and their shortcomings when used for food profiling, (2) HDC. We de-
vote the materials mainly to those closely related to or used by Demeter and not dis-
cussed in Chapter 2. For more detailed background information, we refer the reader to
comprehensive reviews on these topics [126, 194, 288, 377–380].

1We choose phase change memory (PCM) devices as members of memristor families due to our accessibility
to accurate measurements and models. However, in principle, our proposed techniques can be applied to
any memristor-based memory technology, such as ReRAM or STT-MRAM.
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7.1.1. METAGENOMIC PROFILERS
Constantly increasing the performance of sequencing technologies and the fast drop in
the cost of DNA sequencing [26, 27] catalyzed the metagenomic studies [11, 190, 191].
These studies enable us to capture the big picture of the environment without isolating
or cultivating individual organisms. For this purpose, one needs to perform taxonomic
profiling: determining the relative abundances of species in a sample directly taken from
the environment. Due to the high cost associated with alignment and assembly for large
reference datasets, to this date, we still prefer heuristics statistical-based profilers to
assembly- or alignment-based ones. However, even these profilers are not yet cheap
or economical and prevent large-scale, real-time studying. Their cost is mainly related
to the required memory for profilers’ data structure and algorithms. Such large data
structures or sophisticated algorithms force us to use high-end servers and are needed
to fulfill complex goals of subsequent metagenomic analysis, namely capturing complex
operations between organisms and discovering insights on species that can not be clon-
ally cultured in labs. This high cost of profiling in a metagenomics profiler prevents us
from efficiently profiling food samples in real-time, the end goal of a food monitoring
system.

7.1.2. PROBLEMS OF FOOD PROFILERS
We use VTune [381] and profile three SotA profilers that are currently used for food sam-
ples as well, namely Kraken2, CLARK, and MetaCache, using their default datasets and
parameters on the original platforms for which they have been designed. We make two
main observations, which follow a similar trend reported in previous studies in genomics
as well [193, 244, 382].
Observation 1. All these profilers induce large memory requirements for their data
structures. For example, Kraken2 requires a minimum of 300 GB memory for its ref-
erence data structure. Even for smaller and less complex reference data bases such as
those in food industry, Kraken2 still requires more than 50 GB of memory (Section 7.3.4).
Observation 2. All profilers induce high miss rates in L2 and L3 (∼68 to 90%). The nature
of their underlying algorithms causes this inefficiency because they always query a small
fraction of keys in a large hash table and/or sorted list, leading to random memory access
patterns. In other words, the arithmetic intensity of the profilers is too small to the extent
that even increasing the number of threads does not help resolve the CPU stall cycles
caused by memory accesses required by these misses.

Overall, current food profilers’ large working data structure and their low arithmetic
intensity lead to high storage cost, low performance, and high energy consumption.
It also demands high-end servers. This motivates designs (such as Demeter and Acc-
Demeter) that provide reduced working data structures, eliminate unnecessary data
movements, and can liberate us from dependency on the clusters.

7.1.3. HYPERDIMENSIONAL COMPUTING.
Hyperdimensional (HD) computing [383], also called vector symbolic architecture (VSA)
[384], is a brain-inspired computing paradigm which has been demonstrated to be ef-
fective in 1) solving cognitive tasks, such as analogical reasoning [385–387], 2) learning
domains, such as text classification [388–391], gesture recognition [392], and latent se-
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mantic analysis [393] and 3) privacy and security problems [394]. The name hyperdi-
mensional comes from the fact that in the HD Computing realm, we deal with spaces
and vectors, which mimic a large number of neurons and synapses existing in the brain’s
circuits.

The main difference between traditional computing and HD computing paradigm is
their element representation and interpretation. In the traditional computing paradigm,
the elements, such as a single bit or small group of them, can be interpreted without
referring to the other elements. This is called localist representation. In the HD com-
puting paradigm, on the other hand, a total set of bits interpret together and individual
elements in representation do not have a specific meaning. To express this paradigm, we
represent elements using high-dimensional vectors, hereafter called HD vectors. There-
fore, each HD vector represents an element in a distributed manner, as opposed to the
localist representation, and can be composed of real numbers [395–398], binary num-
bers [383, 399], bipolar [392, 396], or complex numbers [400]. The difference in repre-
sentation introduces a few new properties which turn out to be highly powerful in some
domains, which we discuss next.

HYPERDIMENSIONAL COMPUTING PROPERTIES

HD vectors in the HD computing paradigm have several features and properties that
make them suitable for the tasks in which are being currently employed.

• Robustness. The HD computing-based architectures (or VSAs) are tolerant against
failure due to random errors. The primary reason for this robustness comes from
the redundancy in the representation of each element, or in other words, the fact
that the set should be interpreted as a whole, and not as individual elements/bits.
It is worth noting that the robustness increases as the dimensionality of the space
(or similarity put, the size of the HD vectors) increases.

• Holisic Representation. Holistic representation of HD computing-based archi-
tectures brings them fault tolerance independent from the error’s position. This
means that the information degradation caused by an error, bit flip in an HD vec-
tor, is irrespective of the position of the error in HD computing.

• Randomness. To incorporate the seeming arbitrariness of brain structure, mean-
ing that no two brains are identical, in HD computing, one should start with HD
vectors which are randomly drawn from the hyperspace. Building on top of these
randomly chosen initial vectors and recursively creating the next elements brings
HD vectors the property of randomness.

HYPERDIMENSIONAL REPRESENTATIONS AND CONSTRUCTIONS

As alluded before, HD vectors can be in forms of binary, real, complex, and bipolar num-
bers [383, 392, 395, 396, 396–400]. Binary representations of HD vectors have been shown
more practical and efficient, than the others, when it comes to the classification prob-
lems or one-shot reinforcement learning. Therefore, we also decided to proceed with
binary HD representations in this thesis.

For determining the distribution in the binary representation, in the context of su-
pervised learning, we should determine two major hyperparameters: 1) density of HD
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vectors and 2) mapping function. For the density, we have two choices of sparse and
dense representations. In the dense representation, the number of “1”s and “0”s in vec-
tor elements are equiprobable. This means that if we define the density of an HD vector
as the hamming weight of the vector |V | divided by the dimensionality of HD vector (N),
p = |V |

N , then for dense representation we have p ≈ 1
2 This is not the case for the sparse

binary representation. The mapping functions categorize based on their ability to map
the features with similarity preservation of the origin or without it. Based on these two
hyperparameters, we summarize the major operations on widely-used sparse and dense
HD representations below.
Binary Sparse HD Representations. Sparse Distributed Representations (SDRs) are the
closest representation to neurons in a biological brain as in any given time, only a small
proportion of neurons is active. In the following, we describe the fundamentals of SDR
and explain their common hyperparameters. We, however, refer the reader to prior
work [399, 401] for a more detailed discussion on aspects of SDRs.

In SDR, the number of “1”s in the HD vector is much fewer than that of “0”s and can
be realized easily when a large dimension HD vector is used. The similarity, shortened to
“sim” hereafter, of two HD vectors V1 and V2 in SDR is estimated based on the number of
overlapped “1”s which can be calculated using the elementwise conjunction of the two
HD vectors:

si m = |V1 ∧V2| (7.1)

In the binary representation, this is equivalent to the dot products of these two vec-
tors. The main reason behind this mapping is that since we treat “1”s and “0”s asym-
metrically in the SDR, the geometric vectors will have an origin of 0N and will be placed
in the same hyperquadrant in our high dimensional space and their similarity will be
non-negative.

HD vectors in SDR that represent unrelated entities, atomic SDR vectors, can be com-
bined, or bundled, by elementwise disjunction, which preserves the similarity of the
combined vectors. Since the density of the bundled vectors increases with the number
of involved atomic HD vectors, we use the context-dependent thinning (CDT) procedure
to keep the density close to the starting atomic HD vectors [399]. CDT takes an SDR vec-
tor V, constructed with bundling several other vectors using elementwise disjunction, as
input, and thinned it in two steps: 1) It first permutes V for k times. These permutations
should be all independent, random, and fixed. 2) The output of permutation then will
be bundled with the original V using elementwise conjunction. In practice, cyclic shift
with a fixed, yet randomly chosen unit of shifts, is used for the permutation. There are
also examples in the prior works such as in [401] in which they applied the same random
permutation T times recursively.
Binary Dense HD Representation. In the binary dense HD representation, which is
called dense distributed representations or DDRs, the values of every single bit in the
HD vector are equally probable and independent, unlike the values in SDR vectors. This
was first proposed by Kanerva et al. [383, 393], in which they used dense HD vectors of
size N = 10000 binary elements. In DDRs, the similarity of two HD vector is determined
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by the Hamming distance of two vectors, normalized to the dimension or size of the vec-
tors, N. This operation can be implemented as summation and then normalization of
the bitwise XOR of two vectors. One can easily show that the hamming distance of any
two arbitrary HD vector (not similar HD vectors) exploiting this representation is around
0.5 [383, 402].

Like SDRs, HD vectors in DDR are also generated independently, randomly, and re-
cursively. Random vectors can be calculated using the cyclic shift operation, which is
similar to the SDR case. The simplest bundling operation in DDR is the elementwise
summation. However, this will result in a non-binary vector. To convert our new HD
vector into a binary representation again, the bundling operation also performs an el-
ementwise majority rule which outputs a binary HD vector. The elementwise majority
results in “1” only when G

2 or more arguments are “1”, and vice versa, for each position
in the HD vector, where G is the number of vectors being bundled together. When there
is an even number of “0”s and “1”s, one can break the tie by randomly generating a vec-
tor and adding it to the superposition. This effectively will be like drawing the output
from a Bernoulli distribution B(1,0.5). The result of such bundling will be itself an HD
vector in DDR and we refer enthusiastic readers to previous works for more details and
examples [393, 402, 403]. We use DDRs in our proposal that we discuss in Section 7.
Bipolar HD Representation. In the sparse and dense HD representations, SDR and
DDR, we encode the components in each vector using “0”s and “1”s. In the bipolar HD
distributed representation (BDR), on the other hand, we encode the components into
“-1” and “+1”. From the computational point of view, bipolar representation is more
convenient and posses a set of interesting features. The distance metric in BDR is sim-
ply the dot product, as in SDR. The bundling operation in BDR is implemented as an
elementwise summation. However, since doing that will results in a non-bipolar HD
vector, to put it back into the definition, we separate the results of the elementwise sum-
mation into the sign and magnitude and consider the sign, and restrict the bit value to
a pre-defined threshold at which we clip the resulting integer. Since these operations
are not as hardware friendly as operations needed in binary representations, current
HD-based hardware accelerators do not exploit this representation. We refer the readers
to [396, 397] for more detailed explanations.

CLASSIFICATION USING HDC
Like other reference-based classifiers, an HDC-based system also takes two steps: (1)
training and (2) classification. An encoding mechanism is used in both steps. One fa-
mous example is the N-gram encoding mechanism that follows a two-step approach for
encoding a string of size L to an HD vector of size D. Step 1: It combines N consecu-
tive alphabets of the string and builds an HD vector that is orthogonal to them all and
can preserve their relative order. This operation is called binding and is represented in
Equation 7.2, where ρi (X ) represents the i th permutation of vector X and Bi are once
randomly-generated representative HD vectors (also referred to as atomic or basis HD
vectors) for the i th character of the string Ci . The string is a DNA sequence in Demeter
in Section 7.

N − g r am(C1,C2, ...,CN ) = Sh[. . .Sh[Sh[B1]⊕ρ(B2)]⊕ . . . ]⊕ρN−1(BN ) (7.2)
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Figure 7.1: Overview of Demeter framework.

Step 2: The encoder performs an element-wise addition between all HD vectors
corresponding to consecutive N-grams, called bundling, to present the entire input se-
quence. To binarize the final HD vector, the encoder applies a majority function over
each position. This final vector is stored in associate memory (AM) and is called a pro-
totype HD vector if the input was a reference genome. Otherwise, it is called query HD
vector and will use it for classification.

The most common approach for classifying whether the sequence query belongs to
any of the classes in AM after using N-gram encoding mechanism is to measure the ham-
ming distance between the query HD vector (Q) and each of the prototype HD vectors
(Ps) and decide based on a fixed distance or threshold (T). This can be easily performed
with an XNOR of Q and each P followed by a pop-count2 and thresholding operation, as
shown in Equation 7.3.

C l assi f i cati on(i ) =

 1, if
D∑

j=1
Q( j )⊕̄Pi ( j ) ≥ T

0, otherwise
(7.3)

7.2. DEMETER
Demeter is a configurable framework for food profiling and is based on three main in-
sights: (1) current food profilers, whereas accurate, are neither memory- nor energy-
efficient, (2) the primary sources of high cost and inefficiency in current food profilers is
their large reference data structures and working sets, and (3) one can profile food sam-
ples quickly and accurately using HDC. Fig. 7.1 provides an overview of the five key steps

2Pop-count (population count) of a vector or specific value is the process of finding the number of set bits (1s)
in that value.
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in Demeter: 1 defining an HD space, 2 building an HD reference database (HD-RefDB),
3 converting sample reads into HD space, 4 determining the possible species assign-
ment per sample read, and 5 performing abundance estimation. We describe each step
in more detail next.

7.2.1. STEP 1: DEFINE THE HD SPACE
As the first step ( 1 in Fig. 7.1), Demeter defines an HD space for all subsequent opera-
tions and steps. This is a crucial step as it determines the operations in the remaining
steps. Unfortunately, many previous HDC-based proposals did not support the user’s
input for determining the HD space and designed their space statically. Hence, such
designs are more limited.

Demeter defines the HD space in 4 stages. Stage 1: Demeter fixes two hyperparam-
eters: (1) The dimension of the HD space; i.e., the dimensionality of the HD vectors
(element representations), and (2) The sparsity of each element (HD vector). Stage 2:
Demeter generates a few atomic HD vectors and store them in memory (commonly
called Item Memory (IM)). These vectors can be (1) the HD vectors that represent our
genome alphabets or (2) the one-time randomly generated HD vectors that some encod-
ing mechanisms use, for example, to introduce the concept of order between alphabets
of one input. Stage 3: Demeter decides on the encoding mechanism to build the space
with. This very encoding mechanism will be used throughout Steps 2 and 3 of Deme-
ter. Stage 4: Demeter fixes the similarity metric and any other associated parameters
(such as thresholds) based on the user’s input or a common choice considering previous
stages. Demeter stores a default value for each stage in a configuration file. Once the
user summons Demeter, Demeter quickly checks if a configuration file matches with the
user’s requested HD space or not. Demeter only runs this step if such file does not exist
or the user asked for a change.

7.2.2. STEP 2: BUILD DEMETER’S REFERENCE DATA STRUCTURE
Demeter takes two sets of inputs in step 2 : (1) HD space parameters defined in Step 1
and (2) a reference genome database. Subsequently, Demeter builds a new reference
database in its HD space out of all the considered reference genomes. This new database,
called HD-RefDB, consists of one (or few) prototype HD vector(s) from any given refer-
ence genome in the original reference database and is stored in AM. HD-RefDB can be as
varied as the number of combinations of possible hyperparameters, atomic vectors, and
encoding mechanisms in Step 1 . This step aims to reduce the size of the working set for
the classification task while avoiding accuracy drop. Since this step requires only simple
arithmetics and is also highly parallelizable, it can still be accelerated on our proposed
PIM-enabled accelerator (Section 7.4).

7.2.3. STEP 3: DEMETER’S READ CONVERSION
Demeter again takes two inputs in Step 3 : (1) HD space configuration and (2) read
sequences of the food sample under study. Demeter translates each of these read se-
quences into one query HD vector. To prevent any extra storage cost and to pipeline
computations of Step 3 and Step 4 , Demeter forwards each query HD vector to the next
step instead of storing them inside a memory unit while waiting for all of them to be con-
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structed first3. Query HD vectors created in this step can require larger or smaller space
than a read, depending on the initial length of the read sequences and the dimension
of the HD space. Therefore, although Steps 2 and 3 share the encoding mechanism,
their input and how Demeter treats the outcome are pretty different. Step 3 neither
introduces a new operation nor a procedure other than those that already exist from
Step 2 . Therefore, it enjoys similar benefits as Step 2 , namely high parallelization and
in-memory suitability. Demeter runs Step 3 every time it profiles a new read of a food
sample.

7.2.4. STEP 4: MULTI-SPECIES CLASSIFICATION PER READ

In this step, Demeter takes (1) the query HD vector (Step 3 ), (2) HD-RefDB (Step 2 ),
and (3) similarity function and its corresponding parameters (Step 1 ) as inputs. To de-
termine the specie(s) that each read belongs to, Demeter performs a similarity check
between the query HD vector and each of the prototype HD vectors in HD-RefDB. The
similarity measure can vary depending on the vector representations and encoding ap-
proaches. Demeter allows various famous mechanisms for the similarity check, such as
Hamming distance [380] and dot product [379]. Usually, this step can be implemented
only with simple operations (Section 7.1.3). It also enjoys high parallelization, similar to
the previous steps. Although a similarity metric and its related parameters highly relate
to (1) the encoding mechanism and (2) hyperparameters of the HD space, such as repre-
sentations, sparsity, and the dimension of HD vectors, and therefore it makes sense not
to let them change arbitrarily, Demeter supports changing them in Step 4 as well, with-
out needing to re-run Steps 2 or 3 . This is because some studies show that different
similarity metrics and thresholds may outperform others depending on your applica-
tion and data for a fixed set of hyperparameters and encoding mechanisms. Therefore, if
one decides to change their reference database, they may need to play with these to find
the right match, and Demeter allows such investigations. Currently, Demeter provides a
default option.

Demeter may find out that the query HD vector is close to one, multiple, or none
of the prototype HD vectors in HD-RefDB. This variety in possible outputs differenti-
ates Demeter from many previous HDC-based designs [240, 296, 380, 403, 404]. In such
works, mostly due to the characteristics of applications under study, researchers always
assume that (1) the query HD vector can only belong to one of the prototype HD vectors,
and (2) the class of the query HD vector will exist in the AM. However, none of these as-
sumptions hold for a food profiler. One read from the food sample can be related to one,
multiple, or none of the reference genomes in the original reference genome database.
This is because the read sequences are mostly short strings with a reasonably high pro-
bability of existence in longer reference genome sequences. It is also not uncommon
that the query HD vector does not belong to any of the reference genomes in the initial
reference genome database. This case can happen when, for example, (1) there is either
an unknown species in the food sample, (2) one incorrectly excludes the corresponding

3This is the default behavior in Demeter. However, we also provide the option for the user to keep and store
these query HD vectors (HD-ReadDB) in case one needs to analyze them further. If one uses this option,
the stored query HD vectors create another database representing the reads in our food sample, called HD-
ReadDB hereafter.
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reference genome in the initial reference genome database, or (3) an uncorrected se-
quencing error has happened. A food profiler should capture such cases. This difference
between how many prototype HD vectors in HD-RefDB can be assigned to one query
HD vector is a key difference that affects both the following abundance estimation step
and final results. It also distinguishes this work further from previous HDC-based pro-
posals for different applications. Step 4 also enjoys high parallelization and in-memory
suitability features similar to previous steps.

7.2.5. STEP 5: SPECIES LEVEL ABUNDANCE ESTIMATION

In Step 5 , Demeter performs a relative abundance estimation based on the results of
Step 4 . This step is particularly needed for a food profiler in which one query HD vec-
tor can be similar to one or more classes/species. Demeter categorizes each query HD
vector into (1) uniquely-mapped, (2) multi-mapped, and (3) unmapped, taking a two-
step approach. In the first step, Demeter assigns the uniquely mapped query HD vectors
to the species that they are similar to. In the second step, Demeter assigns the multi-
mapped query HD vector to multi-species proportionally to the number of reads that
have been uniquely aligned to in the first step divided by the length of species (reference
genome). Demeter’s Step 5 can be extended to support different assignment policies
for the multi-mapped reads. We leave investigating the effect of such methods for future
work.

7.3. DEMETER’S EVALUATION

7.3.1. METHODOLOGY

We implement a multi-threaded highly-parallelized version of Demeter in C++ using Se-
qAn library [405], called C-Demeter. SeqAn library is an open-source optimized library
for biological data. C-Demeter verifies the accuracy of Demeter. We also implement a
GPU version of Demeter, G-Demeter. G-Demeter uses CUDA streams for parallelizing
data copy operation between shared memory and global memory with other computa-
tions as much as possible. It implements the similarity check using parallel reduction
technique introduced by Harris et al. [406] in the shared memory. All of our experiments
run on a 128-core server with AMD EPYC 7742 CPUs [334] and with 500 GB of DDR4
DRAM. G-Demeter runs on a NVIDIA RTX 2080Ti GPU. Our sensitivity analysis shows
that binary HD vectors of size 40,000, with dense distributed representation (DDR [380])
and N-gram-based encoding mechanism, strike a sweet spot in the tradeoff between
accuracy, required memory, and performance. Therefore, unless otherwise stated, our
evaluations use these setups.

Accuracy Metrics. We capture the four fundamental rates from a (food) profiler when
considering the presence and absence of each species in the output, i.e., True Positive
(TP), False Positive (FP), False Negative (FN), and True Negative (TN) Rate. Based on
these rates, Demeter reports two standard metrics of Precision and Recall [192, 193, 407]
to assess the accuracy of our (food) profilers.

Performance Metrics. Performance analysis consists of three experiments: (1) Build
time, (2) Query time, and (3) Query throughput or speed. This separation has two main
reasons. (1) Build time is normally a one-time job and does not affect the overall pro-
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filer’s performance. Therefore, it is only fair to separate build time and query time. (2)
Query time is simply the required time for profiling one single read. However, through-
put is measured by million reads per minute ( MR

m ) and should be differentiated as it can
get affected easily by other factors such as the size of the data structure, the classifier’s
parallelization capability, or the infrastructure’s computation and storage/memory lim-
itations (e.g., duplicating capabilities).
Datasets. We have two sets of datasets. (1) Genome sequences used as a reference
database. (2) Genomes sequences used as food samples and input queries. We consider
AFS20 and AFS31 [212, 213] as our reference genome datasets. These datasets are two-
commonly used datasets consist of 20 and 31 food-related reference genomes related to
animals whose sizes vary from 12 MB to 14 GB. AFS31 is currently also the biggest ref-
erence dataset used in food profiling. Food sample reads or queries are from calibrator
sausage samples from ENA project ID PRJEB34001 [408] and PRJNA271645 [409]. These
reads are real short-read sequences from a mixture of food ingredients such as chicken,
turkey, etc., sequenced on an Illumina HiSeq machine.
Baselines. We compare Demeter against MetaCache [212] (the most accurate food pro-
filer) Kraken2 [193], Kraken2+Bracken [204], and CLARK [203], the top 3 alignment-free
and fastest metagenomic profilers that are also commonly used for food profiling.

7.3.2. DEMETER’S ACCURACY ANALYSIS
Figures 7.2 and 7.3 present the results for the precision and recall of all evaluated food
profilers on the species levels over AFS20 for Kylo and Kal food samples [408, 409], res-
pectively. Note that the relative abundance of higher taxonomy levels is not of impor-
tance in food profiling. Additionally, those calculations highly depend on the propaga-
tion method from species level to those levels. Therefore, they have been excluded from
this study.

Figure 7.2: Precision rate for Kylo and Kal Samples on AFS20.
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Figure 7.3: Recall rate for Kylo and Kal Samples on AFS20.

We observe that Demeter stands very close to the most accurate profiler, MetaCache,
and has only 1.4% and 2.6% less precision and recall, respectively, for KLyo samples.
Moreover, Demeter achieves similar results on AFS31 and Kal samples. Note that ac-
curacy is very much data-dependent, and indeed this accuracy drop is acceptable for a
food profiler. The results of the latest comparison between current (metagenomics) pro-
filers [205] show an Std error of the mean ranging from 0 to 5% regarding the precision
and recall among various widely-used profilers on different datasets.

We conclude that Demeter is accurate and achieves high precision and recall for
food samples. These results show that Demeter’s HDC-based classification approach
followed by our abundance estimation technique does not hurt the accuracy of the pro-
filer compared to baselines.

7.3.3. DEMETER’S SOFTWARE PERFORMANCE ANALYSIS

Fig. 7.4-a and Fig. 7.5-a present the time that each profiler takes to query one (short) read
from the query food sample and classify its specie(s) over AFS20 and AFS31, respectively.

We observe that both C-Demeter and G-Demeter, whereas accurate, require higher
query time compared to Kraken2. The time breakdown, using Intel VTune [381] and cu-
daEvents, reveals that both implementations are memory bound, meaning there exists a
significant percentage of under-utilized slots due to data access issues.

We believe that there are two main reasons behind this problem. First, the shift op-
eration per processed character in the encoding mechanism of Demeter. Both of these
implementations store the large HD vectors into multiple registers. Every shift operation
translates to multiple copy operations among those registers, which can become costly
in terms of time and energy consumption. This is why the query time is higher than ex-
pected. Second, not all prototype HD vectors fit in the caches. Therefore, the software
versions take a few cycles to read prototype HD vectors in batches, compare them to
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Figure 7.4: (a) Query time and (b) Query throughput on AFS20.

Figure 7.5: (a) Query time and (b) Query throughput on AFS31.
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query HD vector, save the results, and continue with the next batch. Note that these also
put a limit on the expected throughput.

Fig. 7.4-b and Fig. 7.5-b present throughput of different profilers over AFS20 and
AFS31. We make three observations. First, C-Demeter achieves a lower throughput
compared to Kraken2. The reasons behind this are similar to what was discussed for its
longer query time. Second, we observe that G-Demeter improves the throughput by up
to 24% (depending on the reference dataset) and therefore can be used for food profiling
in the industry in the near future. Third, we observe that simply increasing the num-
ber of working threads by moving from C-Demeter to G-Demeter does not improve the
throughput considerably. We ask to use the commodity GPUs to perform the food profil-
ing to cut the cost in the short term. In the long term, we propose extending Demeter to
ASIC designs (such as those we present next) that solve the new sources of inefficiency
we discussed above.

However, our analysis also shows that even a massively-parallel implementation of
Demeter, G-Demeter, does not fully utilize the parallelism offered by vector operations of
HDC classification of Demeter, while also suffering from expensive copy-pasting among
registers and its inability to perform the classification efficiently on a large vector in soft-
ware.

7.3.4. DEMETER’S MEMORY ANALYSIS
To show a key source of improvement in Demeter (and an enabler for Acc-Demeter), we
compared the memory requirement of Demeter with the other food profilers. Fig. 7.6
presents the required memory for each profiler on AFS20 and AFS31.

Figure 7.6: Required memory for (a) AFS20 and (b) AFS31.

We make the following two observations. First, Demeter requires ∼33x and 36x less
memory than Kraken2 and MetaCache for AFS20 database and ∼27x and 30x less mem-
ory for them for AFS31 database, respectively. This makes Demeter the most efficient
food profiler from a memory usage perspective. Second, the reduction in memory re-
quirement for Demeter is to the extent that, for the first time, the data structure of the
food profiler can fit into a standard size memory and does not require a colossal RAM
managing further queries. This reduction is the main enabler behind Acc-Demeter. We
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conclude that Demeter is very memory efficient.

7.4. DEMETER’S PIM-ENABLED ACCELERATOR
Demeter is positioned as a platform-independent food profiling framework that uses
HDC. Demeter works with large HD vectors, is robust against errors, enjoys high par-
allelism, and exploits simple operations. These characteristics make Demeter a suitable
candidate for hardware acceleration. However, the interest behind accelerating Demeter
in a highly parallelizable and energy-efficient platform and specifically a PIM-enabled
design goes beyond being simply its suitability and is a requisite for such a platform
with two main motives.
Motivation 1: As discussed in Section 7.3.3, a software version of Demeter incurs a con-
siderable cost on copy operations among registers holding intermediate HD vectors and
classification. It also performs the classification poorly due to larger than cache HD-
RefDB and low cache hit rate. These costs diminish all the benefits of Demeter that come
from its small data structures and memory requirement. However, one can prevent this
if Demeter is implemented in hardware as they can (1) realize the shift operation for free
by only redirecting the output of each register to the next one and (2) perform the classi-
fication efficiently.
Motivation 2: A software-based implementation of Demeter still incurs a lot of unnec-
essary data movement for Steps 2 , 3 , and 4 . A hardware accelerator, especially a PIM-
enabled one, can mitigate this problem greatly.

Therefore, we propose a PIM-enabled hardware accelerator for Demeter using PCM
cells. One can accelerate Demeter using a PIM-enabled design on different memory
technologies. We choose a memristor-enabled design for three main reasons. First, it
is well-known that memristor-based memory technologies can perform vector-matrix
multiplication [410–413] using Kirchhoff’s law efficiently, making them suitable for our
design. In this work, we manage to propose a hybrid row-major/column-major data
mapping and intelligent data duplication scheme to perform encoding, classification,
and profiling efficiently on PCM devices using this operation. Other technologies than
memristors do not offer the same features for our hybrid data mapping.

Second, traditional technologies, such as non-memristor-based ones, are generally
general-purpose and cost-driven. Moreover, their design does not allow even simple cir-
cuit modifications without high penalty on the area and cost. This makes them face a lot
of pushback from the industry and unlikely to see future adoption. One of the advan-
tages of memristors over them is their high density and scalability, and previous works
show a wide range of accelerators using them.

Third, researchers already show the potential of accelerators based on emerging
technologies for other ML-based algorithms [108, 411]. Also, multiple memory tech-
nologies already exist in current sequence machines. Therefore, it is not unreasonable
to imagine one sort of these emerging memory technologies also be installed in these
machines, especially for performing ML-based algorithms such as those for base-calling
that are necessary for the sequencers [179].

In this work, we focus on PCM devices, as a member of the family of memristor de-
vices, due to our accessibility to accurate device measurements and models for these
devices and leave exploring other technologies for future research.
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7.4.1. OVERVIEW OF DEMETER’S ACCELERATOR
Fig. 7.7 shows an overview of the proposed PIM-enabled hardware accelerator for Deme-
ter, Acc-Demeter. Acc-Demeter consists of 5 key elements: 1 Item Memory (IM), 2
Encoder, 3 Associate Memory (AM), 4 Distance calculator, and 5 Controller. IM and
AM units are memory units, and we implement them as PCM arrays with their con-
trol circuitry. However, the encoder and distance calculator units are computing units
implemented as the periphery. The controller is a simple FSM designed to harmonize
the required steps of Demeter. The CPU initiates Demeter by gathering the user’s input
(Step 1 ) and then booting the controller; i.e., it sends the start command, initializes the
registers, and sets the addresses to consider for food samples and/or reference genomes
in the controller. In a nutshell, Acc-Demeter accelerates Steps 2 , 3 , and 4 of Demeter.
The controller returns the results of Step 4 to the CPU for final processing and perform-
ing the relative abundance estimation (Step 5 ). We discuss these units in more detail
next.

Controller
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Figure 7.7: Overview of Demeter’s in-memory accelerator.

7.4.2. ITEM MEMORY (IM) DESIGN
We implement our IM using PCM arrays and corresponding circuits, such as decoders.
IM stores the atomic HD vectors. Binary “0” and binary “1” in an HD vector translate to
amorphous and crystalline states, respectively. In the beginning, the user (or Demeter)
generates 4 HD vectors for each DNA alphabet in Step 1 of Demeter and stores them
in the IM. Acc-Demeter reads these atomic HD vectors from IM every time it meets a
new symbol. Once Demeter fixes the HD space, IM becomes a read-only memory. This
allows us to prevent unwanted changes to the atomic vectors.

Fig. 7.8-(A) presents the IM design. The gate enabler provides access to cells that the
row decoder activated. This way, the design of an entire array is achieved much eas-
ier, and the write/read disturbance effect is also mitigated to a great extent. However,
this design also blocks the write on a row basis and only allows column-wise program-
ming of IM. This does not complicate IM in any way because the atomic vectors are
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generated once in the beginning by the host CPU and then stored in the IM for a long
time. Note that random number generators are already well-optimized in CPUs. In ad-
dition, randomly generated values inside memristors are still in early stages [414–416],
and Acc-Demeter can be modified later to benefit from a non-intrusive (compatible)
random number generator in the future.
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Figure 7.8: (A) IM design. (B) Data Mapping and placement of atomic HD vectors in IM.

Fig. 7.8-(B) presents (1) data mapping and (2) placement of HD vectors in the IM unit.
Note that data mapping is a critical contribution of Acc-Demeter. Acc-Demeter uses a
hybrid row-major and column-major data mapping for IM and AM units, respectively.
IM enjoys a row-major data mapping for two reasons. First, a row-major data mapping
of HD vectors allows Acc-Demeter to read the cells written in one row in one cycle. This
is helpful as IM is used in the encoding procedure, which is the bottleneck. Second,
the used PCM model provides more #columns than #rows. Therefore, even if there was
a method to read column cells all at once but separately, one could only store smaller
chunks of an HD vector on that column.

An important design choice regarding IM is related to the limited size of PCM ar-
rays (512×2048 [296]). This limitation of array size (which also exists in mature memory
technologies such as DRAM) prevents us from fitting an entire large HD vector in one
row or column. Therefore, one needs to break such an HD vector into smaller chunks
and store them into separate rows. Three options exist: (1) putting the chunks in the
same array, (2) putting them in different arrays, (3) a hybrid approach. As shown in Sec-
tion 7.6, encoder is the bottleneck of our operation. Therefore, to prevent exacerbating
the overhead of the encoding procedure, IM breaks a HD vector to the largest power of
two that is smaller than the number of columns available in an array (2048 in our case)
and stores different chunks on different arrays. This is a direct tradeoff between the used
area (#arrays) and performance. Fig. 7.8-(B) also shows this placement.

7.4.3. ENCODER DESIGN
The encoder is the main compute unit of Acc-Demeter. The encoder is implemented in
the periphery of arrays and executes the binding and bundling operations via a sequence



7.4. DEMETER’S PIM-ENABLED ACCELERATOR

7

145

of commands determined by the controller. Demeter is capable of handling different
representations (Section 7.2). However, to reduce the complexity and make the design
hardware friendly, the current design of Acc-Demeter only supports binary representa-
tions. In this setup, the N-gram encoding mechanism is the most common one, which
Acc-Demeter supports. We suspect that other choices are also possible with the same
hardware or minimal changes. We leave the exploration of those designs for future work.

Based on Equation 7.2, building an N-gram requires only simple XOR and shift op-
erations. This bitwise XOR operation can be quickly computed after reading the atomic
HD vector from the IM with an XOR gate in the periphery. Note that one can also imple-
ment XOR using bitwise AND (∧) and OR (∨). However, this technique requires breaking
the XOR operations into minterms whose numbers increase exponentially. Any attempt
to reduce them, even if empirically works as in [296], will only produce approximated
results and hurt the accuracy. Although some applications can tolerate such extreme ac-
curacy loss, food profiling cannot. Note that the 2-minterm based encoding in [296] also
affects the sparsity of N-grams (acknowledged in the paper) and limits the size of the
N-gram. However, this is not the case in Acc-Demeter because all the operations accu-
rately use XOR gates. This way, Acc-Demeter can benefit from larger N-grams and does
not hurt the density of the HD vectors. As discussed in Section 7.3.3, the shift operation
can quickly become a bottleneck for large HD vectors and strings in a software-based
implementation. However, this does not happen here since Acc-Demeter realizes the
shift for free by simply redirecting each Flip-Flop (FF)’s stored value to the neighboring
one every clock cycle. Fig. 7.9 depicts a schematic illustration of the encoder unit.

IM

. . .

. . .

. . .

Encoder

Binder

Bundler

Encoder

Binder

Bundler

Figure 7.9: Encoder components and schematic.

From the hardware perspective, the encoder distinguishes the binding and bundling
components completely. For the binding, the SA reads out the value from IM to one in-
put of an XOR gate and uses the previously stored value of neighbor FFs as the second
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input. The encoder then stores the results in a buffer and repeats the procedure. This de-
sign choice provides Acc-Demeter with the cascaded logical operations, with minimum
changes to the memory array, and prevents any write back and pressuring the endurance
of the PCM substrates. The encoder performs this sequence N times (enforced by the
signals from the controller) to build an N-gram. After it finishes creating one N-gram,
it passes the N-gram to the bundler unit, resets the buffer, and starts building the next
N-gram until it hits either the last character of the input or set limit per final HD vector.

The bundler takes N-grams and adds them to a global HD vector that presents each
position with a counter instead of only one bit per position. It then repeats this operation
for M N-grams. Finally, the bundler applies a threshold (T) and makes a final binary HD
vector representing all the processed characters while building this vector. At this point,
the encoder is done. It passes the results to be stored as prototype HD vectors or used as
query HD vector in AM and resets both the integer-based and binary HD vectors.

7.4.4. ASSOCIATE MEMORY (AM) DESIGN

The AM unit is implemented using PCM arrays and their corresponding circuitry, simi-
lar to the IM unit. This unit takes the output of the encoding mechanism (an HD vector)
as input. Although the AM and the IM can technically be combined, Acc-Demeter con-
siders separate hardware for three reasons. First, these units serve in subsequent and
completely different steps in a profiling pipeline, naming encoding, and classification
step. Such a distinct separation enables building a pipeline for them. Second, row-major
and column-major data mapping in IM and introduce different parallelism opportuni-
ties for encoding and classification steps of a profiling pipeline, respectively. Row-major
data mapping of IM parallelizes encoding of all bits in a single HD vector in each clock
cycle. On the other hand, column-major mapping of parallelizes the similarity check of
one query HD vector with all prototype HD vectors stored vertically in at that clock cy-
cle. Third, separate hardware helps us to simplify IM design by using sense amplifiers
instead of ADCs. Doing so brings various benefits in terms of area saving, energy con-
sumption, and read-out time. Note that ADCs are usually the bottleneck of a memristor-
based memory in terms of energy, area, and time [90] and that is why one only uses them
when VMM or other logical operations such as Scouting Logic [106] are necessary.

Equation 7.3 shows that for the classification, we need to count the differences be-
tween the query HD vector and each prototype HD vector and then decide whether or
not it can belong to the corresponding class. Although one can realize this in hardware
by performing XNOR operation between the two vectors followed by a pop-count op-
eration all in the periphery, such design comes with two drawbacks: (1) it requires the
pop-count operation even after the XNOR, which introduces enormous area cost and
significant delay (log2D + 1 cycles [389]), and (2) the AM unit, similar to the IM, only
allows to write columns, not the rows. Since prototype HD vectors are not known from
the beginning (unlike atomic HD vectors), this limitation forces us to save them all in
another extra unit first and then write them back on a row basis. This is again inefficient.

However, Acc-Demeter proposes a new column-major data mapping and intelligent
data duplication for this unit and exploits the characteristics of the PCM substrate to
solve all these problems for HDC-based classification. It is well-known that memristor-
based memory technologies can perform vector-matrix multiplication [410–413]. There-
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fore, Acc-Demeter implements the required XNOR and following pop-count operations
in Equation 7.3 in four steps, three of which happen in the unit and the last one in the
Similarity Check unit.

Step 1: Acc-Demeter stores one prototype HD vector (or a chunk of one HD vector) in
one column and its complement in the same column number of a second array. Fig. 7.10-
A shows their placement in the AM unit. Step 2: Acc-Demeter applies the query HD
vector (Q) to the rows of the first array and the complement of the query HD vector (Q̄)
to the rows of the second array with complement prototype HD vectors (Ps), shown in
Fig. 7.10-B. Step 3: Acc-Demeter enables columns consecutively and effectively read out
the number of ones in Q.P and Q̄.P̄ in ADCs of each array. This way, it performs two
vector-matrix multiplications using Kirchhoff’s law, one between Q and all Ps in the first
array and one between Q̄ and all P̄ s. Section 7.4.5 describes Step 4 that realizes XNOR
and pop-count operation simultaneously. Fig. 7.10-B presents a high-level illustration of
AM design.

Similar to the case in IM, the limited array size of PCM substrates also prevents Acc-
Demeter from storing a full HD vector in one row or column of AM. To reduce the re-
quired area, and since the encoding is the bottleneck and not the classification (Sec-
tion 7.6), in the AM, unlike IM, Acc-Demeter stores the chunks of HD vectors in the
same array. Fig. 7.10-A takes a color-coding approach and depicts the way Acc-Demeter
breaks prototype HD vectors into multiple chunks and stores them in columns of AM in
and among tiles. It is worth noting that Acc-Demeter only writes to the PCM cells once in
both IM and AM units unless either the configuration file in Step 1 or the user the default
reference genome database in Step 2 changes. This prevents many writes to the devices,
which still have limited endurance compared to traditional memory technologies.

7.4.5. SIMILARITY CHECK HARDWARE

The similarity check unit is a small computing unit that takes the two ADCs’ output of
similar columns from the two crossbars and adds them together (Step 4). Fig. 7.10-C
depicts all the logic for this unit. The output of this unit is the results of XNOR and pop-
count together. At this stage, the similarity check unit sends the results out to the host
CPU to determine whether the similarity is close to the threshold and should be con-
sidered in the abundance estimation ( 4 -b, and 5 ). The reason behind sending the re-
sults out instead of a winner-take-all (WTA) circuit used in previous works [296, 417] is
two-folded. First, a WTA circuit assumes that the query matches one and only one pro-
totype HD vector. However, as discussed in Section 7.2.4 and 7.2.5, this is not always
the case when profiling the genomics data. Second, the relative abundance estimation
techniques (Step 5 in Fig. 7.1), although simple, require more complex and area-hungry
logic circuits, which Acc-Demeter aims to avoid whenever possible. Therefore, since the
results will be analyzed outside the PCM-substrate anyway and transferring such small
data can be easily handled by interconnects between the host and Acc-Demeter, Acc-
Demeter relies on the host CPU to perform the final steps of Demeter. Note that the host
is aware of prototype HD vectors’ mappings.
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Figure 7.10: (A) Data mapping and placement of prototype HD vectors in , (B) High-level
design, and (C) Partial hardware for Similarity Check unit.
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7.4.6. CONTROLLER UNIT
The controller orchestrates all the operations of Acc-Demeter by generating control sig-
nals for other components. It gets the start signal and the address of food samples (or
reference genomes) in the memory as its inputs. The controller outputs the results of
the similarity check unit back to the host for final steps. The controller is designed as a
simple FSM machine and operates based on parameters set in Step 1 .

7.5. SYSTEM INTEGRATION OF ACC-DEMETER
This section discussed Acc-Demeter’s system integration stack that enables it to operate
with the host processing system.

7.5.1. ADDRESS TRANSLATION
Acc-Demeter works with physical addresses, instead of virtual ones, and is relieved of
address translation challenges that exist and dealt with in previous works [418, 419]. The
CPU host uses the same translation lookaside buffer (TLB) lookup mechanism that exist
for normal load/store operations to translate instructions’s virtual memory addresses
into their physical addresses when we have a Acc-Demeter’s instruction.

7.5.2. COHERENCE
Acc-Demeter may require modified and/or generated atomic vectors (for the IM units)
or loaded prototype vectors (for the AM units). Similar to previous works [372, 420, 421],
ensuring that data for Acc-Demeter is up-to-date is a responsibility for programmers and
can be achieved easily by flushing cache lines. Acc-Demeter is also capable of leveraging
previous PIM coherence optimizations [422, 423] for further performance improvement.

7.5.3. INTERRUPTS
We assume that the pages required by Acc-Demeter’s AM and IM units are already
present. When this is not the case, we rely on the conventional mechanisms for han-
dling the page faults to place this data into the correct arrays. Therefore, Acc-Demeter
does not face page fault during the execution of food profiling since pages used by
Acc-Demeter are already loaded and pinned into AM and IM units. Acc-Demeter may,
however, face an interrupt during a context switch. In such cases, the context of the
control unit in Acc-Demeter will be saved and then restored when the profiler resumes.

7.5.4. ISA EXTENSIONS AND PROGRAMMING INTERFACE
An expressive and efficient programming interface is a must for Acc-Demeter as it di-
rectly impacts the usability of Demeter framework. To enable easy communication be-
tween Acc-Demeter and the programmer, we envision to extend the ISA with a few in-
structions to allow the control unit knows about the required operations, their timing,
and the place where data objects reside in IM and AM units. ISA extension is possible
due to the unused opcode space in the host CPU, and has also been adopted in previous
PIM-related architectures [93, 418].

Acc-Demeter requires 2 types of instructions: (1) bbop_init address, size, n: initial-
ization of IM and AM units and (2) bbop_op size, n: instructions for performing differ-
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ent operations in Acc-Demeter. bbop_init is the initialization instruction that informs
the OS that the memory object is for Acc-Demeter. This way, the OS performs virtual-
to-physical memory mapping required for AM and IM units. bbop_init takes the base
physical address, the size of the vector, and the intended value. For Acc-Demeter’s op-
erations, we extend the CPU ISA with bbop_op. Acc-Demeter utilizes an array-based
computation model, i.e., src and dst are the source and destination arrays. bbop_op
is the opcode, where size and n are #elements in the array and #bits in each array ele-
ment, respectively. This chapter assumes that the programmer will write suitable code
for Acc-Demeter operations manually. We summarized the required CPU ISA extensions
for these operations in Table 7.1.

Type ISA Format

Initialization bbop_init, address, size, n
Input Operation bbop_op, size, n

Table 7.1: Acc-Demeter ISA Extensions.

7.6. ACC-DEMETER’S EVALUATION

7.6.1. METHODOLOGY
We emulate the execution of Acc-Demeter using a cycle-accurate RTL model and syn-
thesized it using UMC 65 nm technology node in Synopsys Design Compiler [331]. We
verify the correct behavior of our memory model using test benches and previous in-
memory simulators [296, 411]. We consider a typical operation condition of temperature
25°and voltage 1.2V when evaluating our energy consumption. All the experiments for
the PCM-based Acc-Demeter are carried out based on PCM statistical models that cap-
ture the variations in the spatiotemporal conductivity of the devices. PCM prototypes
and analytical models used for validation and further simulations are based on the re-
sults of EU project MNEMOSENE [333], led and concluded by TU Delft in 2020. Table 7.2
shows the other parameters of our PCM crossbars.

Technology PCM (512*2048 @1bit), Cell Size = 50 F 2

Current on Conducting Devices 0.1µA
Read Voltage 0.1 V
Read/Write Latency Read=2.8 ns, write=100 ns
ADC 9 bits resolution, 2 ns, 4 pJ per sample

Table 7.2: PCM configuration.

7.6.2. ACC-DEMETER’S PERFORMANCE ANALYSIS
This section compares the performance of SotA profilers compared to Acc-Demeter, our
PIM-enabled accelerator design of Demeter.

BUILD TIME.
Fig. 7.11 shows the build time that each profiler takes to build its initial data structure for
two reference databases AFS20 and AFS31.
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Figure 7.11: Build time on (a) AFS20 and (b) AFS31.

We make two observations. First, Acc-Demeter has the lowest build time among
all previous food profilers. Acc-Demeter builds HD-RefDB corresponding to AFS20 and
AFS31 ∼3.2x and 2.8x faster, respectively than MetaCache, the next fastest profiler. Un-
like previous HDC-based methods that are faster than their ML competitors due to the
one-shot learning ability of HDC paradigm, Acc-Demeter outperforms SotA profilers
due to its highly parallelized performance and simple operations being performed on
Acc-Demeter’s hardware. SotA food profilers parse the reference genomes only once,
and the one-shot learning of Demeter is not particularly advantageous.

Second, CLARK exceeds the 500 GB memory of the system when running it for AFS31.
This is in line with observations in [212]. Therefore, we excluded it from all analyses re-
garding AFS31 from now on. This case shows an excellent example of where metage-
nomic profilers, whereas good for lengthy and costly studies, may not be applicable for
the scenario of food profiling and later food analysis and monitoring.

QUERY TIME.
Fig. 7.12 presents the time that each profiler takes to query one (short) read from the
query food sample and classify its specie(s) over AFS20 and AFS31.

We make two key observations. Acc-Demeter improves the query time by ∼74x/88x
and 272x/350x compared to Kraken2 and MetaCache, respectively, on AFS20/AFS31.
This shows that the acceleration of Demeter pays off and finally makes Demeter not only
an accurate but also a fast food profiler.

Second, the query time for Acc-Demeter remains almost the same for both databases
and does not change much. We further investigate this and realize a bottleneck shift:
Step 5 or abundance estimation that is being performed inside the CPU is now the
bottleneck of Acc-Demeter. This happens because of the high-frequency Acc-Demeter
achieved. However, this contrasts with other profilers that spend most of their time
querying their massive data structure.

QUERY THROUGHPUT.
Fig. 7.13 shows the throughput of different profilers over AFS20 and ASF31.
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Figure 7.12: Query time on (a) AFS20 and (b) AFS31.
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We make two observations. First, Acc-Demeter provides throughput improvement of
∼192x and 232x for both AFS20 and AFS31, respectively, compared to Kraken2, the sec-
ond food profiler regarding throughput. This more remarkable improvement in through-
put than query time results from Acc-Demeter’s ability to classify one query read in par-
allel with the encoding of the following query. Note that the throughput analysis of the
previous profiler does not consider the time for loading their data structure. Second,
similar to the query time, throughput is almost the same regardless of the database due
to the bottleneck shift. We conclude that Acc-Demeter significantly outperforms all four
SotA baselines for all performance metrics.

Figure 7.13: Query throughput on (a) AFS20 and (b) AFS31.

7.6.3. ACC-DEMETER’S POWER AND AREA ANALYSIS

Table 7.3 provides the area and energy consumption breakdown of different components
in Acc-Demeter per query on AFS31.

Unit Area (mm2) Area (%) Energy (n j ) Energy (%)

IM 0.07 3.1 1.179E-06 7.4
Encoder 1.375 78.3 1.43E-05 90.6

AM 0.15 8.4 2.47E-07 1.56
Similarity 0.1815 10.2 6.91E-08 0.4

Table 7.3: Area and power breakdown of Acc-Demeter.
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We make two observations. First, the logic for the encoder unit is the most energy
and area hungry unit among all others, more than 90% and 78% energy and area of the
whole Acc-Demeter. This is expected because (1) the encoder consists of many CMOS
circuits whereas AM and IM are small memory units with PCM technology and (2) the
encoder is in the heart of all operations in Demeter, and we spend most of our time in
this unit. We argue that this amount of logic around our array is still justifiable. Second,
compared to the die area in an Intel Xeon E5-2697 CPU [424], Acc-Demeter only has an
area overhead of less than 2%. We conclude that Acc-Demeter is low-cost in terms of die
area.

Our evaluations show that Acc-Demeter is capable of performing 9.45Mbp query per
joule. Unfortunately, measuring the energy consumption of other profilers and having
an apple-to-apple comparison between the energy consumption of this method with
other ones is hard. However, Merelli et al. [425, 426] show that running Kraken2 with
querying an even smaller data structure built from a reduced reference genome dataset,

minikraken [425, 427], can incur more energy (maximum of 0.6 Mbp
j ). This consider-

able difference happens because of three reasons: (1) Kraken2 queries a more complex
data structure compared to Acc-Demeter and requires more complex operations, (2)
Kraken2 queries a bigger data structure for its query, and (3) Kraken2 incurs significant
data movement between the memory and the processing unit. All of these limitations
exist in similar forms in CLARK and MetaCache. We conclude that Acc-Demeter is more
energy-efficient than all four SotA baselines.

7.7. DISCUSSIONS AND FUTURE WORKS
Capacity. We define the capacity of Demeter as the ratio between the number of ref-
erence genomes encoded as prototype HD vectors to the size of HD space for a com-
petitive profiling accuracy target. The higher #prototype HD vectors are, the bigger ca-
pacity is needed, resulting in bigger HD space and lower efficiency. Therefore, if one
uses Demeter, as is, as a metagenomics profiler, they cannot expect similar improve-
ments compared to SotA metagenomics profilers (e.g., Kraken2, on those datasets. We
are currently investigating the additional techniques to enable Demeter for those cases
as well. However, we leave further analysis of required changes to Demeter for support-
ing metagenomics profiling or other profiling studies with many reference genomes for
future work.
Supported functions and representations. As discussed (Sections 7.1.3, 7.2, and 7.4),
Acc-Demeter currently supports only binary representations and N-gram encoding
mechanism. This is a design choice made for simplicity and is based on acceptable
accuracy results of the software version. We leave the hardware for other encoding
mechanisms and data representations for future work.

7.8. CONCLUSION
This chapter introduces Demeter, the first framework that enables profiling of food sam-
ples via HDC whereas strictly meeting the accuracy of state-of-the-art profilers. Demeter
uses a five-step approach to enable species-level profiling using HDC. This chapter also
introduces the first PCM-baed PIM-enabled hardware accelerator, called Acc-Demeter.
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We evaluate Demeter on software and Acc-Demeter using a cycle-accurate model based
on a small-scale PCM-based prototype. We design Demeter and Acc-Demeter to (1) ad-
dress the key challenge of HDC-systems when facing a massive input, (2) eliminate the
need for a powerful machine with very large memories, and (3) prevent unnecessary
data movement between memory and processing units and therefore prevent wasting
time and energy. We achieve significant performance and energy benefits over the SotA
CPU implementations whereas achieving the same accuracy. We hope that future work
builds on top of our framework and its hardware and extends it to further improve our
food profiling systems.





8
KRAKENONMEM: A

MEMRISTOR-AUGMENTED

HW/SW FRAMEWORK FOR

TAXONOMIC PROFILING

State-of-the-art taxonomic profilers that comprise the first step in larger-context metage-
nomic studies have proven to be computationally intensive, i.e., while accurate, they come
at the cost of high latency and energy consumption. Table Lookup operation is a primary
bottleneck of today’s profilers. In this chapter, we first propose TL-PIM, a hardware acceler-
ator based on the processing-in-memory (PIM) paradigm to accelerate Table Lookup. TL-
PIM leverages the in-memory compute capability of emerging memory technologies along
with intelligent data mapping. Then, we integrate TL-PIM into Kraken2, a state-of-the-art
metagenomic profiler, and build an HW/SW co-designed profiler, called KrakenOnMem.
Results from a silicon-based prototype of our emerging memory validate the design and
required operations on a smaller scale. Our large-scale calibrated simulations show that
KrakenOnMem can provide an average of 61.3% speedup compared to original Kraken2
for end-to-end profiling. Additionally, our design improves the energy consumption by
orders of magnitude compared to the original Kraken2 while incurring a negligible area
overhead.

This chapter is partially based on the candidate’s work [121].
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As discussed in Section 2.2.1, taxonomic profiling determines the relative abundance
of existing species in a (biological) sample under study. It constitutes the first and most
compute-intensive step of larger-context metagenomic studies (metagenomics for
short). The goal of metagenomics is to better understand the role of each organism in
our environment to improve our quality of life, e.g., by enhancing drugs [11]. The ability
to improve the performance of taxonomic profilers will, therefore, have a huge impact
on the overall speed of metagenomic studies and will remain a crucial line of research
for decades to come.

Many recent works have improved the speed and/or accuracy of taxonomic profiling
by various means, e.g., directly as heuristics in pre- and post-processing steps of pro-
filing [192, 407], indirectly as pre-alignment filters [186] or innovative hardware designs
for alignment [428–430]. However, the memory bandwidth and the (limited) cache ca-
pacities remain the two main bottlenecks even in these approaches [193, 212]. This is
because Table Lookup (i.e., key matching and label retrieval) is a critical kernel in today’s
profilers and it is performed on data structures that are hundreds of gigabytes in size that
cannot fit in caches of even high-performance computing (HPC) servers [193, 204, 244].
Note that it is also estimated that the working datasets that metagenomic studies should
deal with scale faster than those produced by YouTube and Twitter by 2025 [25–27, 244],
exacerbating this problem. Consequently, we need a fast, energy-efficient, scalable, and
yet accurate design for taxonomic profilers (with an emphasis on their bottlenecks) to
expedite the metagenomic studies and keep up with the fast data generation rate.

Our goal is to build the first hardware/software co-designed framework for taxo-
nomic profiling that exploits real memristor (i.e., STT-MRAM) devices and the process-
ing in-memory (PIM) paradigm. Using the PIM paradigm helps to prevent the high
cost of data movement between memory and different levels of caches by performing
the bottlenecked operations completely inside the memory, where the data resides. An
in-memory solution can also scale up the active computational units without the need
for expensive scale-up in the computational units of the server. To this end, we pro-
pose KrakenOnMem, an optimized framework for accelerating Kraken21 that notably
improves execution time and energy consumption of taxonomic profiling with a neg-
ligible area overhead. KrakenOnMem is based on two main observations: (1) reference
genomes rarely change, and (2) memristors are inherently capable of performing Vector-
Matrix Multiplication (VMM). KrakenOnMem exploits these observations and addresses
the bottlenecks of Kraken2 (and many other profilers), Table Lookup, using a memristor-
based substrate, called TL-PIM hereafter. We perform an extensive design exploration
for (1) data mapping, (2) logical operations, (3) array sizes, and (4) peripheral supports
to optimize TL-PIM for Table Lookup and KrakenOnMem for taxonomic profiling based
on Kraken2’s algorithm. Our evaluations show that KrakenOnMem can provide up to
61.3% end-to-end speedup compared to the original Kraken2 implementation.

This chapter makes the following contributions:

• To our knowledge, KrakenOnMem is the first HW/SW co-designed framework to
accelerate taxonomic profiling using memristor devices and the PIM paradigm.
We design KrakenOnMem to target the key bottleneck of SotA taxonomic profilers.

1Kraken2 is currently the most widely-used and one of the most promising taxonomic profilers based on recent
metagenomics challenges.
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• We propose TL-PIM, an in-memory accelerator that executes Table Lookup effi-
ciently using an intelligent data duplication and hybrid row-major and column-
major data mapping. TL-PIM is designed to harvest the maximum parallelism and
performance of the underlying hardware (Section 8.2).

• We rigorously compared TL-PIM and KrakenOnMem to (1) Kraken2 (open-
sourced) as a SotA profiler and (2) Optimized Sieve as the latest in-memory
accelerator2. We use a real small-scale prototype to validate our memory design.
Our large-scale evaluations show that TL-PIM achieves an average 1386× and
111× speedup for Table Lookup operation compared to Kraken2 and Sieve,
respectively. To capture the full potential of KrakenOnMem, we also perform
a second set of analyses for end-to-end taxonomic profiling. KrakenOnMem
achieves 61.3% and 1.17% speedup compared to Kraken2 and Sieve, respectively,
for end-to-end taxonomic profiling. These improvements all come with the same
level of accuracy as Kraken2 (Section 8.5).

• We investigate the possibility to adopt our designs in future (or non-heuristic-
based) taxonomic profilers. TL-PIM integrated into Metalign, a SotA alignment-
based taxonomic profiler, shows a 23.01% improvement for end-to-end profiling
compared to original Metalign. This is achieved despite the fact that the bottle-
neck of Metalign does not lay on Table Lookup (Section 8.5).

8.1. MOTIVATION
In this section, we investigate the potential bottlenecks in Kraken2 and limitations of
previous solutions for taxonomic profiling.

8.1.1. KRAKEN2’S EXECUTION BREAKDOWN

Methodology. We evaluate Kraken2 on a high-end server and measure the execution
time of separate functions for end-to-end profiling of our input files. We use the default
parameters of the tool for our study. Query reads come from the CAMI challenge, and
Kraken2’s standard (default) reference genome dataset is used for the references. We
detail our evaluation methodology further in Section 8.4.
Results & Analysis. Fig. 8.1 depicts the percentage breakdown regarding execution time
of Kraken2. We classify the various functions of Kraken2’s implementation [431] into four
main groups: (1) Building Taxonomy Tree, (2) Key Extraction, (3) Table Lookup, (4) Pro-
filing. The building taxonomy tree function is run only once for each reference genome
database. This function does not exist in the profiling phase and can be considered as
a pre-processing function. We included the breakdown to show the relative time pro-
portion to other frequently run functions. The key extraction function is responsible for
reading the query files, extracting minimizers, performing hash functions, and produc-
ing the keys. The Table Lookup function tests each query key against all the keys in the
table and returns the associate value (label) if it finds a match. The profiling function

2Sieve is a SotA k-mer (a substring of length k) matching accelerator that we tuned for a similar profiling ap-
proach.
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is responsible for aggregating the results of the Table Lookup function and performs the
final profiling processes alongside writing the data to a file.

0 20 40 60 80 100

Building Taxonomy Tree

Key Extraction

(Hash) Table Lookup

Profiling

Figure 8.1: Kraken2’s Execution Time Breakdown.

Based on Fig. 8.1, Kraken2 spends more than 60% of its total execution time on per-
forming the Table Lookup function. Therefore, Table Lookup is currently the bottleneck
of Kraken2 as a SotA taxonomic profiler. Our evaluations show that this humongous
share does not change significantly as we increase the number of active threads in the
system and Table Lookup remains the bottleneck of Kraken2.

Moreover, it is important to note that increasing the available memory bandwidth
does not improve the performance of Kraken2 significantly [244]. This is simply because
memory bandwidth is highly underutilized in the Table Lookup function as miss status
holding registers (MSHR) in caches will be used up quickly and prevent using the mem-
ory bandwidth fully. Using cores with more MSHRs (e.g., Broadwell cores) is also not
a suitable solution as they come with massive energy consumption (i.e., cost) and still
waste DRAM bandwidth as Kraken2 still uses a small number of the retrieved cache lines
for each Table Lookup [244].

We conclude that Table Lookup is currently the bottleneck in SotA Kraken2 profiler
and will likely remain the main bottleneck of future non-alignment-based profilers for
the same reasons unless hardware support is provided or profilers experience a cost-
efficient, dramatic algorithmic change.

8.1.2. LIMITATION OF PREVIOUS PIM-ENABLED DESIGNS
A recent work, Sieve [244], proposes a high-throughput k-mer matching mechanism
that uses in-DRAM processing. Sieve presents an Early Termination Mechanism (ETM)
method that can interrupt the matching procedure of two k-mers as soon as the first mis-
match occurs. This way Sieve can reduce the row activation required for its matching
mechanism and reduce the latency and energy overheads compared to a naive imple-
mentation for k-mer matching. Technically, one can perform a Table Lookup function
using Sieve’s matching mechanism with a simple value retrieval approach. Therefore, it
is reasonable to consider such an approach a suitable candidate for accelerating taxo-
nomic profilers.

However, Sieve comes with four main limitations. First, high and unacceptable area
overhead for a DRAM chip. Sieve requires up to 10.75% for its type III design which
achieves the highest performance. Since DRAM chips are optimized for die area, this
makes Sieve unlikely to be adopted in future systems. We compare Sieve’s area with the
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proposal in Section 8.5.2. Second, Sieve requires considerable data duplication and high
#writes for vertical placement of each query k-mer and its duplicates inside group pat-
terns in Region 1 defined in the original manuscript. Based on the examples provided
in the original manuscript [244], this can be up to 4× higher than the actual number of
query k-mers. Since query k-mers are extracted directly from reads/queries and vary per
input sample, this is not a one-time cost and cannot be justified. Moreover, although
the chosen memory technology in Sieve, namely DRAM, does not suffer from the en-
durance problem, such a decision still comes with endurance problems and a high cost
(energy consumption and time) for each query. This limitation also prevents applying
ideas presented by Sieve to emerging memory technologies that still suffer from low en-
durance. Third, Sieve only builds on DRAM as its underlying PIM infrastructure. Sieve
justifies this by the technology maturity, availability of simulation tools, and cost advan-
tages compared to SRAM. However, it left out exploring NVM-based technologies en-
tirely. Such memory technologies have been the focus of many recent accelerators since
they enjoy non-volatility, high-density, near-zero standby power, and low-cost logical
operations [179, 432]. Fourth, Sieve incurs a significant amount of internal data move-
ment associated with the multi-row activation needed for matching. This is unavoidable
because Sieve requires copying the operand rows to designated ones.

We argue that Sieve’s limitations are more than what can be expected for the cost of
a taxonomic profiler preventing it from being adopted in future systems. Sieve’s limita-
tions and our experimental observations motivate us to develop an in-situ Table Lookup
accelerator integrated with a host processing unit that accelerates taxonomic profiling.
Our design has four key objectives: (1) It should provide high Table Lookup performance.
(2). It should scale linearly with the required memory for Kraken2, rather than the pa-
rameters of the (hash) table. (3) It should not impose any significant overheads for its
additional hardware, such as logic circuits in the periphery. (4) It should incur minimum
#writes, data movement, and data duplication.

8.2. KRAKENONMEM DESIGN

The low arithmetic intensity and high energy inefficiency of Table Lookup, the primary
bottlenecks in Kraken2, limit the maximum attainable performance and increase the
energy consumption on server clusters typically used for profiling. This sub-optimal
performance and energy consumption happens for three reasons. First, the extensive
indexes used for taxonomic profiling. Second, irregular memory access and poor cache
hit rate of profilers. Third, unnecessary data movement between memory (where the
indexes initially reside) and the system’s rigid cache hierarchy. In a nutshell, taxonomic
profilers that use Table Lookup do not fully utilize the available bandwidth of memory
systems [244] for their operation. We mitigate this problem by proposing a PIM-enabled
accelerator for Table Lookup using memristor devices. We call this design TL-PIM here-
after. We integrate TL-PIM into a full system and propose an HW/SW co-designed frame-
work for taxonomic profiling based on Kraken2’s algorithm. This framework is called
KrakenOnMem henceforth.



8

162 8. KRAKENONMEM

8.2.1. A HIGH-LEVEL OVERVIEW

Fig. 8.2 presents a high-level overview of our entire KrakenOnMem framework, i.e.,
TL-PIM and its integration with the host CPU and storage unit. KrakenOnMem consists
of 4 main components: 1 Host CPU, 2 Main Memory, 3 Storage, and 4 TL-PIM.
Current taxonomic profilers share the first three components with KrakenOnMem, i.e.,
KrakenOnMem only adds TL-PIM.
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Figure 8.2: An Overview of KrakenOnMem.

Host CPU is responsible for the non-bottleneck steps of Kraken2. This includes 1
building the reference (hash) table, 2 loading the reference table into TL-PIM, 3 reading
the query read sequences from Fastq files and generating keys (e.g., extracting minimiz-
ers and calculating the hash values), and 7 aggregating the retrieved taxonomic labels as
the profiling result. Host CPU also sends the keys to TL-PIM ( 4 ) and receives the results
back from the TL-PIM ( 6 ).

TL-PIM accelerates Table Lookup 5 (the bottleneck) and subsequently helps the
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overall performance and energy consumption. TL-PIM itself consists of 3 key compo-
nents: (1) Key-Arrays: Memory arrays for matching units 1 , (2) LCA-Arrays: Memory
arrays for taxonomic labels retrieval 2 , and (3) Controller 3 . Memory arrays are
memristor arrays and their periphery circuits.

When designing the matching and retrieval units of TL-PIM, a designer faces three
highly-correlated design choices and challenges, namely (1) data mapping, (2) matching
mechanism, and (3) additional required hardware resources. For data mapping, TL-PIM
should choose among possible options:

• Data layout: Row-major vs. Column-major

• Data distribution (i.e., keys or labels for queries or references): inter arrays vs. intra
arrays vs. near arrays3

For the matching mechanism and its place, TL-PIM again have several options to choose
from:

• Inside an array (e.g., using MAGIC [107] or other stateless methods)

• Outside the array but inside peripheries such as Sense Amplifiers (SAs) or Analoge
Analog-to-Digital Converter (ADCs) (e.g., Pinatubo [87] or other stateful methods)

• Outside but near the array using simple logic after SAs (e.g., XOR and shift registers)

• A hybrid of previous options

Finally, TL-PIM should consider the required additional hardware resources for the
matching or retrieval. These resources are for:

• The general control flow logic

• Modified peripheries (SAs or ADCs in the case of scouting or VMM operation)

• Fine-grained and complex control logic for analog operations in stateless mechanisms

We consider all possible (and logical) combinations of such design choices.
KrakenOnMem is built based on the most efficient designs for each component and we
discuss the reasonings in Sections 8.2.2 and 8.2.3. The controller is the brain of TL-PIM
and orchestrates all necessary operations (Section 8.2.4). All components are highly
efficient regarding their performance, area, and power. We discuss these in detail in
Section 8.5.

3The inter-array distribution is defined as when data (keys or LCA labels) is stored in a single memory array.
On the other hand, the intra-array distribution is when query- and reference-related data is stored in differ-
ent/separate memory arrays. The case for near array data distribution happens when either query keys/labels
or reference keys/labels are in a separate buffer next to the memory array that stores the other.
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8.2.2. TL-PIM: MATCHING MECHANISM
For matching a query and reference in memory arrays, previous works took three main
approaches:

1. Approach 1:

(a) Store both (or at least the reference) inside the memory

(b) Read out the stored values

(c) Perform an XOR/XNOR using logical gates

(d) Perform a pop-count to determine the exact match

2. Approach 2:

(a) Store both inside the memory

(b) Read them into a modified SAs/ADCs to perform XOR/XNOR (e.g., Ambit [93]
for DRAM, Pinatubo [87] for memristors)

(c) Perform a pop-count on the output of SAs/ADCs

3. Approach 3:

(a) Store both inside the memory

(b) Perform XOR/XNOR inside the memory using analog computing (e.g.,
MAGIC [107])

(c) Read out the result

(d) Perform a pop-count

Unfortunately, all these techniques have one or more shortcomings in matching two
short sub-strings or keys. We provide two examples of the inefficiency of these meth-
ods. First, storing queries inside memory incurs unnecessary write operations that take
time, waste energy, and hurt endurance. Note that the query keys will change every time
one wants to profile a new metagenomic sample exacerbating the problem. Second, the
necessary logical gates to perform the pop-count operation after having the results of
XOR/XNOR are energy and area inefficient (e.g., a tree of logical OR gates) or time inef-
ficient (e.g., shift registers and counters), depending on the implementation. Note that,
as also stated in previous works [90, 296], the additional logic units in peripheries are
already responsible for most of the energy and area consumption of the whole design.

We propose a 1-cycle key matching (XNOR and pop-count in one cycle) using mem-
ristor devices in a typical memory array structure to mitigate previous shortcomings
without introducing a customized memory layout. We exploit the inherent capability
of memristor-based memory arrays for performing VMM operations. We also exploit
the fact that the XNOR of two keys (k1⊙k2) is functionally equivalent to k1.k2+ k̄1.k̄2.
Therefore, one can use a column-major data mapping to achieve the intended opera-
tions. We call these memory units Key-Arrays hereafter.

The VMM function takes the query key and its complement as the input vector and
a matrix of reference keys each placed with their complements in a single column as
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the input matrix. Fig. 8.3 demonstrates the placement of input vector and one column
of input matrix. Subsequently, by performing VMM operation and reading the results
out using an SA that uses a customized reference voltage, one can perform the pop-
count of (k1|k̄1) . (k2|k̄2) of multiple reference keys with a query key in one cycle. For
this purpose, the reference of SA is set to recognize any current higher than length (key)
as logical 1 and lower currents as logical 0. This way, a 1 in the output of an SA shows a
match between the query key and the reference key in the same column, and a 0 shows
a mismatch.
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Figure 8.3: Matcher.

There are three points worth mentioning regarding our proposal. First, this method
doubles the required memory cells for reference keys. However, as our evaluations in
Section 8.5 and analysis in Section 8.1 show, our approach brings even further perfor-
mance improvement than doubling (1) the whole available bandwidth and (2) compute
power in the baselines. Additionally, a quick analysis of Kraken2 shows that reference
keys are the smaller part of the hash table.

Second, unlike previous designs that require ADCs for their VMM operation, our
method works with SAs. This simplification is because a Key-Array does not need to per-
form a complete VMM and get the exact number. We are simply interested in whether
there is a match at all positions (which produces a current equal to the length of a key).
ADCs represent a significant area overhead compared to the memory cells [90, 108].
Therefore, the current design overcomes a critical source of inefficiency if someone re-
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places this design with those in previous works.
Third, in theory, the same results can be achieved using CAMs (but not TCAMs).

However, using CAMs instead of our design have two main limitations TL-PIM aims to
prevent: (1) The memory cells in a CAMs are different and fixed and cannot be recon-
figured for other types of memory arrays (like those we use for taxonomic retrieval in
Section 8.2.3). In other words, one cannot reuse Key-Arrays for other memory units if
they use CAMs for matching. Such a choice limits the design, for example, for a case
where one wants to support and load different reference tables; (2) CAMs require more
complex controllers due to their different cell designs. Our design does not change the
control circuits other than we already have in typical memories.

8.2.3. TL-PIM: TAXONOMIC RETRIEVAL
After finding a match between a query key and one of the stored reference keys in Key-
Arrays, TL-PIM needs to retrieve the corresponding taxonomic label and send it back to
the host CPU. LCA-Arrays are the memory units that store taxonomic labels. A LCA-Array
uses row-major data mapping to store the labels. This way, it can retrieve the full label by
only reading one row, which is impossible with a column-major mapping. In addition,
LCA-Array applies a revised data mapping allowing the design to retrieve the label in 1
cycle. This mapping is due to the limitation of shared SAs among columns in emerging
memories. Fig. 8.4 shows the proposed interleaved, row-major data mapping for each
LCA-Array.

. . .

1st bit of LCA(1)

1st bit of LCA(2)

Last bit of LCA(n)
Last bit of LCA(n-1)

LCA 1_1 ... LCA m_1 LCA 1_n ...

SA_1 SA_n

LCA m_n

. . .

Figure 8.4: Taxonomic Label Retrieval.

Since SAs are shared among columns of a LCA-Array, to ensure TL-PIM can retrieve
all the bits of one label in a single cycle, the LCA-Array needs to distribute the bits of a
label and store them among columns that use different SAs. In other words, LCA-Arrays
interleave bits of each LCA label among different SAs. LC A XY in Fig. 8.4 presents the Y th

bit of LC A X . For example, assume a 512×512 array where every 16 columns share one
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SA. Additionally, assume that each taxonomic label has 17 bits. In this case, an LCA-Array
puts the 1st bit of Label#1 in column#1, the 2nd bit of Label#1 in column#17 (=16+1), and
17th bit of Label#1 in column#273 (=17*16+1). It does the same for Label#2, i.e., it puts
1st bit of Label#2 in column#2, the 2nd bit of Label#2 in column#18 (=16+2), and so on.
This way, for retrieving Label#1, TL-PIM only needs to read out the first bit of the first 17
SAs, which can be achieved in 1 cycle simultaneously.

8.2.4. TL-PIM: CONTROLLER

The Controller unit is the mind behind TL-PIM. The controller first receives the query
key as a PCIe packet from the host CPU through the PCIe (Peripheral Component In-
terconnect Express) [433, 434]. Subsequently, it unpacks the package and distributes
the query key to appropriate Key-Arrays. Additionally, the controller sends the proper
signals to all memory units (Key-Arrays and LCA-Arrays). Examples of such signals are
those for the VMM operation in Key-Arrays, select signals of MUXes in LCA-Arrays, and
decoders’ signals. Once TL-PIM compared the query key against all possible reference
keys, it sets the PCIe interconnects response ready queue (RRQ). The finished requests
will be forwarded to PCIe Out Queue (POQ). Each response can be either a taxonomic
label or a NULL, meaning that the query key did not exist in the index table. The con-
troller sends an interrupt signal to the host CPU when a packet is ready in POQ or empty
slots in PIQ. The controller is a simple FSM machine and can be easily modified for fu-
ture taxonomic profilers if the hardware requires the same sets of supported operations
by other units.

8.2.5. RELATION BETWEEN LCA-ARRAYS AND KEY-ARRAYS

The ratio between the number of LCA-Arrays and Key-Arrays is not necessarily 1-to-1.
A LCA-Array receives the results of N key-to-key comparisons per cycle per each Key-
Array, where N is #SAs per Key-Array. Only one of all these N comparisons can be an
exact match (Section 2.2.1). Therefore, in the worst case, or for the highest performance,
TL-PIM needs to be able to retrieve the corresponding taxonomic label for that 1 match
out of N possible cases in 1 cycle. This way TL-PIM can overlap retrieval operation of
the previous matching with finding the next exact match of the same Key-Array. This
scenario may require more than 1 LCA-Array per each Key-Array. In other words, the
ratio between the required number of LCA-Arrays per each Key-Array is a design choice
and tradeoff between the number of required LCA-Arrays and performance. This design
choice also affects the utilization of each LCA-Array as each LCA-Array may end up not
using all of its SAs or some columns in each SA (Section 8.5.2).

The ratio for the highest performance highly depends on the #SAs per Key-Array (or
the number of evaluated keys per cycle), length of LCA labels, the capacity of SAs in a
LCA-Array, and #SAs per LCA-Array. In other words, it depends not only on the device
characteristics of memory arrays and their peripheries but also on the length of values
(labels) in the reference table. This is the main reason that having the configurability
between Key-Array and LCA-Array is favorable, and we use a typical memory layout for
Key-Arrays instead of CAMs (Section 8.2.2). Fig. 8.5 presents a case were TL-PIM uses 2
LCA-Arrays per each Key-Array for achieving the highest performance.

Fig. 8.5 also demonstrates the expected utilization for Key-Arrays and LCA-Arrays by
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Figure 8.5: Relation and connection between one Key-Array and multiple LCA-Arrays.
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diagonal gray patterns. For minimizing this inefficiency in Key-Arrays, TL-PIM places
keys and their complement in each column, i.e., all columns are used. However, de-
pending on the #Rows and required bits per key, TL-PIM can only fill ⌊ #Row s

bi t s per ke y ⌋. This
means that some rows will remain empty (underutilized). For LCA-Arrays, memory uti-
lization is lower, especially when opting for the maximum achievable performance. This
means each LCA-Array may have to leave out a few SAs or columns of each SA depend-
ing on the number of results produced by corresponding Key-Array in each cycle, size
of LCA-Array itself, and #columns that share SAs in the LCA-Array. Each LCA-Array may
also have to not use some of its rows depending on expected #keys checked by corre-
sponding Key-Array in total. We evaluate array utilizations in Section 8.5.2.

8.2.6. OPTIMIZATIONS
We apply several design optimizations to further boost the performance and/or energy
consumption of our framework that we discuss here.

Optimization 1. We did not add any buffer or additional network among memory
arrays in TL-PIM other than those that exist in typical memories. As alluded before (Sec-
tions 8.2.2 and 8.2.3), each Key-Array produces at most 1 bit consumed by corresponding
LCA-Arrays. In addition, not all LCA-Arrays will consume the results of each Key-Array.
This means that TL-PIM requires no network among its arrays. This allows TL-PIM to
be less constrained regarding the area budget compared to all previous ML-related PIM-
enabled architectures using memristor devices [90, 108].

Optimization 2. KrakenOnMem prevents broadcasting each query key to all Key-
Arrays, and subsequently, it decreases the data movement in TL-PIM significantly. To
this end, KrakenOnMem sorts the required hash table based on the keys alphanumer-
ically and then stores them in Key-Arrays of TL-PIM according. Similar to Sieve [244],
KrakenOnMem stores an 8-byte ID consisting of first and last reference keys in an array.
Such a table will remain under 2 MB for a 500 GB reference table, and the host CPU or
controller can easily store it. For each query key, KrakenOnMem first consults this table
to find the correct Key-Array to send the request to in TL-PIM. This mechanism scales
linearly with the size of memory considered for KrakenOnMem (equivalently the size of
the hash table for references) rather than the length of the considered keys.

Optimization 3. We clock gate the LCA-Arrays that have no potential match for a
particular query key. This is possible since we only get at most one output "1" from all
Key-Arrays in each cycle because every query key can match only with one reference key
by definition of the key in a hash table. This optimization saves the static energy of our
system.

8.2.7. KRAKENONMEM PROFILING WALK THROUGH
KrakenOnMem performs an accurate and high-performance taxonomic profiling. In
the boot up, the host CPU of KrakenOnMem loads the reference indexes (hash table)
into TL-PIM’s memory units based their required data mapping (Sections 8.2.2, 8.2.3).
This is a one-time job, and we do not need to repeat it unless one changes the reference
database that rarely happens. Fig. 8.6 summarizes how KrakenOnMem translates an ex-
isting Kraken2’s database into appropriate data mapping in Key-Arrays and LCA-Arrays.

At the recipient of a metagenomics sample, the host CPU in KrakenOnMem reads
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Figure 8.6: Mapping of Kraken2’s Hash Table into TL-PIM for KrakenOnMem.

queries from Fastq files, extracts the k-mers, and calculates the corresponding keys. It
then transfers the results to TL-PIM as queries. TL-PIM connects to the CPU host us-
ing PCIe [433, 434]. KrakenOnMem uses this connection to (1) send TL-PIM the nec-
essary signals and query keys and (2) receive taxonomic labels from TL-PIM. KrakenOn-
Mem hides the transfer latency of PCIe between host CPU and TL-PIM using the double-
buffering technique [433]. TL-PIM unpacks the PCIe packets it gets from the PCIe input
queue and distributes the keys to possible target Key-Arrays. After retrieving a taxonomic
label, TL-PIM creates a response packet and stores it in PCIe’s RRQ. A batch of these pack-
ets will be sent to POQ and eventually to the host CPU. The host CPU reads the response
and aggregates them to achieve the final profiling of the read a key belongs to.

8.3. DISCUSSIONS AND FUTURE WORKS
Higher Memory Utilization. KrakenOnMem sacrifices memory utilization for perfor-
mance, especially in LCA-Arrays. To ensure that KrakenOnMem can perform the Table
Lookup operation in 1 cycle for the worst-case scenario, it has to leave some cells of the
LCA-Arrays unused. However, it is possible to reach a higher utilization without a con-
siderable performance loss. Currently, KrakenOnMem opts for this solution to provide
the maximum performance one can expect. Different data layouts for LCA-Arrays can be
investigated as future works for applying the same idea to other profilers or applications.

Optimization Possibilities for Rank-Level Profiling. KrakenOnMem can potentially
improve profiling performance at different taxonomic ranks as well. An example of
such optimizations can be the placement of keys related to a particular species on the
columns of a Key-Array that do not share their SAs. This way, one can investigate the
match of the query key to that species in 1 cycle. However, we leave the investigation of
such optimizations for future work.

More Application Support. KrakenOnMem focuses on taxonomic profiling due to
its importance and promise of being adopted with the newest technologies rather than
the importance of general Table Lookup itself. However, TL-PIM from KrakenOnMem
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can also be used in any other application bottlenecked by similar large (hash) tables. We
leave the exploration of such applications and benefits TL-PIM and a similar HW/SW
co-design to KrakenOnMem can provide to these applications for future work. The ef-
fectiveness, however, depends on how much of the issue this operation is in the original
problem.

Support for TL-PIM Data Mapping. Currently, KrakenOnMem does not have API
support for the required data mapping of flexible datasets and tables. We avoid virtual
memory translation by mapping the KrakenOnMem’s memory space directly to the CPU
host. Therefore, currently, KrakenOnMem loads the required hash table to the TL-PIM
memory arrays based on prior knowledge about the (hash) table in Kraken2. We leave
building an API to support all data mapping required for an efficient Table Lookup for
future work. Note that loading the hash table is a one-time (rare) task before starting the
query operation. Since these hash tables rarely change and we usually reuse genomics
databases, the cost of our approach is still acceptable for the intended long usage period.

Building Reference Table. Currently, KrakenOnMem does not build the required
(hash) table or the taxonomy tree. Therefore, the current design always requires the
(hash) table construction to be done first on another platform, which can be the pri-
mary host (CPU) used also in KrakenOnMem. However, this task is a one-time job and
does not diminish the benefits of KrakenOnMem.

8.4. EVALUATION METHODOLOGY
We build KrakenOnMem based on Kraken2 to perform end-to-end taxonomic profiling.
TL-PIM replaces the Kraken2’s Table Lookup operation, which accelerates this signifi-
cant bottleneck. We verify KrakenOnMem architecture using a cycle-accurate RTL model
of the complete CMOS design with equivalent throughput based on the architecture in
previous works [411, 413]. The memory model is validated and based on a small 4Gbit
STT-MRAM chip prototype in TSMC 28nm CMOS technology [435, 436]. We use an ana-
lytical model based on this small prototype and extend the memory to the required size.
The model is acquired from the results of the EU project MNEMOSENE [333], led and
concluded by TU Delft in 2020. In other words, without access to large-scale production-
level memristive devices, we evaluated our design using the next best approach: We im-
plemented and prototyped many parts in FPGA and connected them to existing (small)
memories and a high-performance AFE (analog -front-end) board for DACs, power sup-
plies, and voltage and current references, to faithfully build first a small scale (using real
size memory) and then an analytical model for our evaluation. We run all of our software
experiments on a 128-core server running on AMD EPYC 7742 processors that operate
at 2.25 GHz. We have 512 GB of 3200 MHz DDR4 DRAM available on this server.
Baselines. We compare KrakenOnMem mainly with Kraken2, the state-of-the-art tax-
onomic profiler. Kraken2 accompanied by Bracken [204] is one of the promising ap-
proaches for taxonomic profiling on different datasets once based on the latest results
of the CAMI challenge [205]. We analyze the accuracy of KrakenOnMem by comparing
its output results with only the profiling outputs of Kraken2. We also compare our plat-
form with a state-of-the-art in-memory k-mer matcher, Sieve [244]. We consider Sieve
only for the k-mer matching and query retrieval part (Table Lookup) and assume that the
CPU takes care of the rest for a taxonomic profiling, similar to our platform. Finally, we
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compare the proposal with Metalign, an alignment-based taxonomic profiler. This study
demonstrates the potential of KrakenOnMem in general or TL-PIM in particular in other
and future taxonomic profilers that are not bottlenecked by Table Lookup but still suffer
from a similar inefficient operation.

Note that our evaluations do not include a GPU-based baseline for three reasons.
First, currently, there is no GPU-based taxonomic profiler for metagenomics, let alone a
GPU-based profiler based on Kraken2. Second, Sieve already outperforms GPUs in sim-
ple k-mer matching operation regarding performance and energy consumption. Third,
GPUs are power-hungry and require significant data movement for reference index ta-
bles making them less likely to be adopted by the experts in the near future.

Performance Model. Kraken2 and Metalign open-sourced implementations report per-
formance (execution time) directly when run on our servers. We use statistics of our syn-
thesized design using TSMC 28nm technology node in Synopsys Design Compiler [331]
to obtain the latency of main hardware components of KrakenOnMem, namely TL-PIM.
We obtain the execution time of other steps by running each necessary steps of the
Kraken2 on the host CPU. We take a similar approach for estimating Sieve’s performance,
considering improvements stated in the original paper for the matching.

Area and Power. Similar to performance, we also acquire the area and power consump-
tion of KrakenOnMem’s components from our synthesized design and memory model.
This design considers a typical operation condition of temperature 25°and voltage 1.2V
for power consumption evaluations. We measure the power consumed by our CPU host
using Intel’s PCM power utility [437].

Datasets. We use DustMasked MiniKraken for our reference database when testing our
small prototype. This is a pre-built 4GB database from dustmasked bacterial, archaeal,
and viral genomes in Refseq. For all other experiments, we used the default reference
database of Kraken2 and Metalign. For query sequences, we use 3 datasets from the
CAMI challenge: CAMI-low (RL), CAMI-medium (RM), and CAMI-high (RH).

8.5. EXPERIMENTAL RESULTS
KrakenOnMem produces the same list of matches, LCAs, and ultimately taxonomic pro-
filing results as the original Kraken2. This was expected since KrakenOnMem does not
change the order of steps in Kraken2 but it accelerates the bottleneck. Note that the or-
der or rate at which we perform the matching and retrieval does not affect the profiling
results as long as we ensure we have all the results before the final aggregation step. The
same holds for the accuracy results of Sieve. From the results of the latest CAMI chal-
lenge [205], we know that Kraken2+Bracken stands among the high accuracy taxonomy
profilers. Therefore, we conclude that KrakenOnMem also has high accuracy.

8.5.1. PERFORMANCE ANALYSIS

Our performance analysis consists of two separate sets of experiments. In the first set,
we compare the performance of TL-PIM for Table Lookup with that in Sieve and Kraken2.
Subsequently, we evaluate the end-to-end effect of our accelerator when employed for
taxonomic profiling. In the second set, we slightly modify TL-PIM to be used for count-
ing the matched k-mers instead of Table Lookup. Afterward, we compare this design
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with KMC3 [438] used in Metalign. Finally, we evaluate the end-to-end effect of using
such a design in Metalign.
Table Lookup and Heuristic-based Profiling. Fig. 8.7 depicts the performance of
Kraken2, Sieve, and TL-PIM when performing Table Lookup. The y-axis utilizes a
logarithmic scale.
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Figure 8.7: Performance comparison for Table Lookup between Kraken2, Sieve, and TL-
PIM.

We make two observations. First, TL-PIM provides, on average, 1386× performance
improvement over the original Table Lookup in Kraken2 and 111× performance im-
provement over Sieve for the same operation. Second, TL-PIM performs Table Lookup
faster than Sieve and Kraken2 regardless of the dataset, on all three CAMI datasets by
at least 100× and 1250×, respectively. TL-PIM outperforms original Table Lookup in
Kraken2 due to its minimum data movement, high parallelism, and 1 cycle operation. It
also outperforms Sieve due to the inefficiencies that Sieve introduces, such as duplicates
and heavy internal data movement (Section 8.1.2). These results also show that ETM
in Sieve, while effective, does not help Sieve outperform TL-PIM, even for queries with
different complexity, such as those we used.

Fig. 8.8 presents end-to-end performance of taxonomic profiling for original
Kraken2, Sieve, and KrakenOnMem. We observe that KrakenOnMem provides (1) 61.3%
performance improvement over Kraken2, and (2) 1.17% performance improvement over
Sieve. As expected, this is lower than improvements considering only Table Lookup be-
cause although this operation is the bottleneck in taxonomic profiling, KrakenOnMem
still incurs some pre-processing and post-processing that become the new bottlenecks,
reducing the overall benefit to some extent. In other words, we have diminishing returns
due to the sequential nature of other sections of our application (i.e., Amdahl’s Law).

Note that improvements of KrakenOnMem over Sieve are still significant for four rea-
sons. First, although the overall speedup of KrakenOnMem compared to Sieve is small,
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Figure 8.8: Performance comparison for profiling between Kraken2, Sieve, and
KrakenOnMem.

the accelerated operation (Table Lookup) achieves a significant speedup. This opens up
the possibility of future work focusing on the next performance bottleneck - a common
(iterative) methodology in computer engineering. Second, Table Lookup will likely re-
main in future genomics pipelines for which the sequential part of the application can be
different. Third, as we will discuss in Section 8.5.2, KrakenOnMem is also advantageous
over Sieve in other aspects, e.g., area overhead and energy consumption. Fourth, the
sped-up operation can and will potentially be used in all the upcoming metagenomics
studies and profilers. Therefore, a modest 1.17% improvement can still translate into
significant time and cost gains.
k-mer Counting and Alignmnet-based Profiling. Fig. 8.9 presents the results for pre-
filtering stage in Metalign when tweaking TL-PIM to perform k-mer counting compared
to the original KMC3 implementation in Metalign. The y-axis utilizes a logarithmic scale.

We observe that for all CAMI datasets, the PIM-enabled design provides on average a
1595× improvement compared to an SW version of the same operation in Metalign. We
expected such significant improvements due to advances in data movement reduction
and high parallelism in TL-PIM.

Fig. 8.10 demonstrates the aftermath when we apply the new TL-PIM for end-to-end
taxonomic profiling using the Metalign approach as a SotA alignment-based profiler. We
make two observations. First, our proposal provides, on average, 23.01% improvement
in execution time for end-to-end profiling. This is expected as the k-mer counting op-
eration in Metalign still affects the overall performance and cannot be masked or paral-
lelized by other operations and steps.

Second, the end-to-end improvement in an alignment-based mechanism is much
less than the achieved improvement over Kraken2 (23.01% vs. 61.3%). This happens
because alignment-based taxonomic profilers are not bottlenecked by the Table Lookup
operation, rather their required alignment operation. However, we argue that this im-
provement is still significant and shows that the Table Lookup procedure is costly for any
type of profiler and worth the design, even if it is not the bottleneck.
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8.5.2. POWER AND AREA ANALYSIS

Energy and Power. We compare the expected energy consumption of Sieve with the
measured energy consumption of KrakenOnMem for Table Lookup operation. We con-
sider the DRAM technology mentioned in the original manuscript for Sieve. We exploit
three synthetic datasets to cover all spectrum of possible scenarios for Sieve, as its energy
highly depends on the effect of the data-dependent ETM component. Sc1 is when more
than 95% of the mismatch/difference between query and reference keys exists in the first
two characters of them. This scenario favors Sieve the most as the ETM component can
save Sieve a lot of row activations and unnecessary comparisons. Sc2 is the case where
the average distance of the first mismatch among query and reference keys from their
first bit is set to 10 bits. This is the main reported number in Sieve [244] for typical cases.
The last scenario, Sc3, contains the results for when the mismatches cannot be found
until the last two characters of query and reference keys. This is the worst-case scenario
for Sieve, in which ETM favors the performance and energy the least. Fig. 8.11 presents
the results.
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Figure 8.11: Energy saving of KrakenOnMem over Sieve for Table Lookup.

We make two observations. First, KrakenOnMem achieves a better energy consump-
tion for all three scenarios, with an average of 11.34× energy saving over Sieve. One cycle
matching and label retrieval, pipelined design, available parallelism, and analog com-
puting are the reasons behind this significant improvement in energy consumption of
Table Lookup in KrakenOnMem over Sieve. Second, Sieve offers a very data-dependent
energy consumption that changes to an almost 62× depending on where the first mis-
match among keys occurs. This shows that while ETM in Sieve might be compelling
enough in average cases, it cannot be reliably used for a fixed/calculated energy con-
sumption. KrakenOnMem solves this issue.

Our power evaluations show that KrakenOnMem can profile with a rate of 4.75 Mbp
j .

This is while Merelli, et al. [425, 426] show that original Kraken2 on a 8-core XeonD

processor can achieve only a maximum of 0.22 Mbp
j . Note that we have not directly com-

pared the energy consumption of KrakenOnMem with Kraken2 for two reasons. First,
our expertise in memory accelerators allows us to measure the expected profiling rate for
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KrakenOnMem, but it would not be a fair comparison with a software-only solution. Sec-
ond, only a few works [425, 426] provide energy numbers, and we utilized them for our
rough energy comparisons with KrakenOnMem. These results showcase that KrakenOn-
Mem consumes much lower energy for the same datasets than Kraken2.

Area. Although TL-PIM consists of memory arrays and controller logic, we only con-
sider the area of its controller as additional area overhead. This is because sequenc-
ing machines are heterogeneous systems that already use various memory technologies
(e.g., DRAM and SSD) and computational units (CPU, GPU, and FPGA) since their ben-
efits justify their cost. Therefore, having memristors installed in those machines as well
is not a far-fetched idea if we can harvest their power efficiently. The area overhead for
the required controller in TL-PIM is 0.009 mm2. This is a very modest overhead, only
0.002% of Skylake-SP, a modern Intel Processor at 14 nm [439]. Although any processor
can be chosen for this comparison, depending on the final product, we pick the Skylake-
SP processor for the area baseline only to be similar to works on PIM-based accelerators
and non-volatile memories [231, 440]. Note that Sieve Type III, which we used in our
performance and energy evaluations, incurs 10.9% area overhead for the required logic
of (1) k-mer matching and (2) row-address latches over an 8-bank DRAM chip in 22nm
technology mode. We use methods presented in [441] to scale the area consumption
down to 28nm technology mode and find an overhead of higher than 6%. On the other
hand, KrakenOnMem only incurs 0.0007% extra die area for its controller (as LCA- and
Key-arrays exist regardless) over the same memory size using our STT-MRAM devices.

Memory utilization. Fig. 8.12 and Fig. 8.13 depict the memory utilization for Key-
Arrays and LCA-Arrays, respectively, considering different array configurations, i.e., vary-
ing size and #SAs.
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Figure 8.12: The memory utilization of Key-Arrays.

We make three observations. First, TL-PIM utilizes Key-Arrays close to the ideal case.
For three standard evaluated array sizes of 512×512, 256×256, and 128×128, TL-PIM
achieves a utilization higher than 93%. Second, utilization of LCA-Arrays is lower than
that in Key-Arrays. However, they are still on average higher than 50%. This is expected in
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Figure 8.13: The memory utilization of LCA-Array.

any accelerator, including TL-PIM, that does not change the memory structure or data
representation yet aims for the highest achievable performance. Third, utilization of
Key-Arrays only depends on the array size, while LCA-Arrays’ utilization is also affected
by #columns that share one SA. The reason behind this is that the new parameters affect
the number of LCA-Arrays per one Key-Array, as discussed in Section 8.2.5.

8.6. CONCLUSION
This chapter introduces KrakenOnMem, the first HW/SW co-designed framework for
taxonomic profiling via in-memory hardware acceleration using emerging memory
technologies. KrakenOnMem accelerates the bottleneck of Kraken2, a SotA taxonomic
profiler, by a memristor-based PIM-enabled hardware called TL-PIM. TL-PIM enables
Table Lookup operation while it simultaneously aims for (1) being data-independent, (2)
maximizing the achievable performance for the worst-case scenarios, (3) having linear
scalability, (4) maintaining its design optimization advantages for future designs, and
(5) incurring minimal hardware and area overhead. The evaluation results show that
TL-PIM alleviates the existing bottleneck to the extent that the end-to-end performance
and energy consumption of Kraken2 significantly surpasses that of original Kraken2. We
expect that ideas presented for TL-PIM and the HW/SW co-designed of Kraken2 enable
the designs of future accelerators in other genomic applications. We also expect that the
overall improvement in end-to-end taxonomic profiling introduced by KrakenOnMem
further helps the upcoming metagenomic studies and opens new doors for improving
our lives.
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LIGHTSPEED BINARY NEURAL

NETWORKS USING

MEMRISTOR-BASED CIM TILES

This chapter investigates the potential of the Computation-In-Memory paradigm using
memristors to speed up and reduce the energy consumption of the Binary Neural Networks
(BNNs). We propose a new data mapping for BNNs tailored for memory tiles capable of
Vector-Matrix-Multiplication (VMM) operation. The preliminary results show a signifi-
cant latency improvement irrespective of the evaluated network structure and size. The
improvement varies from network to network and goes up to ∼154×.

This chapter is partially based on the candidate’s published and under review works [122, 123].
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As discussed Chapter 2.2.2 in we have witnessed significant progress of Neural Net-
work (NN) applications in the past few decades. However, this progress has, unfortu-
nately, come with extensive demand for system resources, e.g., memory and energy con-
sumption. This high demand has already slowed down the growth of active, deployed
NNs and their adoption when factoring in the costs. A recent research direction is to
use simpler (operation-wise) and smaller NNs, such as BNNs. BNNs enjoy lower mem-
ory requirements, simplified arithmetic operations, and near SotA accuracy on vision
tasks [221, 222]. However, an optimized hardware implementation is still necessary for
BNNs to smooth their cost-efficient adoption on our future systems.

A few works have investigated hardware realization of BNNs by introducing different
mapping and data flow techniques [442, 443] or various circuitry and memristor-based
crossbar structures (i.e., ReRAM or PCM) to perform required operations [444]. Unfortu-
nately, none of these methods exploit the full potential of underlying emerging devices
for BNNs due to inefficient data mapping and the sequential nature of how they perform
the necessary operations.

This chapter presents two major contributions:

• TacitMap: A highly parallel data mapping for BNN operations on any CIM design
capable of performing VMM, e.g., memristor-based crossbars such as electronic
phase change memory-based (ePCM) or resistive random-access memory-based
(ReRAM) ones. TacitMap is designed with the conventional 1T1R memory cross-
bar structure in mind and is therefore compatible with many of the already evolv-
ing crossbar architectures.

• A hardware acceleration of BNNs utilizing TacitMap instead of SotA data mapping,
both on the same underlying memristor device technology, PCM.

• A detailed performance comparison between the proposed CMOS-compatible ac-
celerator and previous SotA hardware accelerator for BNNs.

9.1. TACITMAP FOR BNN
To support necessary operations in Equation 2.5 (e.g., XNOR and Popcount) for hid-
den layers, we propose a data mapping for BNNs, called TacitMap. TacitMap requires
an underlying technology inherently capable of VMM operation (e.g., memristor-based
memory discussed in Section 2.1). Moreover, TacitMap is designed assuming the binary
vectors of {0, 1} for activation and weight vectors. This eliminates the need for handling
negative and positive weights separately [221]. Note that this approach understandably
requires a one-time conversion of initially signed vectors to unsigned binary vectors of
{0, 1}. Our evaluations (Section 10.3) take this overhead into account.

Fig. 9.1-(a) and -(b) present a comparison between how SotA mapping (hereafter
called CustBinaryMap) [444] and TacitMap handles a single XNOR+Popcount of Equa-
tion 2.5, respectively, in the form of an example. For a detailed description of CSL,
BL, WL, and SL, please refer to previous works [445, 446]. In Fig. 9.1, we assume in-
put (In) and weight (W ) vectors of length 2 bits. InX _Y represent the Y th bit of X th
input. The same goes for other parameters. The bar on the parameters indicates the
complement value. Note that other operations of Equation 2.5 (e.g., the multiplication
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by 2 and the subtraction) are constant. Therefore, the mapping needs only to support
XNOR+Popcount, and hardware can implement the constant operations (e.g., shift by 1)
with minimum cost on the result of either mapping.
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Figure 9.1: Concepts of TacitMap vs CustBinaryMap [444].

CustBinaryMap (Fig. 9.1-(a)) uses uses a 2T2R memory structure and places weight
vectors horizontally in memory rows. Instead of storing the weight vectors as they are,
this mapping requires the programmer to interleave the weight vectors and their com-
plements in a bitwise manner and then either store every two bits of x and x in one of the
devices in the 2T2R memory cell. In contrast, TacitMap (Fig. 9.1-(b)) uses a 1T1R mem-
ory structure and stores each weight vector vertically in a column. In TacitMap, instead
of interleaving the weight vector with its complement, one first stores the weight vector
and then, right below it, stores the complemented weight vector. Regarding the inputs,
CustBinaryMap does the same interleaving of the input vector and its complement with
the input vectors. The outputs are read through a modified SA called precharge sense
amplifier (PCSA), which is the XNOR of the input vector and stored weight vector. Con-
versely, TacitMap concatenated the input vector and its complement and applied it to
the rows and of the crossbar. The XNOR+Popcount is directly read out from the ADC.
TacitMap offers three main benefits compared to CustBinaryMap:

• 1-step XNOR+Popcount in TacitMap compared to 2-step operation in CustBinaryMap.
This enables TacitMap not to require any additional digital circuitry for Popcount.

• Column-wise XNOR+Popcount operation in TacitMap compared to row-wise opera-
tion in CustBinaryMap. This enables high parallelism opportunity for a design that
utilizes TacitMap.

• Conventional µArch with multiple real-world chips (i.e., 1T1R cells + ADC [447, 448])
in TacitMap compared to heavily customized µArch (i.e., 2T2R cell structure with cus-
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tomized SA) in CustBinaryMap. This makes TacitMap more suitable for extended and
future hardware that might be used for BNNs.

Note that TacitMap and CustBinaryMap both use a similar number of memristor de-
vices per 1 bit of weight kernel, i.e., they both use two devices to store both the bit and
the complemented value.

To demonstrate the performance benefit of TacitMap against CustBinaryMap for per-
forming BNN operations (i.e., multiple XNOR+Popcounts), Fig. 9.2 presents these map-
pings on the crossbar level.

R
o

w
 D

e
c
o

d
e

r

Interleaved input 

S
e

q
u
e

n
tia

l R
o

w
 A

c
tiv

a
tio

n

In1In1 In1In1In1

In2In2

In2In2In2

InmInm

InmInmInm
...

W1_1W1_1 W1_1W1_1W1_1 W1_2W1_2 W1_2W1_2W1_2 W1_mW1_m W1_mW1_mW1_m
...W1_1 W1_1 W1_2 W1_2 W1_m W1_m
...

W2_1W2_1 W2_1W2_1W2_1 W2_2W2_2 W2_2W2_2W2_2 W2_mW2_m W2_mW2_mW2_m
...W2_1 W2_1 W2_2 W2_2 W2_m W2_m
...

Wn_1Wn_1 Wn_1Wn_1Wn_1 Wn_2Wn_2 Wn_2Wn_2Wn_2 Wn_mWn_m Wn_mWn_mWn_m
...Wn_1 Wn_1 Wn_2 Wn_2 Wn_m Wn_m
...

PCSAPCSA PCSAPCSA...

...

...

...

...

...

...

R
o

w
 D

e
c
o

d
e

r
R

o
w

 D
e

c
o

d
e

r

Column DecoderColumn Decoder

S
e

q
u
e

n
tia

l R
o

w
 A

c
tiv

a
tio

n

In1In1 In1In1In1 In2In2 In2In2In2 InmInm InmInmInm
...In1 In1 In2 In2 Inm Inm
...

2T2R Cell

Modified SA

(a) CustBinaryMap

W1_1 W1_1 W1_2 W1_2 W1_m W1_m
...

W2_1 W2_1 W2_2 W2_2 W2_m W2_m
...

Wn_1 Wn_1 Wn_2 Wn_2 Wn_m Wn_m
...

PCSA PCSA...

...

...

...

R
o

w
 D

e
c
o

d
e

r

Column Decoder

S
e

q
u
e

n
tia

l R
o

w
 A

c
tiv

a
tio

n

In1 In1 In2 In2 Inm Inm
...

2T2R Cell

Modified SA

(a) CustBinaryMap

W1_1 W1_1 W1_2 W1_2 W1_m W1_m
...

W2_1 W2_1 W2_2 W2_2 W2_m W2_m
...

Wn_1 Wn_1 Wn_2 Wn_2 Wn_m Wn_m
...

PCSA PCSA...

...

...

...

R
o

w
 D

e
c
o

d
e

r

Column Decoder

S
e

q
u
e

n
tia

l R
o

w
 A

c
tiv

a
tio

n

In1 In1 In2 In2 Inm Inm
...

2T2R Cell

Modified SA

(a) CustBinaryMap (b) TacitMap

R
o

w
 D

e
c
o

d
e

r
R

o
w

 D
e

c
o

d
e

r

Column Decoder

1T1R Cell

W1_1W1_1

W1_1W1_1W1_1

W1_2W1_2

W1_2W1_2W1_2

W1_mW1_m

W1_mW1_mW1_m

...
...

W1_1

W1_1

W1_2

W1_2

W1_m

W1_m

...
...

W2_1W2_1

W2_1W2_1W2_1

W2_2W2_2

W2_2W2_2W2_2

W2_mW2_m

W2_mW2_mW2_m

...
...

W2_1

W2_1

W2_2

W2_2

W2_m

W2_m

...
...

Wn_1Wn_1

Wn_1Wn_1Wn_1

Wn_2Wn_2

Wn_2Wn_2Wn_2

Wn_mWn_m

Wn_mWn_mWn_m

...
...

Wn_1

Wn_1

Wn_2

Wn_2

Wn_m

Wn_m

...
...

...

...

...

...

...

...

ADCADC ... ADCADC

P
a

ra
lle

l R
o

w
 A

c
tiv

a
tio

n
s

In1In1

In1In1In1

In2In2

In2In2In2

InmInm

InmInmInm

...
...

In1

In1

In2

In2

Inm

Inm

...
...

(b) TacitMap

R
o

w
 D

e
c
o

d
e

r

Column Decoder

1T1R Cell

W1_1

W1_1

W1_2

W1_2

W1_m

W1_m

...
...

W2_1

W2_1

W2_2

W2_2

W2_m

W2_m

...
...

Wn_1

Wn_1

Wn_2

Wn_2

Wn_m

Wn_m

...
...

...

...

...

ADC ... ADC

P
a

ra
lle

l R
o

w
 A

c
tiv

a
tio

n
s

In1

In1

In2

In2

Inm

Inm

...
...

Figure 9.2: TacitMap vs CustBinaryMap data mapping.

We observe that TacitMap enables the crossbar to perform multiple (specifically n
in Fig. 9.2) XNOR+Popcount via a single VMM operation in only 1 time step. TacitMap
reads the results of these n XNOR+Popcount from ADCs simultaneously. In contrast,
with CustBinaryMap, it takes a minimum of n time steps. This happens because when
using CustBinaryMap, one first utilizes PCSA to perform the logical XNOR for one input
and 1 weight vector of size m. To process n weight vectors, they must do this operation
sequentially n times. Moreover, using this mapping, one also needs to perform post-
processing on the read output on every final vector using two additional digital compo-
nents: (1) a fully digital five-bit counter per crossbar column for local Popcount and (2)
a tree-based Popcount circuit per several connected crossbars for a global Popcount.

TacitMap relies on VMM and is compatible with any technology for the crossbar that
supports it, e.g., ePCM-based crossbars or oPCM-based ones.

9.2. EVALUATIONS
Implementations and Models. We build a cycle-accurate emulator using PyTorch de-
rived from our device-aware extended circuits [113, 279]. We evaluate the effectiveness
of TacitMap using ePCM-TacitMap that is TacitMap on electronic PCM-based cores. Our
PCM and oPCM configurations are based on our previous results [146, 333]. We compare
our designs against that of [444] as the SotA hardware accelerator for BNNs (Baseline-
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ePCM). To eliminate the dependency on the type of device in the VMM-enabled cross-
bar, we also use the same PCM configuration in ePCM-TacitMap for the baseline.

9.2.1. NETWORKS AND DATASETS
We evaluate all designs over 6 BNNs with various sizes from MlBench [76]. Table 9.1
presents the topologies of these BNNs. The first three networks are convolutional net-
works. But the last ones are multilayer perceptrons (MLPs) with various scales from small
to medium to large [76]. We use MNIST [449] and CIFAR-10 [450] for the datasets.

Network Name Topology Accuracy
LeNet-5 5x5x6, 2x2 Pooling - 5x5x16, 2x2 Pooling - FC(120) - FC(84) - FC(10) 98%
CNN-1 5x5x5, 2x2 Pooling - FC(720) - FC(70) - FC(10) 97%
CNN-2 7x7x10, 2x2 Pooling - FC(1210) - FC(1210) - FC(10) 98%
MLP-S FC(784) - FC(500) - FC(250) - FC(10) 97%
MLP-M FC(784) - FC(1000) - FC(500) - FC(250) - FC(10) 98.2%
MLP-L FC(784) - FC(1500) - FC(1000) - FC(500) - FC(10) 98.4

Table 9.1: Configurations of evaluated BNNs.

Table 9.1 also presents the achieved accuracy for each BNN. The high accuracy sup-
ports the effectiveness of these networks for certain tasks with lower memory and stor-
age overhead and simpler operations discussed in Section 2.2.2. Note that TacitMap does
not affect the accuracy of the target BNN and simply accelerates them via handling their
required XNOR+Popcount in parallel and more efficiently.

Evaluation Results. Fig. 9.3 presents the latency improvement of proposals normal-
ized to SotA for the same underlying network. The y-axis uses a log scale.

Lightspeed for Thesis-Performance - TIA after ADC - Reported

~78x

~203x

Figure 9.3: Latency improvements over Baseline-ePCM.

We make two key observations.

• TacitMap improves the latency irrespective of BNN. This is because, unlike the
Baseline-ePCM, this data mapping not only parallelizes XNOR with Popcount but
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also parallelizes both of these operations with many other sets via the proposed
vertical data mapping. ePCM-TacitMap improves the performance by ∼78× on
average.

• The latency improvement is network-dependent. This is directly related to the
available parallelism in the operations of understudy BNN. In our BNNs, the larger
the BNN is, the more parallel XNOR and Popcount operations exist. Improvements
vary from ∼1.6× to ∼203× for the evaluated BNNs.

9.3. CONCLUSION
This chapter proposes a CIM-based hardware accelerator using memristors and an effi-
cient data flow called TacitMap for BNNs. Our evaluations on latency suggest an enor-
mous potential for such CIM designs for NNs. Hence, our work encourages further in-
vestigations of CIM, memristors, and efficient data mapping.
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HIGH-PERFORMANCE HARDWARE

ACCELERATOR FOR BNNS ON

PCM-BASED INTEGRATED

PHOTONICS

State-of-the-Art (SotA) hardware implementations of Deep Neural Networks (DNNs) for
vision and speech recognition on the cloud, mainly based on CMOS and Von-Neumann
architectures, incur high latencies and costs. Binary Neural Networks (BNNs) are poten-
tial solutions to realize faster and cost-efficient implementation without losing accuracy.
To achieve further improvements, this chapter builds on the idea Chapter 9, a new data
mapping, called TacitMap, notably suited for BNNs implemented with a Computation-
In-Memory (CIM) architecture. TacitMap maximizes the use of available parallelism,
while CIM architecture eliminates the data movement overhead. This chapter advances
the idea of TacitMap by proposing a hardware accelerator based on optical phase change
memory (oPCM), called EinsteinBarrier for BNNs. EinsteinBarrier incorporates TacitMap
and adds an extra dimension for parallelism through wavelength division multiplexing,
leading to extra latency reduction. The simulation results show that EinsteinBarrier sig-
nificantly improves execution time with sustainable energy consumption irrespective of
the dataset and network. More specifically, EinsteinBarrier provides up to ∼3113.2× im-
provement in execution time compared to SotA CIM baseline while maintaining the en-
ergy consumption within 60% of that in the CIM baseline.

This chapter is partially based on the candidate’s published and under review works [122, 123].

185
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As discussed Chapter 2.2.2, momentous developments in Deep Neural Network
(DNN) in the past decade have led to significant improvements in accuracy and exe-
cution time of computer vision tasks such as object detection and recognition [22–24].
However, current DNN hardware implementations are relatively slow and costly to
run [214–216]; they suffer from data movement between the processor and mem-
ory [218] and make use of expensive hardware such as storing weights in 6 transistors
SRAM cells [216, 219]. Hence, developing a high-throughput, cost-effective hardware
realization of DNNs while being accurate is critical.

Recently, researchers have proposed the use of simpler (operation-wise) and smaller
Neural Networks (NNs) such as Binary Neural Networks (BNNs). BNNs enjoy lower
memory requirements (binary values or vectors of {0, 1} or {-1, 1}) [215, 451, 452],
simplified arithmetic operations (XNOR instead of multiplication or convolution) [221],
and near state-of-the-art (SotA) accuracy on vision tasks [221, 222]. Previous works have
investigated two directions to employ BNNs: (1) known platforms such as GPU and
central processing unit (CPU) [221, 453, 454], and (2) alternative architectures such as
those based on Computation-In-Memory (CIM) paradigm, with the focus on memristor-
based CIM designs [279, 442–444]. The solutions in the latter direction overcome the
data movement issue that significantly hampers the works in the former direction
regarding performance and energy consumption. However, the works in this direction
fail to (fully) exploit the inherent features of the underlying hardware. For instance, (a)
there is still a lack of efficient data mapping, (b) conventional CIM architectures can
typically perform at most one single vector operation (e.g., Vector-Matrix-Multiplication
(VMM) or logical vector operation that is the most common operation in NNs) at a time,
which limits the throughput, (c) these architectures face many design challenges such
as crosstalks and large capacitances of the wiring within the memory IP of CIM, which
make the design of such devices complex and limits their scalability.

This chapter advances the SotA CIM accelerators for BNNs by providing a high
throughput accelerator based on an oPCM crossbar combined with an efficient map-
ping method tuned to maximize the parallelism. The proposed accelerator realizes an
order of magnitude improvement in latency/throughput without losing the accuracy of
the network. The main contribution of this chapter is:

• EinsteinBarrier: An oPCM hardware-based CIM implementation incorporating the
TacitMap mapping. EinsteinBarrier ensures maximum parallelism through exploring
the potential provided by the features of CIM architecture and the inherent properties
of oPCM (via wavelength division multiplexing (WDM).

We extensively evaluate TacitMap and EinsteinBarrier and compare them with SotA
implementations for various BNNs. Our results show that when exploiting oPCM and
TacitMap, EinsteinBarrier improves the latency by up to ∼3113.2×, compared to the
same baseline.

10.1. EINSTEINBARRIER ARCHITECTURE
Fig. 10.1-(a) presents an overview of the EinsteinBarrier concept and its system place-
ment. We envision EinsteinBarrier as an accelerator that is part of the memory itself.
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Figure 10.1: EinsteinBarrier system placement and overview.

Fig. 10.1-(b) to -(e) present different levels of hierarchy in EinsteinBarrier. Einstein-
Barrier is a spatial architecture with four levels: Nodes, Tiles, External Cores (ECores),
and VMM-enabled cores (VCores). This hierarchical organization of EinsteinBarrier is
commonly used in other similar works as well [90, 108, 455]. In EinsteinBarrier, Nodes
comprise connected Tiles via an on-chip network, Tiles are connected cores sharing a
memory, and ECores contain the instruction execution pipeline, VCores, and execution
units. EinsteinBarrier follows a three-stage in-order pipeline with fetch, decode, and ex-
ecute as its stages. To support multiple simultaneous VMMs, which hereafter we call
Matrix-Matrix-Multiplication (MMM), EinsteinBarrier extends the ISA discussed in ear-
lier works [108, 456].

EinsteinBarrier offers four main characteristics: (1) Provide a configurable and hier-
archical accelerator to support various BNNs, (2) support VMM-enabled crossbars based
on emerging technologies as its computation core, (3) allow an extra dimension for par-
allelism and improving performance via WDM in its oPCM-based cores (i.e., effectively
enable MMM), and (4) resolve the challenges ePCM faces for a CIM-based implementa-
tion of BNNs via adopting CMOS-compatible oPCM-based cores.

EinsteinBarrier hierarchical organization and the architecture of Tile and ECores pro-
vide us with the generality and reconfigurability needed to support various BNNs and
multiple technologies (characteristics #1). The ECore architecture and the newµArch re-
quired for XNOR+Popcount brings the generality needed to support TacitMap and multi-
ple technologies in VCores as long as they support VMM operation in a crossbar format
(characteristics #2). The ECore and VCore designs prepare EinsteinBarrier particularly
to adopt oPCM technology and its advantages (characteristics #3). Finally, simply by
adopting CMOS-compatible oPCM-based VCores, EinsteinBarrier avoids many of the
challenges of ePCM-based CIM architecture (characteristics #4).

10.1.1. OPCM-BASED WDM-ENABLED ECORE
EinsteinBarrier uses integrated photonics with PCM devices in the crossbar. This choice
of oPCM-enabled ECores demands two specific extra components, namely VCore and
transmitter, compared to other CIM enabled designs. This choice provides an extra di-
mension for parallelization through WDM and avoids Joule heating and resistance drift
in electronic emerging memories [147, 149]. In the following, we first discuss the struc-
ture of the first component, a VCore. We then clarify the WDM capability of VCore
compared to ePCM-based electronic crossbar using an example. Finally, we discuss the
transmitter, the second component.
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VCORE STRUCTURE

The oPCM-based VCore is a typical memory with PCM devices in a crossbar format. This
means that this core is essentially an array of cells connected together in a conventional
crossbar format of rows and columns. Each cell consists of a single PCM device and can
store 1 bit of data (binary usage of PCM as discussed in Section 2.1.3). A tile also includes
all the necessary peripheries for read and write operations (e.g., DACs and ADCs). In
addition, EinsteinBarrier adds 1 more component to the readout circuitry of the oPCM
core: transimpedance amplifiers (TIA) on the output (receiver). EinsteinBarrier uses TIA
to feed comparators or ADCs acting as a decision and deserialization stage in the output.

WDM
Fig. 10.2 uses an example to present the concept and benefits of WDM on how WDM
helps oPCM core to handle multiple VMM operations against how an ePCM-based core
handles them. In this example, we assume 3 2-bit activation vectors of X _i distinguished
by vectors with yellow, red, and blue colors. The indices demonstrate the bit num-
ber, i.e., first bit or second bit. Moreover, we assume 3 2-bit kernel vectors of k_i , j ,
where i denotes the activation/kernel vector and j denotes the bit position in that acti-
vation/kernel vector. Each of these kernel vectors is grouped in a box of orange, green,
or pink color. Note that the complements use the same color, but their boxes are dashed.
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Figure 10.2: WDM in oPCM core.

For the example presented in Fig. 10.2, we want to calculate the XNOR+Popcount of
these activations on given kernels. With the mentioned assumptions on the data, Tac-
itMap requires three columns and 4 (2×2) rows of the crossbar to store the kernels and
their complement. TacitMap requires three VMM operations1 to process all the required
XNOR+Popcounts; 1 VMM per each activation vector, wherein each VMM we use the
vector of that activation concatenated by its complement as the input to the crossbar.

Fig. 10.2-(a) depicts the scenario for a conventional ePCM-based VMM-enabled
crossbar. In this case, the required VMMs happen in consecutive time-steps, denoted

1For simplicity of our example, we assumed that the columns could be read out in parallel and they do not
share an ADC. We will revisit this in Section 10.2.
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by T1, T2, and T3 in Fig. 10.2-(a). The input vector size in this scenario is 4, the number
of inputs is 3, and the matrix is 4×3.

On the other hand, Fig. 10.2-(b) depicts the same scenario but for an oPCM-based
VCore. Using an optical transmitter that we discuss next, one can combine our 3 input
vectors together into a single input and feed that single input to the crossbar. Therefore,
only 1 time-step, i.e., T1, is required to finish the operation. Here, the input vector and
the matrix size are still 4, and 4×3, respectively. But the number of input vectors is re-
duced to 1. This method is the WDM capability of oPCM we have discussed. Therefore,
effectively, WDM-enabled an MMM of size 4×4×3. We call the number of wavelengths
that can be combined into a single wavelength and still be detectable later (with accept-
able noise in TIA) the WDM capacity. Current technologies can comfortably support up
to a capacity of K = 16 [146].

TRANSMITTER STRUCTURE

To support optical inputs and WDM, EinsteinBarrier adds a transmitter circuit ( 1 in
Fig. 10.1) at the ECore level feeding the VMM/MMM pipeline, where the actual oPCM-
based core ( 2 ) resides as the VCore. Fig. 10.3 presents a high-level overview of the trans-
mitter circuit and components.
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Figure 10.3: Transmitter overview.

Transmitter has four main components required for WDM: 1 a laser to provide a
single-wavelength continuous wave beam, 2 a microresonator-based optical frequency
comb to concentrate the optical power and excite new wavelengths based on non-
linearities, 3 DMUXs and MUXs for feeding individual waves to each variable optical
attenuator (VOA) and creating a single wave carrying information on multiple bits from
different vectors, and 4 VOAs to encode the information of each input into waves via
changing the amplitude. The colors and indices of X follow the same explanation as in
Fig. 10.2. In Fig. 10.3, the transmitter combines four 2-bit vectors (of different colors)
into a single vector of 2-bit width.
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10.1.2. OPCM-BASED ECORE OVERHEADS
We show that using oPCM provides higher parallelism (simultaneous VMMs vs. single
VMM) for the same vector operations via WDM. However, this extra parallelism comes
at the cost of power for the additional components. Equation 10.1 presents the addi-
tional power needed for enabling WDM. Note that this additional power is for a com-
plete MMM in EinsteinBarrier, and for a fair comparison in Section 10.3.2 we report the
end-to-end effect of them on the application power consumption.

P Added = Ptr ansmi t ter +Pcr ossbar (10.1)

Assume a core with WDM capacity of K and crossbars of size M ×N . On the crossbar
side, the extra power is simply for processing and can be computed by Equation 10.2,
where N is # of TIAs, each of which consuming 2 mW.

Pcr ossbar = N ×2mW (10.2)

The transmitter, on the other hand, should account for all the components we dis-
cussed in Section 10.1.1. The power overhead of the transmitter is presented in Equa-
tion 10.3, where it accounts for the required power for the laser, modulators, and tun-
ing [457].

Ptot al = Pl aser +3×K MmW+ 3×K M +1

k
×45mW. (10.3)

Please refer to Section 10.2 for the numbers used in these equations in our evalua-
tions.

10.2. EVALUATION METHODOLOGY

Component Description

VCore size [146] 64×64
oDAC [458] 168 fJ, 0.0012 mm
Microresonator [458] 0.72 mW
TIA [459] 2 mW
EDFA Pump [460] 10W

amplifiedW

Table 10.1: Evaluated system configurations.

10.2.1. IMPLEMENTATIONS AND MODELS
We implement EinsteinBarrier as a heavily extended version of PUMA architecture and
compiler [111, 461]. This implementation2 accounts for (1) WDM capability of oPCM
cores, (2) new configurations related to integrated photonics, and (3) power and area
overheads introduced by extra components of oPCM cores, e.g., laser. For the photon-
ics components, we use our device-aware extended circuits [146, 457, 462, 463]. Our
ePCM-based crossbars are based on extensive characterization done in the EU project
MNEMOSENE project and previous works [146, 333], generously provided to us by the

2We intend to open-source our experimental setup upon acceptance.
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partners. To evaluate additional CMOS circuitry of our design (e.g., such as MUXs), we
use Synopsys Design Compiler [331] and synthesize them in the target technology to ob-
tain their execution time, power, and area. We apply the prominent technology scaling
rules [332] to the configuration numbers of PUMA architecture to ensure all of our de-
sign components are based on the same technology node. Table 10.1 captures some of
the system parameters we use in our evaluations.

10.2.2. DESIGNS AND BASELINES

We evaluate the effectiveness of TacitMap and EinsteinBarrier separately using two dif-
ferent configurations: (1) ePCM-TacitMap that is TacitMap on electronic PCM-based
cores (this is the same configuration as the one in Chapter 9), and (2) EinsteinBarrier
that still uses TacitMap but utilizes oPCM-based VCores.

We use the design in [444], the SotA hardware accelerator for BNNs, as our baseline.
To eliminate the dependency on the type of device in the VMM-enabled crossbar, we also
use the same PCM configuration in ePCM-TacitMap for the baseline. This configuration
is denoted by Baseline-ePCM.

10.2.3. NETWORKS AND DATASETS

We evaluate all designs over 6 BNNs with various sizes from MlBench [76]. Table 9.1 in
Chapter 9 presents the topologies of these BNNs. The first three networks are convolu-
tional networks. But the last ones are multilayer perceptrons (MLPs) with various scales
from small to medium to large [76]. We use MNIST [449] and CIFAR-10 [450] for the
datasets.

Table 9.1 also presents the achieved accuracy for each BNN. The high accuracy sup-
ports the effectiveness of these networks for certain tasks with lower memory and stor-
age overhead and simpler operations discussed in Section 2.2.2. Note that neither Tac-
itMap nor EinsteinBarrier affect the accuracy of the target BNN and simply accelerates
them via handling their required XNOR+Popcount in parallel and more efficiently.

10.3. EVALUATION RESULTS

10.3.1. PERFORMANCE ANALYSIS

Fig. 10.4 presents the latency improvement of ePCM-TacitMap and EinsteinBarrier nor-
malized to SotA for the same underlying networks. The y-axis uses a log scale.

The following four key observations can be made:

• Both ePCM-TacitMap and EinsteinBarrier improve the latency over Baseline-ePCM
irrespective of the underlying network. On average, ePCM-TacitMap and Einstein-
Barrier improve the performance by ∼78× and ∼1205×, respectively ( 1 ). These are
because, unlike the Baseline-ePCM, ePCM-TacitMap and EinsteinBarrier parallelize
XNOR with Popcount and parallelize many XNOR+Popcounts via the proposed verti-
cal data mapping.

• The latency improvement is network-dependent and varies from BNN to BNN. Specif-
ically, the latency improvements over Baseline-ePCM vary from ∼22× to ∼3113.2× for
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Figure 10.4: Normalized latency improvements over all networks.

EinsteinBarrier ( 2 ). This happens due to (1) the relation between the size of the hid-
den layers (binary layers) and the first and last layers and (2) available parallelism in
the XNOR+Popcount operations of each BNN. In evaluated BNNs, the larger the BNN
is, the more parallel XNOR+Popcount operations exist.

• EinsteinBarrier improves the latency on average ∼15× ( 3 ) with the exact data flow
compared to ePCM-TacitMap. This happens due to the extra parallelism dimension
enabled by WDM and the fast crossbar read of oPCM core. This is while the improve-
ment is still network-dependent. Unfortunately, the achieved improvement due to the
technology is still lower than the WDM capacity (i.e., K = 16). This is simply due to the
underlying network, and we expect that it goes higher for bigger networks. We leave
exploring this to future work.

• Baseline-ePCM does not always improve the latency over a Baseline-GPU. For exam-
ple, see 4 in Fig. 10.4, while Baseline-ePCM is ∼4× faster than Baseline-GPU for our
first CNN, it is ∼27× slower than Baseline-GPU for our MLP-L network. This happens
since in some networks, such as our MLP workloads, Baseline-ePCM has to serialize
XNOR+Popcount compared to Baseline-GPU, so much so that the benefits for reduc-
ing the data movement overhead diminish.

10.3.2. ENERGY ANALYSIS
Fig. 10.5 compares the energy consumption of Baseline-ePCM, ePCM-TacitMap, and
EinsteinBarrier. All numbers are normalized to the Baseline-ePCM energy consumption
of the same underlying network. The y-axis is in a log scale.

One can make the following two key observations:

• On average, ePCM-TacitMap increases the energy consumption compared to
Baseline-ePCM by ∼5.35×. This is because ePCM-TacitMap requires power-hungry
ADCs while baseline is using SAs ( 1 ).



10.4. DISCUSSIONS AND FUTURE WORKS

10

193

Results - Energy

~5.35x

~2.64x

~4.44x

~56%

~2.64x

~4.44x

OLD

~5.35x

~1.56x

~11.94x

1

2
~5.35x

~1.56x

~11.94x

1

2
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• On average, EinsteinBarrier improves the energy consumption by 56% and ∼11.94×
over Baseline-ePCM and ePCM-TacitMap, respectively ( 2 ). The improvement is
achieved because EinsteinBarrier requires a lower number of crossbar activations
by using the same crossbar, ADCs, and other peripheries but computing multiple
outputs at the same time.

10.4. DISCUSSIONS AND FUTURE WORKS
Multi-Level PCM Devices. In particular, this work uses PCMs in a binary mode, i.e.,
2 states per device. However, recent works [146, 464] show the potential for multi-bit
devices at the cost of increased noise. We leave the exploration of extending TacitMap
on multi-bit cells for future work.
Design Space Exploration of oPCM-based VCores. We currently evaluated EinsteinBar-
rier using fixed laser, array sizes, and other system configurations. This choice was made
due to our limited access to specs of different components (particularly those needed
in the transmitter), i.e., we do have only the power of the same components for a fixed
build size. A study that can freely explore this design space is encouraged but left for
future work.

10.5. CONCLUSION
This chapter proposes an CMOS-compatible oPCM-based hardware accelerator based
on integrated photonics principles, called EinsteinBarrier, to exploit the possible paral-
lelism with TacitMap (an efficient data flow for BNNs presented in Chapter 9) fully. Our
latency and energy evaluations suggest an enormous potential for oPCM-based acceler-
ators to improve performance in BNNs while improving their energy consumption. This
is the first step towards an optimized and efficient hardware realization for BNNs us-
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ing these emerging technologies. Hence, our work encourages further investigations of
oPCM in the NN realm.
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CONCLUSION

This dissertation demonstrates that CIM enhances the efficiency of various Genomics
pipelines and Machine Learning (ML) applications. Fundamentally, the goal of this
dissertation is twofold: (1) pinpoint and boost genomics and ML kernels with CIM,
and (2) investigate emerging (memory) technologies suited for CIM. We combine ana-
lytical methods with hands-on experiments, crafting innovative CIM architectures and
hardware/software co-designed strategies. These advancements enable faster and more
energy-conservative processing in numerous genomics pipelines and vision-centered
ML techniques. This chapter begins by highlighting the dissertation’s accomplishments
and the core findings of each chapter. It concludes by discussing potential avenues and
research directions for subsequent future research.
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11.1. SUMMARY
Chapter 1, Introduction. This chapter underscores the significance of emerging systems
and architectures tailored for modern applications and their main features. First, we de-
scribe two exemplars of modern applications, namely genomics and Machine Learning.
We spotlight their distinctive attributes, such as the extensive data working sets, the swift
expansion of these already vast data sets, and their continuous urge for prompt analysis,
distinguishing them from traditional applications. Subsequently, we delve into tradi-
tional computing systems rooted in Von-Neumann architecture and CMOS technology,
emphasizing their inherent constraints that fuel the quest for novel computing concepts
and techniques. We then unfold (1) the Computation-In-Memory computing model and
(2) emerging memory technologies, explaining their potential to counteract current im-
pediments in our traditional computing systems. Further, we address the obstacles and
challenges researchers must navigate to fine-tune CIM designs utilizing these emerging
technologies, ensuring they are apt for modern application demands. Subsequently, we
outline the research directions of this thesis and articulate our core thesis statement.
Finally, we recapitulate this thesis’s contributions, outlining their relevance to the desig-
nated research domains.

Chapter 2, Background and State-of-the-Art. This chapter provides the necessary back-
ground and fundamentals of the Computation-In-Memory paradigm, emerging (mem-
ory) technologies, modern applications, and state-of-the-art designs using systems built
on CIM or emerging memory technologies. We use the details in this chapter to set the
stage for the next ones. First, we introduce CIM. We cover the terminologies used in CIM,
a classification for CIM designs, and what a CIM tile is. Next, we touch upon memristor
devices, often just called memristors. We highlight three main types: ReRAM, PCM, and
STT-MRAM, comparing them with traditional memory technologies and noting their im-
perfect aspects (termed non-idealities). We then look at common tile structures used
with memristors. Moving on, we discuss optical phase change memory, emphasizing its
advantages over other memristor-based CIM methods. We list some basic operations
that memristor-based CIM can handle. Then, we outline the design choices for CIM,
discussing homogenous and heterogeneous designs. Afterward, we dive into two criti-
cal modern applications: genomics and Machine Learning. We explain why their needs
align with what CIM and new (memory) technologies offer. We give examples of popu-
lar genomics pipelines and dive into a prominent category of ML tasks. Finally, we look
at top-notch state-of-the-art CIM designs and (simulation) tools, starting with general-
purpose ones and then narrowing down to more specialized accelerators.

Chapter 3, Swordfish: In-Memory Basecalling. This chapter focuses on basecalling, an
early step in the genomics pipelines, and explores how to make it faster using memristor-
based CIM. We introduce Swordfish, a new framework that helps us study how accu-
racy can drop because of device non-idealities and limitations of the memristor-based
CIM design for basecalling. With Swordfish, we can analyze these challenges and test
potential solutions to deal with them. Swordfish takes into account seven real-world
issues found in memristor-based tiles. Using different hardware/software co-designed
strategies from various techniques, Swordfish aims to maintain high accuracy. We tested
Swordfish using Bonito, a state-of-the-art (i.e., accurate and fast), freely available base-
caller. Our results show that our CIM design speeds up Bonito by around 25.7× and only
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has a small drop of 6.01% in accuracy.

Chapter 4, RattlesnakeJake: In-Memory Algorithm for Short-Read Pre-Alignment Fil-
tering. This chapter investigates a major (new) bottleneck in many genome analysis
pipelines: the pre-alignment filtering in short-read sequence alignment. Current meth-
ods move short-read sequences to processing units only to sometimes reject them, wast-
ing energy and time. To address this, we introduce RattlesnakeJake, a special algorithm
and its corresponding CIM hardware that makes pre-alignment filtering for short reads
faster and uses less energy. RattlesnakeJake offers a streamlined filtering method and
uses memristors and the CIM paradigm to carry out needed operations while saving on
data movement. RattlesnakeJake achieves an accuracy level on par with state-of-the-art
(SotA) level and significantly speeds up short-read sequence alignment. Depending on
the dataset, we have seen improvements of up to ∼7× and ∼80× compared to the best
alternatives on GPU and CPU, respectively.

Chapter 5, SieveMem: In-Memory Hardware Acceleration for Short-Read Pre-
Alignment Filtering. This chapter continues from the last, addressing the challenge of
data movement delays in pre-alignment filtering tools for short reads. We noticed that
current SotA accelerators for pre-alignment filtering are not well-suited for upcoming
filtering algorithms using the same operations while suffering from their data movement
overhead. To bridge this gap, we present SieveMem, an architecture designed around
the Computation-In-Memory approach and memristor devices. SieveMem operates
directly in memory, reducing unnecessary data movement. We craft SieveMem to be
adaptable for future short-read algorithms by supporting the shared kernels seen in
previous SotA pre-alignment filters. Our experiments show that SieveMem efficiently
supports over 47.6% of shared tasks across the top five filters. We also refine Rat-
tlesnakeJake discussed in Chapter 4 and introduce a filtering algorithm, BandedKrait,
that blends well with SieveMem. This combination of BandedKrait on SieveMem, which
we term Mem-BandedKrait, showcases a significant speed boost, reducing processing
times by up to 331.1× for two common operations. Lastly, when using BandedKrait
on SieveMem, the overall sequence alignment time for short reads improves, even
surpassing the best GPU accelerator by up to 91.4×.

Chapter 6, FilterFuse: In-Memory Hardware/Software Co-Designed for Long-Read
Pre-Alignment Filtering. This chapter builds on our previous observations in Chapter 4
and chap5, delving deeper into the challenge of efficiently analyzing long reads instead,
the industry’s new preference for a more precise and efficient DNA reconstruction.
Long-read alignment consumes much time, causing a lag, i.e., bottleneck, in ge-
nomics research reliant on this alignment. While pre-alignment filters boost short-read
alignments, their effectiveness dwindles with long reads. Moreover, even with these
pre-alignment filters, the full alignment process (both filtering and actual alignment)
for long reads takes long, with filtering accounting for a big chunk of this time. The
vast amounts of long-read data movement between storage and processors are a main
contributor to this overhead. Although filters discard many of these reads before
alignment, they come at a steep price in terms of time and energy. Addressing this, we
introduce LongGeneGuardian, an adapted pre-alignment filter explicitly designed for
long reads. To fully harness its potential, we present FilterFuse, an architecture running
LongGeneGuardian directly in memory. Using the Computation-In-Memory approach,
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FilterFuse sidesteps data movement costs. Our tests reveal that FilterFuse trims the fil-
tering time by 120.47× when compared against the leading filter, SneakySnake. Further,
it reduces the total end-to-end alignment time for long reads by up to 49.14× compared
to pairing SneakySnake with a top-tier aligner and by 5207.63× against just the premier
aligner.

Chapter 7, Demeter: In-Memory Algorithm and Accelerator for Food Profiling. This
chapter explores ways to monitor food for safety and authenticity better. With advances
in sequencing technologies, acquiring the food sequences becomes cheaper, while food
profiling (the computational step) is becoming more time-consuming and the primary
computational bottleneck. The current state-of-the-art (SotA) food profiling tools are
expensive and unsuitable for quick monitoring. We aim to develop a more efficient pro-
filer to handle large data structures and minimize data transfers for real-time systems.
Therefore, we introduce Demeter, our new framework designed for food profiling. Using
hyperdimensional computing (HDC), Demeter can efficiently categorize and identify a
few species in food, addressing the large data structure challenges of previous food pro-
filers. For the data movement problem, we introduce Acc-Demeter, an in-memory hard-
ware system made with memristor devices. This setup makes Demeter faster and uses
less energy. When we put Demeter to the test against other SotA food profilers, Demeter
maintains a high accuracy level, staying within 2% of SotA food profilers. We synthesize
Acc-Demeter’s required hardware using UMC’s 65nm library by considering an accurate
PCM model based on silicon-based prototypes. Our hardware evaluations show that
Acc-Demeter significantly outperforms two leading profilers regarding speed and mem-
ory use. More specifically, Acc-Demeter achieves a (1) throughput improvement of 192×
and 724× and (2) memory reduction of 36× and 33× compared to Kraken2 and Meta-
Cache (2 state-of-the-art profilers), respectively, on typical food-related databases. Plus,
Acc-Demeter does not take up much extra space.

Chapter 8, KrakenOnMem: In-Memory Taxonomic Profiler. This chapter focuses on
creating a fast and energy-efficient hardware accelerator for taxonomic profiling, a cru-
cial first step in advanced metagenomic studies. While modern taxonomic profilers are
accurate, they are slow and consume a lot of energy, with the Table Lookup operation
being a primary bottleneck. To address this, we introduce TL-PIM, a hardware accelera-
tor that uses CIM to speed up Table Lookup. By combining the capabilities of emerging
memory technologies with intelligent data placement, TL-PIM enhances the efficiency
of Table Lookup. We then combine TL-PIM with a SotA profiler, Kraken2, creating a more
efficient hardware/software co-designed system named KrakenOnMem. Initial tests on
a small-scale silicon-based memory prototype are promising. Pir large=scale calibrated
simulations show that KrakenOnMem is much faster than Kraken2, providing an average
of 61.3% speedup compared to original Kraken2 for end-to-end profiling. KrakenOn-
Mem is also by orders of magnitude more energy-efficient than Kraken2, with only a tiny
increase in the area overhead of the entire system for the accelerator.

Chapter 9, LightSpeed: In-Memory Data Mapping for BNNs. This chapter shifts the
attention from the genomics field to the ML application domain, explicitly emphasizing
the acceleration of Binary Neural Networks (BNNs). Recent studies highlight BNNs as ef-
ficient solutions for task vision, notably for enhancing power and storage efficiency with-
out compromising accuracy. We identify significant data movement overheads by ana-
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lyzing BNNs’ performance on conventional systems with GPUs. This opens an oppor-
tunity for a CIM design to address this overhead. However, earlier CIM approaches that
aim to reduce these overheads do not fully leverage the potential of the native hardware
features. Addressing this, we introduce an innovative data mapping, called TacitMap,
tailored for BNNs on CIM platforms. TacitMap is a highly parallel data mapping for BNN
operations on any CIM design capable of performing VMM, e.g., memristor-based cross-
bars such as electronic phase change memory-based (ePCM) or resistive random-access
memory-based (ReRAM) ones. TacitMap is designed with the conventional 1T1R mem-
ory crossbar structure in mind and is therefore compatible with many of the already
evolving crossbar architectures. We benchmark TacitMap against SotA workloads for as-
sorted BNNs through rigorous evaluations. The results of this chapter underscore that
our approach trims the latency by a remarkable ∼154× when compared to the prevailing
SotA data mappings for BNNs on CIM frameworks.

Chapter 10, EinsteinBarrier: oPCM-based In-Memory Acceleration of BNNs. This
chapter furthers our exploration of improving BNNs using CIM (discussed in Chapter 9)
into hardware acceleration. We introduce a new accelerator, EinsteinBarrier, which
leverages the unique features of optical phase change memory (oPCM). By integrating
TacitMap from Chapter 9 and capitalizing on the efficiency of oPCM, especially with
the help of wavelength division multiplexing (WDM), EinsteinBarrier achieves optimal
parallel processing. Our results reveal that EinsteinBarrier significantly cuts down
latency (up to ∼3113.2×) when paired with TacitMap and remains energy-efficient
(within 60%), staying close to the consumption levels of the SotA CIM baseline.

11.2. FUTURE RESEARCH DIRECTIONS
Although this dissertation focuses on enabling modern applications to overcome the
performance and energy barriers of traditional systems using the CIM paradigm and
emerging memory technologies, we believe that our works and the insights they pro-
duce are applicable in a more general sense and open up new research directions. This
section reviews promising directions for future work.

11.2.1. EXTENDING THE PROPOSED TECHNIQUES

Throughout this dissertation, we uncover techniques grounded in universal principles.
These methods fit the genomics realm and align with other (modern) applications.
Think about domains grappling with ever-growing data sets and crave swift and
energy-efficient processing; our strategies can also serve there. Now, consider emerging
memory technologies. Be it NAND Flash memory [465, 466], ferroelectric field-effect
transistor (FeFET), phase-change memory [278, 295, 467], magnetoresistive mem-
ory [468, 469], or racetrack memory (RM) [470], our approaches seem promising.
Therefore, we propose to cast a wide net, explore and adapt our insights to new arenas,
and identify and tackle the bottlenecks they present.

TO OTHER (MODERN) APPLICATIONS

While centered on CIM for specific aspects of genomics and select ML kernels, our de-
signs are built on foundational principles. Therefore, these principles are not limited to
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the realms we explored. At their core, our proposals and designs address challenges re-
lated to processing large datasets quickly and efficiently. This characteristic is not unique
to only genomics or ML; many modern and even traditional applications share this trait.
Take, for example, database searches. These searches, especially those that involve ex-
tensive table lookups, can be time-consuming and computationally intensive. Our ap-
proach, exemplified by tools like TL-PIM from our KrakenOnMem project (see Chap-
ter 8), could potentially be adapted to streamline database operations, making them
faster and more energy-efficient. Then, there is the potential of oPCM (see Chapter 10).
Given its proven ability to accelerate multiple VMM operations with the help of WDM,
we can envision its applicability in larger computational settings. Neural networks, es-
pecially Deep Neural Networks, might benefit substantially from this technology. The
underlying operations and data flow in large-scale neural networks are similar to the
challenges we addressed in genomics. In conclusion, while our work offers solutions for
specific challenges, the underlying strategies have broader implications. We are excited
about the potential of adapting and expanding these methods to other domains. We be-
lieve that future researchers and developers can draw inspiration from our work, tweak
and refine the concepts, and devise innovative solutions for a plethora of applications
beyond what we have touched upon.

TO OTHER MEMORY TECHNOLOGIES
Our research provides valuable insights into the application of emerging memory tech-
nologies for enhancing the performance and energy efficiency of contemporary applica-
tions dealing with large data working sets. Although we delved into the specifics of par-
ticular technologies, like PCM in Demeter (referenced in Chapter 7) and ReRAM in Sieve-
Mem (highlighted in Chapter 5), the principles and methodologies we have discussed
have a broader reach. For instance, while we tailor our analysis to certain memory tech-
nologies, the underlying principles can potentially be expanded to encompass others
like STT-MRAM or RM. Both of these, similar in nature to the ones we have examined,
support akin logical operations, which suggests that they could benefit from strategies
akin to what we have proposed, especially within a CIM design context. Indeed, many
of these innovative memory technologies are still in their developmental phases, not yet
achieving full commercialization. But envisioning and mapping out efficient architec-
tures and designs for them is most important. As these technologies evolve, the research
landscape will inevitably shift toward resolving their challenges. In such a scenario, the
foundations we have laid in our work can act as a guiding light, assisting researchers
in navigating the intricate pathways of CIM designs utilizing these upcoming memory
technologies.

11.2.2. LEVERAGING AND CASCADING THE NEW-FOUND CIM DESIGNS IN

END-TO-END PIPELINES
Our research lays the groundwork for more efficient systems in genomics and ML by
leveraging CIM and emerging memory technologies. Therefore, future research can ex-
plore some potential avenues. In this section, we review several possibilities stemming
from our work. However, we believe that the true potential of CIM, combined with
emerging memory technologies, is vast, and as the field evolves, we will see unforeseen
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applications and innovations that will undoubtedly surface.

CASCADED CIM ARCHITECTURES IN A GENOMICS PIPELINE
In this thesis, our primary focus has been on devising accelerators tailored for specific
stages of the genome analysis pipeline, as depicted in Fig. 2.13. These accelerators,
while impactful in isolation, might offer compounded benefits when integrated into a
cohesive system, acting in concert with each other across multiple steps of the pipeline.
An intriguing avenue for future research would be a holistic evaluation of the entire
pipeline, gauging the collective impact when all these accelerators are operational to-
gether. Such an analysis would not merely be a sum of individual performances; the in-
terplay between various accelerators, data flow intricacies, and synergistic effects could
bring about unforeseen enhancements or challenges. For instance, the data exchange
and communication between accelerators might be a significant aspect to address. How
do these accelerators communicate? What is the best strategy to ensure efficient data
transfer between them without bottlenecks? Furthermore, understanding the adoption
costs of integrating multiple accelerators is pivotal. This includes the overhead of estab-
lishing the connectivity, ensuring compatibility, and potentially reconfiguring existing
systems to accommodate these new additions. In essence, while our contributions pro-
vide valuable building blocks for improving individual pipeline stages, the next frontier
would be to architect a seamless, integrated system where these accelerators cohesively
drive the entire genomics pipeline to new heights of efficiency and performance.

COMBINED CIM ARCHITECTURES IN AN UNIFIED ACCELERATOR
Here, we have delved into various stages of the genomics pipeline, as illustrated in
Fig. 2.13. For each segment, we have designed distinct CIM accelerators to optimize
performance. Yet, a promising avenue for future studies is the integration of these
individual techniques into a singular, unified accelerator. By fusing these separate
techniques, we aim to harness the full power of in-memory computation and leverage
the capabilities of emerging memory technologies. The key challenge, and potential
advantage, lies in achieving this amalgamation without incurring significant area
overhead. This would not only optimize performance but also drive down associated
costs. In essence, while our current approach offers modular solutions tailored to each
pipeline step, the future beckons a more holistic approach, crafting a streamlined and
cost-effective accelerator that encapsulates the benefits of all individual techniques.

SYSTEM INTEGRATION OF ACCELERATORS WITH OUR APPLICATION-
SPECIFIC ECOSYSTEM
Our thesis delves deep into designing accelerators using CIM and novel memory tech-
nologies, targeting enhancements in modern genomics and ML applications. Yet, it is
crucial to note that these accelerators do not operate in a vacuum. Given that not all
steps are covered by these solutions, they must mesh seamlessly with many other com-
putational units and memory types. Consider sequencing machines, for instance. These
systems inherently possess heterogeneity, encompassing a diverse mix of memory tech-
nologies, such as DRAM and NAND flash memories and computational cores, including
CPU, GPU, and FPGA. This diversity exists because each component brings unique ad-
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vantages, justifying the integration costs. Hence, a ripe avenue for subsequent studies
is to delve into the fluid integration of our accelerators within this intricate landscape.
Particularly, as mentioned in Section 11.2.2, understanding how a consolidated accel-
erator fits in becomes essential. Indeed, our current models adopt varying approaches,
oscillating between standalone accelerators or those that collaborate with a host, which
could range from a CPU to more specialized hardware like a GPU or FPGA. However, the
assumptions underlying these models might necessitate a re-evaluation. This would be
determined by the resources available in any heterogeneous environment our accelera-
tor(s) aim to integrate into. In essence, tailoring our solutions to the specificities of their
operational context remains a compelling challenge and opportunity for future explo-
rations.

11.2.3. NEW BOTTLENECKS AFTER EXPLOITING THE PROPOSED CIM DE-
SIGNS

Throughout this thesis, we unveil individual accelerators that dramatically speed up spe-
cific kernels within the genomics pipeline. It is essential to underscore that while the
macroscopic speedup for some tasks, like the taxonomic profiling discussed in Chap-
ter 8, might appear subtle, the speed boosts for micro-tasks, like Table Lookup, is mon-
umental. We recognize a pattern when we step back and envision the bigger picture.
As each bottleneck is alleviated by one of our proposals, another one naturally surfaces.
This domino effect is intrinsic to computer engineering, where enhancing one compo-
nent may shift the performance bottleneck to another. What does this imply for future
research? As we deploy our accelerators in full-fledged genome analysis systems, the
interplay of bottlenecks will evolve. The challenge then morphs from addressing indi-
vidual bottlenecks to understanding and rectifying the emergent bottlenecks that arise
from these interplays. This iterative approach of identifying, resolving, and then mov-
ing to the next bottleneck forms the crux of our field, making future endeavors in this
direction both exciting and imperative.



OTHER WORKS OF THE AUTHOR

In my time at TU Delft, I led nine successful projects. These projects shape this disserta-
tion. The earlier chapters detail these works. Chapter 11 captures our key findings and
suggests future, both immediate and distant, research paths.

During my graduate studies, I also worked on many research projects. I collabo-
rated with peers from the Quantum and Computer Engineering (QCE) department at
TU Delft. I also teamed up with the SAFARI group at ETH Zürich and the Chair for Com-
piler Construction (CCC) at TU Dresden. These projects taught me two things. First,
they sharpened my research thinking and critical mindset. Second, they expanded my
knowledge of computer architecture, especially about memory systems, in-memory pro-
cessing, and bioinformatics. I will discuss these projects in the next parts of this chapter.

During my first Ph.D. year, I teamed up with the SAFARI group for various projects.
My collaboration with Abdullah Giray Yağlıkçı led to BlockHammer [471]. BlockHammer
is a fresh approach to defense against RowHammer, a vulnerability in today DRAM.
BlockHammer outperforms previous defenses regarding protection, scalability, and
compatibility with standard DRAM chips. I explored system-level methods to reduce
energy use in VR and video streaming with Javad Haj-Yahya. We investigate several
system-level techniques, such as bypassing the host DRAM and extending the display
panel with a double remote frame buffer (DRFB) instead of DRAM’s double frame
buffer. As a result, we came up with BurstLink [472] that requires only minor tweaks
to the display processes of today’s mobile systems. With Rahul Bera, we crafted a
hardware prefetching system. We envision the prefetching as a task for a reinforcement
learning agent. Our outcome, Pythia [473], learns using various program features and
system-level feedback. We designed Pythia to be tweaked in silicon without hardware
changes, making it adaptable to diverse program needs.

In my second year, I delved deep into exploring the CIM paradigm, intertwining
both traditional and emergent memory technologies with genomics. Initially, I collab-
orated with João Dinis Ferreira from Avaloq, leading to the conception of pLUTo [115].
Uniquely positioned, pLUTo leverages conventional memory technology (DRAM) to ini-
tiate lookup table operations, opting for bulk memory reads, LUT queries, and com-
plex additional logic. Subsequently, my journey with Mahdi Zahedi from QCE involved a
meticulous review of the SotA memristor-centric CIM designs that facilitate many logical
and arithmetic functions. Our discourse unveils the intricate data flow within a generic
CIM-tile and the innate capacity to devise complex functions. Furthermore, we lay out a
spectrum of applications primed for in-memory execution and contemplate their gener-
alization facets. We then outline future pathways for CIM-based computational systems,
asserting that our design would illuminate challenges and uncharted research vectors
around a generalized CIM tile. Shifting the focus to STT-MRAMs, I partnered with IMEC
in Belgium and Abhairaj Singh at IBM Zürich. Our collective efforts birthed an adaptive
referencing modality tailored for CIM architectures, emphasizing boolean binary logi-
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cal functions. Our method enhances both the sensing margin and the performance of
the operation [279]. Tailored for STT-MRAM devices constructed using a 28nm technol-
ogy node, we seamlessly integrate our model into two pivotal domains: BNNs and text
encryption and show the potential benefits of our design. Lastly, Minesh Patel from SA-
FARI at ETH Zürich and I draw from the rich tapestry of insights on DRAM devices and
their vulnerabilities that we learned during M.Sc. and Ph.D. journeys. We jointly advo-
cated for enhanced clarity into foundational DRAM reliability traits. This, we believed,
would arm system designers with the tools to refine and adapt standard DRAM chips,
catering to system-specific needs [474]. Our advocacy gains momentum through three
case studies, spotlighting DRAM refresh overhead reduction, latency enhancement, and
RowHammer defense design. Our discourse emphasizes a prevailing opacity that deters
system designers from embracing optimization. We cap our discussion with insight-
ful recommendations, championing transparency in prevailing and prospective DRAM-
centric systems.

In my last two years, things got busier and more insightful. First, I teamed up with
Can Firtina from SAFARI on two main projects. In our first project, we dug into ways
to find exact and close matches (short strings) useful for read mapping and read over-
lapping. Our solution was BLEND [475]. In BLEND, we simplified the task to just one
lookup for finding fuzzy matches (exact or very close matches). Using SimHash, BLEND
could give us similar hash values for similar sets without many clashes. In the second
project, we studied pHMMs and the Baum-Welch method. Our proposal, ApHMM [476],
was a HW/SW co-designed framework. ApHMM reduced the computational and power
use of the Baum-Welch method. We designed flexible hardware that can handle differ-
ent pHMM types, remember data patterns on-chip, and skip over repeated tasks using
a bloom filter. Next, Mahdi Zahedi from QCE and I embarked on three distinct projects.
Our first project investigated how memory can handle both signed and unsigned arith-
metic tasks. Taking cues from memristor crossbars, we suggested a two’s complement
approach for various arithmetic tasks [301]. We also crafted a streamlined digital layout
to support MMM in an energy and area-efficient manner. Our second project dove into
speeding up graph tasks using CIM, especially targeting sparse graphs. We proposed
SparseMEM [114]. SparseMEM works with a novel data representation for compressed
graph data and is supported by any memory technology. We also created an optimized
ReRAM-based version of SparseMem, built on our data layout, to handle popular graph
tasks. In our third shirt project, Mahdi Zahedi and I analyzed the energy and speed inef-
ficiencies in running BNNs on memristor-based CIM designs. Our solution to mitigate
these inefficiencies, BCIM [477], mimics ADC and the required following digital process-
ing by a SA while it allows simultaneous row activation to maximize resource utilization
on the crossbar and enhance the performance. We investigated the effect of the num-
ber of references for each SA. We also explored the distance between the values of the
references. Moreover, we examined how to use weights and activation data of BNNs
better to communicate less between layers, leading to more energy and performance ef-
ficiency. Lastly, extending my work on pre-alignment filtering, I collaborated with Asif
Ali Khan from TU Dresden. We developed a pre-alignment filter with racetrack memory
(RM) - another emerging memory tech. Our creation [478] designed a new data layout
to make the most out of RM and overcome its sequential access challenge that previous
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in-memory filters based on RM face.





EPILOGUE

In this dissertation, we dive deep into how certain tasks from genomics and ML can run
on a CIM setup using new memory tech. We build a detailed understanding of our tar-
get applications’ performance and energy bottlenecks. We find that while CIM systems
and these new memory technologies promise better speeds, they come with challenges.
These challenges, like non-ideal behaviors of devices and the need for specific logic close
to or within memory, can make it hard for system designers to adopt them directly. This
is especially true if we want to set up the system with the right data flows, actions, and
connections to embrace CIM fully. Our work offers solutions to these challenges, focus-
ing on genomics tasks and BNNs. We hope our findings and tools pave the way for more
research. This research would ideally merge the advantages of CIM and new memory
tech, like memristors, with the reliable benefits of traditional systems and CMOS tech-
nology, which we believe remain vital for innovation and other tasks.
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