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Both inflow and the partial volume effect (PVE) are sources of error when measuring
the arterial input function (AIF) in dynamic contrast-enhanced (DCE) MRI. This is rele-
vant, as errors in the AIF can propagate into pharmacokinetic parameter estimations
from the DCE data. A method was introduced for flow correction by estimating and
compensating the number of the perceived pulse of spins during inflow. We hypoth-
esized that the PVE has an impact on concentration-time curves similar to inflow.
Therefore, we aimed to study the efficiency of this method to compensate for both
effects simultaneously. We first simulated an AIF with different levels of inflow and
PVE contamination. The peak, full width at half-maximum (FWHM), and area under
curve (AUC) of the reconstructed AlFs were compared with the true (simulated) AIF. In
clinical data, the PVE was included in AlFs artificially by averaging the signal in voxels
surrounding a manually selected point in an artery. Subsequently, the artificial partial
volume AlFs were corrected and compared with the AIF from the selected point. Addi-
tionally, corrected AlFs from the internal carotid artery (ICA), the middle cerebral artery
(MCA), and the venous output function (VOF) estimated from the superior sagittal
sinus (SSS) were compared. As such, we aimed to investigate the effectiveness of the
correction method with different levels of inflow and PVE in clinical data. The simula-
tion data demonstrated that the corrected AlFs had only marginal bias in peak value,
FWHM, and AUC. Also, the algorithm yielded highly correlated reconstructed curves
over increasingly larger neighbourhoods surrounding selected arterial points in clinical
data. Furthermore, AlFs measured from the ICA and MCA produced similar peak height
and FWHM, whereas a significantly larger peak and lower FWHM was found com-
pared with the VOF. Our findings indicate that the proposed method has high potential
to compensate for PVE and inflow simultaneously. The corrected AlFs could thereby

provide a stable input source for DCE analysis.

Abbreviations: AlF, arterial input function; AUC, area under the curve; BBB, blood-brain barrier; DCE, dynamic contrast-enhanced; EES,, extravascular extracellular space; ETM, extended Tofts
model; FOV, field of view; FWHM, full width at half-maximum; GBCA, gadolinium-based contrast agent; ICA, internal carotid artery; IDH, isocitrate dehydrogenase; MCA,, middle cerebral artery;
NRMSE, normalized root-mean-square error; PFP, peak FWHM product;; PVE, partial volume effect;; RIGEL, Radiotherapy in Isocitrate dehydrogenase mutated Glioma: Evaluation of Late
outcomes; RO, region of interest;; SNR, signal-to-noise ratio; SSS, superior sagittal sinus;; VOF, venous output function.
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1 | INTRODUCTION

Dynamic contrast-enhanced (DCE) MR is an imaging method often used for estimating vascular properties, especially in oncological applications.’
Essentially, a gadolinium-based contrast agent (GBCA) is administered intravenously, while dynamic T1-weighted images are acquired for several
minutes at a medium temporal resolution (of the order of a few seconds). In normal brain tissue, an intact blood-brain barrier (BBB) prevents leak-
age of GBCA into tissue. However, impairment of the BBB resulting from disease processes can lead to leakage of GBCA from vessels to the
extravascular space. To identify such BBB damage and quantify its extent, parameters including the time to the peak,? maximum intensity, area
under the curve (AUC),* wash-in slope, wash-out rate, and signal enhancement ratio® can be derived from the DCE signal-intensity curve.® Alter-
natively, tracer kinetic models enable estimation of vascular properties (as summarized by Khalifa et al.”). The extended Tofts model (ETM) is the
most frequently applied model in tumour assessment. It assumes that the GBCA is distributed in two compartments: the blood plasma and
the extravascular extracellular space (EES), adopting a bidirectional exchange of the tracer across the BBB.® By fitting this model to the measured
signal intensity, vascular parameters are obtained, for example, the volume transfer constant (K™), reflux exchange rate from EES to plasma
(Kep), fraction volume of plasma (V,), and fraction volume of EES (V.). These quantitative parameters were shown to provide relevant clinical
information about the vasculature.”°

The arterial input function (AIF) plays a crucial role in the estimation of the aforementioned pharmacokinetic model parameters, as it serves as the
input to the model. The AIF describes the contrast agent concentration in an artery feeding the tissue of interest as a function of time. The use of a
population-average AIF has been proposed to simplify the fitting procedure and enhance the reproducibility of the parameter estimations.'* However, a
population-average AIF ignores the natural variation in individual subjects, which can propagate erroneously to vascular parameter estimations.*?*3

Simultaneously, there are also known issues with measuring a subject-specific AIF. In general, it is preferred that the AIF is obtained near the tis-
sue of interest to reduce travel time (delay) and dispersion, so that the shape and amplitude of AlFs is represented accurately.** However, in the
smaller arteries and even in the larger brain-feeding arteries, limited spatial resolution can result in mixing of signals: the partial volume effect
(PVE).1>¢ As a consequence, signals from the artery and surrounding tissue are combined, which generally results in underestimation of the GBCA
concentration. To deal with this, previous studies have suggested either normalizing the AIF with the concentration measured in the superior sagittal
sinus (SSS),*%7 that is, the venous output function (VOF), or using the VOF itself as an input to the pharmacokinetic model.*®%° Nonetheless,

Hansen et al'®

|20

pointed out that normalization methods are only valid when the contribution of the tissue signal is limited. Furthermore, Cramer
et al“” found that using the VOF might lead to biased pharmacokinetic analysis, due to the increased dispersion of the concentration-time curve.
Inflow effects have shown to affect the AIF, especially when it is measured in a larger artery, away from the site of interest.2! In general, it is
assumed that the recorded signal reflects the steady-state magnetization. In tissue this is often a valid assumption, but it may not hold in arteries.
Here, “fresh” spins arrive continuously in the image volume, which have received insufficient excitations to reach a steady state. Effectively, this
results in a hyperintense signal in the baseline images and underestimation of the T, signal enhancement induced by the GBCA. Several methods

t.22 However, such cali-

for reducing the impact of inflow effects were proposed. For instance, a flow phantom could be used to calibrate the effec
bration is often sequence-, subject-, and system-dependent. Measuring the AIF downstream could significantly improve the accuracy, but this
may not be applicable to all in vivo imaging situations.?® As an alternative, the AIF can be measured from phase accumulation induced by higher

|24

magnetic susceptibility of GBCA. This approach is insensitive to inflow effects that merely act on the magnitude of the signal.“* At the same time,

however, this signal can suffer from phase wrapping and flow-induced phase shift. Yet other correction methods were designed for particular

2526 and therefore are not generally applicable.

applications, for example, liver DCE imaging,

Recently, a method was proposed for correcting inflow effects by first estimating the perceived pulse number and then correcting for the
inflow effect.?” However, PVEs were not considered. In the current article, we aim to assess the efficacy of this algorithm to compensate for both
inflow and PVEs simultaneously. We hypothesize that a PVE can be interpreted as an underestimation of the perceived pulse number due to its
similar impact on concentration-time curves. Simulation data were used to evaluate the correction method and clinical datasets were applied to

verify the applicability in practice.

2 | THEORY

In this section we define the theory that was initially applied merely for modelling and correcting of inflow contamination, namely a low number

of perceived pulses. The full derivation of the introduced equations can be found in the appendix of van Schie et al.?”
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2.1 | Signal expression

In a spoiled gradient echo sequence, the signal can be expressed as an excitation of the longitudinal magnetization M,(n) followed by T, decay:
S(n)=sina-M,(n)-e Te/Tz 1)

in which a is the flip angle, Tg is the echo time, T, is the tissue-specific T, decay time, and n represents the number of RF pulses perceived by

the spins, which directly reflects the degree of saturation. Clearly, the T; decay term may be neglected while the applied echo time is sufficiently

small (Te < T5).
The expression for M,(n) is

B 1-E n 1-E
M) = M- (1 g ) costa) £1)"+ =2, @)
where
Ey=e TR/T1, 3)

with Mg the net magnetization in equilibrium, Tg the repetition time, and T, the longitudinal relaxation time. Notice that when the spins have
received enough excitation pulses, which is usually achieved in stationary tissue due to a sufficiently large number of start-up excitations, the lon-

gitudinal magnetization reaches a steady state, in which M,(n) can be simplified as

M, (n) =Mo- <i> (4)

1—cosa-Eq

The magnetic unit will not alter with increasing perceived pulse number n at some point. Notice that this “sufficient” pulse number to saturate
the magnetization is dependent on the applied repetition time and flip angle. The MRI signal in an artery, however, frequently does not reach the
steady state, because spins enter the field of view with an inadequate number of excitation pulses, albeit still holding to Equation (2). As a conse-
quence, a higher signal is obtained from these spins, which are in a transient state compared with what would have been measured had they been

in a steady state. This leads to the phenomenon of inflow artefacts due to flow enhancement.

2.2 | GBCA-induced signal change

Under the influence of the GBCA, relaxation rates are modulated by the contrast concentration C in plasma:

1 1

—=—+(1—Hct)-r,-C, 5

=g At n (5)
and

1 1

—==—+(1—Hct)-rj -C, (6)

T2 T 2

in which T and T, represent the initial longitudinal and transverse relaxation times, respectively, Hct is the hematocrit level, and ry and r;
denote the longitudinal and transverse relaxivity of the GBCA. As a result of this, the magnetization and the measured signal become functions of
both C and perceived pulse number (n): M,(C,n) and S(C,n).

The signal ratio, denoted as D, characterizes the relative change between the post-contrast and pre-contrast signal intensities, which can be
expressed as

D(C'n):—g: .e*TE'rz* 'C. (7)

This signal ratio expression contains only two unknown terms, which are the contrast concentration (C) and the perceived pulse number (n).
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2.3 | AIF model

The AIF model from Orton et al?® was integrated in this approach to facilitate the correction for inflow. This AIF model is defined as a sum of two
functions, one describing the first passage of the contrast agent and the other describing the wash-out phase of the GBCA during the tail of the
AIF. The bolus peak Cg(t) is defined by

Ca(t—to) =ag-u3 - (t—to) e t-to), (8)

in which ag represents the area under the curve of the bolus peak (which is related to the total injected concentration, see below), ug the decay

rate, and to the bolus arrival time. The tail function is expressed as a convolution of the bolus peak and a body transfer function G(t):
G(t) =ag-e#st, 9)

where ag determines the starting level of this function and ug governs the decay rate, reflecting kidney function. Thus, the complete AIF is mod-

elled as follows:

Com,n(t,a) :CB(t7f0)+CB(t7t0)*G(t), (10)

in which @ contains all parameters for the AlF:

0= [ag,up,dc,4cto]. (11)

24 | Correction method
This section summarizes the correction method. For further details we refer to the comprehensive description in van Schie et al.?”
Previously, it was observed that the area under the first bolus peak is related to the ratio of contrast agent dose and cardiac output.?? Fur-

t.29

thermore, both dose and cardiac output are generally proportional to body weight.“” Accordingly, the parameter representing the area under the

first bolus peak of the AIF model (ag) was assumed to be constant across subjects. This constant was set to 50.58 mM s~ for a standard dosage

—1),27.28 and was scaled linearly with the dose per body mass. Consequently, any discrepancies between the model and a measured

(0.1 mmol-kg
signal-ratio curve were attributed to inflow effects, which were subsequently accounted for by estimating the perceived pulse number n.

To correct the measured AlF signal curve, the following minimization problem was solved:

(é»ﬁ) = argr?inn [|Dmeas (t) — D(Corton(t,6),n) || (12)

in which Dpeas(t) is the measured signal-ratio curve and D(Coron(t,0),n) is the fitted signal-ratio curve incorporating Orton's AIF model. While
doing so, the free model parameters in ¢ (Equation 11) and the perceived pulse number n were estimated. The estimated parameters were con-
strained to be positive, and were determined using a nonlinear least-squares regression method.

Essentially, the estimation of n involved comparing the full measured time-series data with the AIF model, rather than considering each time
point separately. However, in practice some information might not be represented in the model, such as the presence of a second peak. To

address this, the concentration (C(t)) at each time point was subsequently re-estimated using the estimated pulse number (), by solving C in

D(C(t),n) = Dmeas(t). (13)

In effect, this yielded the final AIF concentration curve compensating for inflow effects, and in this study we will study whether this also com-
pensates for PVE.
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3 | MATERIALS AND METHODS
3.1 | Simulation

The AIF model in Section 2.3 was used to generate a standardized AIF concentration curve using population-averaged parameters:
ag=50.58mM.s71, g =0.35"1, a5 =0.025"1, ug=0.003s71, and to=155.2% The AIF curve first served to compute a magnetic resonance
(MR) signal curve according to Equation (1) (via Equations 2 and 3) with T1 and T, modulated by the contrast concentration. In this computation
the following constants were applied. Hct: 0.45, T4¢ in blood: 1.8 s, %0 T5o in blood: 0.02 sl ry: 4.5 (mM-s)’1 for gadobutrol,32 theoretical r}:
5.9 (mM -5)71.33'34 This was done for a variety of perceived pulse numbers n, yielding different MR signal curves 5(C,n), each of which was nor-
malized according to Equation (7). Notice that T, decay was included, even though a small echo time was applied for the in vivo experiments.
Inflow simulations ignoring T, decay were also explored to verify its influence.

For tissue, the steady-state signal (S'(c0)) was modelled assuming certain constants Ty and T, of 1.2s and 0.08s, respectively, and setting n
equal to infinity in Equation (1). Finally, a linear combination of the AIF signal and the tissue signal was applied to include PVE in the simulations:

Sp(f,n)=(1—f)-S(n)+f-S' (), (14)

with PVE fraction f. Thus, our partial volume model mixes a constant background signal S'(c) into the (foreground) AIF signal. In the Appendix it
is shown that the AIF signal under the influence of inflow (i.e., varying n) can be rewritten and approximated to obtain a similar representation. As
a consequence, flow has an impact on the time-concentration curve highly comparable with PVE.

White Gaussian noise was added to the resulting signal intensity curves to achieve a signal-to-noise ratio (SNR) equal to 40 dB, that is, the
same as the SNR of the baseline signals measured in the internal carotid artery (ICA) in our clinical data. Finally, the simulated signal-intensity cur-

ves were transformed into signal-ratio curves Dgmy(t) by normalizing with the averaged baseline signal (before contrast agent arrival).

3.2 | Validation

First, simulations were run with only inflow effects incorporated: the PVE fraction (f) in Equation (14) was set to 0, and
n € {40,60,80,100,120,140}. For each n, 10,000 simulations were performed with different noise realizations yielding signal-ratio curves Dgjmy(t).
The correction algorithm was applied to each simulated signal curve to estimate the perceived pulse number, which was then used to reconstruct
the AIF concentration curve (Section 2.4). Finally, the reconstructed AIF was supersampled 20 times to 0.1-second temporal resolution using
piecewise cubic interpolation,®® from which the peak value, full width at half-maximum (FWHM), and AUC were computed; these values were
compared with the ground-truth values calculated from the simulated AIF (through the same interpolation procedure).

Then, partial voluming was included by increasing the PVE fraction (f) from 10% up to 50% for different n (see above); again 10,000 noise
realizations with SNR equal to 40 dB were obtained for each setting. Subsequently, the correction algorithm was applied. To show the interaction
between the correction for inflow and PVE, we employed both the true simulated pulse number (without PVE correction) and the estimated per-
ceived pulse number to reconstruct the AlFs. Furthermore, the peak value and FWHM of both the uncorrected and the corrected AlFs were com-
pared with the ground-truth values.

3.3 | Clinical data acquisition
3.3.1 | Patient cohort

Data in this study were acquired as part of an associated clinical study in Netherlands: the Radiotherapy in Isocitrate dehydrogenase (IDH)
mutated Glioma: Evaluation of Late outcomes (RIGEL) study (trial identifier: NCT04304300). The first 10 patients who had histologically con-
firmed, IDH mutated glioma (WHO grade 2 or 3) and for whom the relevant imaging data were available were included in this sub-study. Informed
consent was obtained from all subjects. Post-operative radiation therapy and chemotherapy were given to every patient after surgical tumour
resection. MRI was performed before and approximately 4 months after radiation therapy. From three patients, DCE images were obtained before
and after radiation therapy; from two patients, scans were only made post-treatment; and from five patients, only pre-treatment data were

included.
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3.3.2 | Imaging and injection protocol

Imaging was performed on a 3T MRI system (Signa Premier, GE Healthcare, Waukesha, WI, USA) using a 48-channel head coil in the Erasmus MC
(Rotterdam, Netherlands).

DCE images were acquired using a differential subsampling with Cartesian ordering sequence®® with TR/TE: 2.7/0.9 ms, flip angle: 14°; field
of view (FOV): 220 x 220 x 144 mm?3; matrix size: 128 x 128, 72 slices; in-plane resolution: 1.7 mm x 1.7 mm; reconstructed resolution: 0.9 mm
x 0.9 mm; slice thickness: 2 mm, temporal resolution: 2's, to obtain 183 image volumes in total. The entire DCE sequence took 6 minutes 6 sec-
onds. Some other sequences were also applied for clinical purposes, but these are not relevant for this article.

In each patient, 7.5 ml of Gadobutrol (Gadovist®, Bayer, Germany), corresponding to a standard dose for a 75-kg patient, were automatically
injected by a power injector. The contrast agent injections were started 20 seconds after the start of the DCE imaging to allow acquisition of suf-

ficient averages of the contrast-free baseline signal.

3.3.3 | Pre-processing

All image processing was done with in-house created scripts in Matlab (version R2021b; MathWorks, Inc., Natick, Massachusetts, United States).
Head motion between the dynamic scans was checked visually by monitoring the three cross-sectional lines of the central coronal, sagittal, and axial
slices across time. Slight misalignment of the boundaries was observed in three cases; this was corrected by performing 3D rigid registration of the
entire series to the first volume. We did not apply registration in the case without observed movement, to avoid introducing interpolation errors.

3.4 | AIF measurement
3.4.1 | Region-of-interest selection

In all patients of this study, regions in an artery were selected in the hemisphere contralateral to the tumour, to avoid any possible effects of the
tumour on the AIF measurement. These regions of interest (ROls) were delineated manually on a DCE volume after bolus arrival in which
the arteries could be easily identified. Specifically, ROls were drawn in the ICA and segments of the middle cerebral artery (MCA). Sampling of the

AIF signals was performed before registration to the T; map to avoid additional blurring.

3.4.2 | Artificially increased PVE

To test whether the inflow correction method can also correct for PVE, one voxel of interest was placed at the center of the ICA in a proximal
imaging plane for each patient. Then, the signal-time curve of this voxel was averaged with those of surrounding voxels by applying an increasing
kernel size, from 3-by-3 to 9-by-9 voxels applied within plane. This was done to mimic increasing PVE at a fixed inflow effect.

3.4.3 | Downstream sampling the AIF

The inflow effect is expected to diminish gradually from ICA to MCA, due to increased exposure to excitation pulses. However, simultaneously it
can be expected that PVE becomes more severe, since the diameter of the arteries become smaller. To test the sensitivity of our correction algo-
rithm to these mixed effects, we measured the AIF in the ICA (AIF,ca), M1 (AlFpm4), and M2 (AlF\2) segments of the MCA. Accordingly, groups of
nine voxels were selected in the ICA and the M1 and M2 segments of the MCA in each patient, for measuring the AIF from upstream to down-
stream in the same arterial territory. Subsequently, the signal over the ROl was averaged for each dynamic to obtain a signal-time intensity curve
reflecting the AIF.

3.44 | Concentration estimation
Signal-ratio curves Dpeas(t) were first derived by dividing the time-signal intensity curves from each region by the mean of the first 10 baseline

signals. Then, the correction algorithm described in Section 2.4 was applied to the AIF signal-ratio curves, estimating the perceived pulse number.

Finally, we used the estimated pulse number to reconstruct the AlFs.
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3.4.5 | AIF alternative

Conforming to an often-applied practical approach, we also measured the VOF from the SSS (VOFsss). As with the AlFs, ROls consisting of nine
voxels inside the SSS were delineated manually in an axial slice, after which mean signal-time intensity curves were obtained. Subsequently, con-
trast concentration curves were calculated as described in Section 2.1, asserting that the spins were in the steady state and assuming T10= 1.8s
for blood.

3.4.6 | Evaluation

For assessing the influence of artificially increasing PVE, the estimated pulse number from each kernel was compared with the estimated pulse
number of the central voxel. Also, the root-mean-square error was calculated from the difference between the corrected AIF and the one from
the central voxel (serving as the gold standard reference) and normalized further with the peak value of the central voxel to deliver the normalized
root-mean-square error (NRMSE).

The AlFca, AlFm1, AlFyv2, and VOFsss were compared based on the peak values, FWHMs, and products of the peak value and FWHM
(i.e., the peak FWHM product, PFP, which is related to the area under the first bolus peak). Differences were assessed statistically using the

Wilcoxon test. P values smaller than 0.05 were considered as statistically significant.

4 | RESULTS
4.1 | Simulation

Figure 1 shows (A) Orton's AIF model employed as calculated from population-averaged parameters, (B) MR signal-ratio curves including only
inflow effects, and (C) signal-ratio curves affected by both inflow effects and PVE. Notice that no noise was added, so that the graphs show
only the effects of inflow and PVE.

4.2 | Validation

In the following experiments, Gaussian noise was added before deriving signal-ratio curves. Error percentages of the estimated pulse number,
reconstructed peak value, FWHM, and AUC from simulated data that only included inflow effects are shown in Figure 2. A bias of a few per cent
(less than 3%) was observed in all the plotted parameters. The variance increased when stronger inflow effects, that is, lower n, were simulated.
Figure S1 collates the same estimations, while T, effects were not included in the simulations. No bias has been detected in this simulation.

As PVEs were introduced, the estimated pulse numbers gradually decreased when the partial volume fraction increased (Figure 3a). Simulta-
neously, only a little influence on peak values and FWHMs was observed for the corrected AlFs, showing that the inflow correction method also
compensated for most of the PVE (Figure 3b,c). This complementary correction becomes even more biased when applying the real (input) pulse

number to correct the AlFs, that is, reflecting “perfect” correction for only the inflow effects (Figure 3d,e).

(A) ; Simulated AIF (Orton's model) (B)14 Signal ratio with inflow effect only (C)14 Signal ratio with inflow and partial volume effect
/0 inflow /0 inflow

[ v/ inflow (n=140) w inflow (n=120)

6 12 wj inflow (n=120) 120 W/ inflow (n=80)

= I v/ inflow (n=100) I v/ inflow (n=40)
= [ v/ inflow (n=80) PVE= 0%
£° 10 w/ inflow (n=60) 10 - \égjng
I v/ inflow (n=40) =40%

Concentration (
S
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-
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-
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o
o
o

0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
Time (s) Time (s) Time (s)

FIGURE 1 (A) Simulated AIF concentration curve from Orton's model, (B) signal-ratio curves from simulated AIF concentration curves with
inflow effect only, and (C) likewise with partial voluming added. Notice that PVE led to similar underestimation of the AIF curves to inflow.
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FIGURE 2 Error percentage of (A) estimated pulse number, (B) peak value, (C) FWHM, and (D) AUC of compensated AlFs while inflow and
T, effects are simulated.

4.3 | Correction in clinical data
43.1 | Artificially increased PVE

Figure 4 shows three representative examples of PVE compensation in different patients. Clearly, the AlFs were reconstructed faithfully even
with large simulated partial voluming. A decrease in estimated pulse number with increasing PVE fraction was observed in every patient (Table 1).
Furthermore, the NRMSE generally stayed small, albeit moderately higher with larger kernel sizes. Supplementary Figure S2 shows the detrimental

effect on the signal curves and the reconstructions when a nearby vessel is included with a different enhancement time (i.e., arrival of the peak).

43.2 | AIF measurements upstream and downstream

A box plot of estimated pulse numbers for the AlFs and the VOF is included in supplementary Figure S3. Unsurprisingly, the VOF received mark-
edly more excitation pulses than the AlFs did. Figure 5 shows the peak values, FWHMSs, and PFPs of the three AlFs and the VOF for all subjects.
The peak values in VOFsss were significantly lower than in AlFca (p-value: 0.03) and AlFy4 (p-value: 0.04). The peak values in VOFsss and AlFy
were not significantly different (p-value: 0.05). Significantly larger FWHMs were observed in VOFsss compared with AlFca (p-value: 0.02) and
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FIGURE 3 (A) Variation in the estimated pulse number when partial volume correction is included in simulated signal-ratio curves; (B) the
peak value and (C) FWHM of the reconstructed AIF using the estimated pulse number; (D) error in peak value, and (€) FWHMs when using the
true pulse number, that is, without partial volume correction during AIF reconstruction.

AlFpm1 (p-value: 0.03). There was no significant difference between the FWHMSs from VOFsss and AlFym1 (p-value: 0.10). Other comparisons, for

example, the PFPs, yielded no significant differences.

5 | DISCUSSION

In this article, we studied the potential of a method to correct the AIF measured in DCE MRI simultaneously for PVE and inflow effects. This was
inspired by the observation that PVE induces similar shape and amplitude changes of the AIF to inflow. In the Appendix, we underpin mathemati-
cally that the two effects indeed have a similar effect on AIF measurement, which also implies that they cannot be separated. Our results show
that the correction algorithm sustains combined correction for both inflow effect and PVE.

While inflow correction has been widely studied, PVE on AIF measurement remains a challenging issue. Practically, the temporal resolution is

often maximized for obtaining high-quality AIFs and high accuracy and precision of permeability estimates.>” While doing so, the imaging
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FIGURE 4 Simulation and compensation of increasing PVE in the internal carotid artery in three different subjects (top to bottom). The left
column depicts a cross-section of the artery and the regions over which PVE is simulated (coloured squares). Mean signal-ratio curves within the
kernel's footprint and reconstructed AIF concentration curves are shown in middle and right columns, respectively. Notice that only first 40 time
points of the series are plotted for clarity reasons.

resolution may be sacrificed in order to accelerate the image acquisition, inherently resulting in mixing the arterial signal with tissue signals. A
recent study emphasizes the importance of PVE correction for enhanced reproducibility of pharmacokinetic coefficients derived from DCE MRI.2°
To our knowledge, ours is the first study investigating the feasibility of correcting inflow effects and PVE simultaneously. To verify comprehen-
sively the potential of the correction method, we performed realistic simulations, and also checked the method in an array of AIF measurements
in clinical datasets. The method studied reconstructed the AIF accurately with marginal bias except for some unrealistic cases. This shows that the
correction method has great potential for use in clinical DCE analysis.

When simulating only inflow effects, the method yielded a small bias (less than 3%) in the peak value and the width of the AIF (Figure 2b,c),
irrespective of the extent of the inflow effect. The remaining bias results from T, effects that were included in simulated signals. Indeed Figure S1
in the supplementary material shows the outcomes on simulated signals generated without any T, effects, which do not exhibit a bias. At the
same time, the interquartile range of the peak value and the AIF width increased for more severe inflow effects. This reflects that, with strong

inflow (small n), a small error in the number of estimated pulses has a relatively large effect on the AIF parameters. Intuitively, this makes sense,
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TABLE 1 Difference in estimated pulse number (nq) and normalized root-mean-square error (NRMSE) of reconstructed AlFs with increasing
PVE (i.e., applied kernel size) in comparison with data from the central arterial voxel.

ng (%) NRMSE

3x3 5x5 7x7 9x9 3x3 5x5 7x7 9x9
Subject 1 -0.7 -5.3 -14.2 —26.6 0.008 0.016 0.032 0.055
Subject 2 -24 -8.8 -22.3 -33.0 0.003 0.008 0.039 0.046
Subject 3 -6.0 -16.2 -324 —44.1 0.023 0.038 0.074 0.098
Subject 3* -23 -9.0 —26.0 -35.1 0.007 0.028 0.068 0.092
Subject 4* -0.6 -14 -11.2 —224 0.004 0.019 0.036 0.080
Subject 5 —6.6 -12.0 —16.6 —26.7 0.023 0.036 0.054 0.145
Subject 6 -2.8 —6.7 -21.9 -30.7 0.003 0.021 0.016 0.023
Subject 6* 4.3 -32 -8.0 -17.9 0.035 0.011 0.025 0.023
Subject 7* -31 -10.6 -21.2 -30.2 0.004 0.016 0.033 0.043
Subject 8 -4.9 -131 —24.9 -334 0.004 0.010 0.028 0.039
Subject 8* -0.3 —6.5 -16.0 —24.5 0.006 0.012 0.025 0.034
Subject 9 -5.0 -11.7 -25.8 -36.4 0.004 0.015 0.022 0.033
Subject 10 -4.7 -133 -225 -320 0.007 0.022 0.029 0.040

*Patient received radiation therapy.
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FIGURE 5 (A) Peak values, (B) FWHMs, and (C) PFPs from AlF|ca, AlFm1, AlFpmo (applying inflow and partial voluming correction), and VOFsss
(without any correction). Colours denote independent measurements. VOFsss had significantly lower peak value and higher FWHM than AlFca
and AlFM1

since, closer to steady state (i.e., with small inflow), variation in the number of pulses affects the signal less, as such resulting in a more stable esti-
mation of the AIF. At the same time, a small number of pulses suppresses the contrast of the signal-ratio curves, as can be observed in Figure 1b.
This could also hinder the estimation of the number of pulses and affect the peak height and FWHM estimations.

When including PVE but applying the correct number of pulses (i.e., perfect correction of only the inflow effects), the peak value and AIF
width became significantly affected by PVE, especially when approaching steady state (see Figure 3d,e). This shows the dilemma in clinical use of
DCE imaging, in which an AlIF is preferably derived from arteries as close as possible to the tissue of interest, which would minimize inflow effects,
but at the same time includes arteries affected by PVE due to their small size. Taking both effects into account, the proposed method yielded only
a small bias in both the peak value and FWHM of the reconstructed AIF concentration curves (cf. Figure 3b,c). This remaining (mild) bias might be
due to unaccounted-for differences between partial volume and inflow effects. In particular, the stability of the estimation (i.e., the constantly
small width and bias of the distributions), independent of PVE/degree of inflow, gives the technique high potential for clinical application.

Our experiments about mimicking PVE by averaging the signal over larger numbers of voxels surrounding a central arterial voxel confirm the
robustness of the proposed approach, as larger PVE hardly affected the outcome. Robustness against such varying partial voluming is useful, as it
can be difficult to delineate a region in an artery accurately in clinical DCE data. Simultaneously, however, it is important to ascertain that sur-

rounding tissue exhibits the same enhancement timing as the studied artery. In particular, we observed that, as the averaging region in this
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experiment started to overlap with a region exhibiting a later enhancement, the outcome became increasingly biased. The combination of such
distinct enhancement profiles gave a distorted bolus peak profile, which resulted in erroneous correction. Thus, one should avoid applying our cor-
rection to AIF measurements in neighbourhoods with different vessels, as they may show varied enhancement timing, yielding a wrong outcome.

Measuring the AIF from the ICA is associated with less PVE compared with the MCA, but there are stronger inflow effects. Practically, the
ICA may not always be covered by the image volume due to imaging limitations, for example, restrictions in scan time. In that case, the MCA could
be an alternative, inherently at the expense of larger PVE. We studied both AIF sources to demonstrate the capability of our method with differ-
ent combinations of inflow effect and PVE. We did not find a significant difference in peak value and FWHM between the measurements in the
ICA and MCA (for both the M1 and M2 segments). However, a small decreasing trend in the AIF peak and an increasing trend in the FWHM from
the M1 to M2 segment of the MCA seems visible in our data (Figure 5). Essentially, this corresponds with our simulation results, in which mild
inflow effects combined with larger PVE caused increasing (albeit marginal) bias (Figure 3). Accordingly, we propose to apply the correction
method practically to an AIF from the most upstream fragment of the covered vascular system, as that should give the most reliable outcome.

VOF measurement in the SSS has also been considered as a useful alternative to arterial measurement, due to limited inflow and PVE
effects.®® Indeed, by applying the correction algorithm to the measured signal-ratio curve from the SSS, a large number of excitation pulses was
estimated (Figure S3). This signified that the spins were close to steady state. However, significantly lower peak values and increased FWHMs
were found when comparing the VOF from the SSS with the AIF in the ICA or M1 segment of the MCA. This showed that the shape of the VOF
was not in agreement with the AIF. We attribute this difference to increased dispersion of the contrast agent, limiting the usefulness of the SSS
measurement as input of a DCE analysis. This corresponds with the results from Cramer et al,2> who reported that the VOF measured in the
SSS had a lower peak value than AlFs with PVE corrections; also, it was found that the VOF yielded low reproducibility, even though the VOF is
theoretically less prone to inflow artefacts and PVE.

There are several limitations to our study. First, we did not have a real ground-truth AIF. Clearly, such a true AIF can only be measured from
blood sampling, for which we did not have ethical approval. Furthermore, the method assumed a fixed area under the first bolus peak to estimate
the underestimation of inflow and PVE. This might in reality vary across subjects and/or the vessel of interest. However, it was previously
reported by Parker et al'! that the relative standard error in this parameter is only 5.4%. In addition, we assumed that local extravasation of con-
trast agent can be neglected. The extravasation might affect the ROI signal in which the AIF is determined when the leakage is substantial or for
large degrees of PVE. As such, the ROI for the AIF should not be selected near tumour tissue, but, for example, on the contralateral side of the
brain. Finally, we did not study the effect of the AIF on the estimation of pharmacokinetic model parameters like K" in tumour regions, since
we did not observe any clear leakage of contrast in the T1-weighted images in any of our patients (comparing the signal in the baseline DCE

images with those after contrast injection).

6 | CONCLUSION

This study demonstrated the potential of a method to correct the AIF simultaneously for inflow effect and PVE. The method relies on interpreting
larger PVE as increasing inflow effect. Although the SSS is less susceptible to the effects referred to, it was found not to be an appropriate source
for the input function, as it showed increased dispersion of the GBCA. As a result, this would lead to overestimation of vascular permeability coef-
ficients compared with the AlFs. Instead, applying the studied approach of deriving AlFs from arteries with proper correction of inflow and PVE
could be a better strategy for DCE analysis.
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APPENDIX A

In this Appendix, we aim to show mathematically that the PVE has a similar effect to the inflow effect on DCE-AIF measurement.
Our derivation starts with writing out the expression for the spoiled gradient echo signal as a function of the excitation pulse number n, by

combining Equations (1)-(3):

1—e Tr/T1 1—e Tr/T1

n .
> . (COS(C() 'eiTR/Tl) +m '€7TE/T2 . (Al)

S(n) = sina-Mo- Kl 1~ cosa e T

Observe that in this expression the term My - (1 —e T*/Tt) /(1 — cosa-e T*/T) is equal to the steady-state magnetization given in Equation (4).
Furthermore, the T; and T, parameters are modulated by the contrast agent concentration as defined in Equations (5) and (6), respectively. Tak-

ing these aspects into account, Equation (A1) can be rewritten as

S(Cm)=sina- [(Mo—M;(C,c0))- (cosa-e’TR/Ti(C))n +My(C,00)| - TE/TE ©), (A2)

In the steady state, that is, with very large n, this expression simplifies to S(C,c0) = sina-M,(C,0)-e Te/T2 (©) Based on this, by reshuffling

the terms the former equation yields

S(C,n)= Mo-sina- (cosa-e’TR/Ti(C))n e /T2 (0 4 [17 <cosa-e’TR/Ti(C))n] -5(C,00). (A3)

In the T1-weighted DCE sequence, the echo time is usually small (~ 1 ms), so that e~Te/T: (9 » 1. Additionally, (cosa-e~T*/T(©))" can be con-
ceived as a weighting factor w(C,n) that ranges from O (for large n) to 1 (for small n). As a result, the above equation can be approximated by

S(C,n)=w(C,n)-Mp - sina+[1—w(C,n)]-S(C, ). (A4)

In this last equation, Mg - sin(a) is a constant term. Thus, the AIF signal (S(C,n)) indeed approximates the steady-state AIF with large n, while a
constant signal is increasingly mixed in with decreasing n. This equation is compatible with Equation (14). As such, flow can be considered as

a PVE in which a fraction w(C,n) of the background signal Mo - sin(a) is combined with the foreground AlF.
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