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a b s t r a c t

The controllability of mining is a key factor affecting the commercial application of

methane hydrates, and the addition of chemical additives can significantly accelerate the

mining process. However, the effect of additive concentration on hydrate decomposition is

not yet well understood. In this study, we systematically investigate the effect of ethanol

concentration on the decomposition of methane hydrate under varying thermodynamic

conditions using molecular dynamics (MD) simulations. To quantitatively characterize the

decomposition process and mechanism of methane hydrates, the combination of angular

order parameter (AOP), radial distribution function (RDF), mean square displacement

(MSD), diffusion coefficients and system energy was for the first time used. The results

showed that the addition of ethanol contributed to the formation of methane bubbles and

accelerated the decomposition of hydrates. The mass transfer effect of ethanol molecules

and the reconstruction of the hydrogen bond network of water molecules determined the

stability of hydrates. From 0 to 40 mol% ethanol concentration, the hydrate decomposition

increased with increasing the concentration of ethanol. Both increasing the temperature

and decreasing the pressure are beneficial to the decomposition of the hydrate system.

These results provide the selection of optimal ethanol concentration for the decomposition

of methane hydrate and reveal its decomposition mechanism, and shed important light for

the controllable production of gas hydrates.

© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

Natural gas hydrate (NGH) is a non-stoichiometric clathrate

formed by water molecules (the hosts) and small hydrocarbon

molecules (the guests). The water molecules form water cage

through hydrogen bonding, and small guest molecules

(methane, ethane, hydrogen, carbon dioxide, etc.) in the cage

combine with water molecules through van der Waals forces,

to form the stable inclusion compound under certain ther-

modynamic conditions. Since NGH looks like ice and can burn,

it is also called combustible ice [1]. The configuration of

methane hydrate can be divided into three types: style I (sI),

style I (sII), and style H (sH). Among them, sI is found to be the

most common in naturally occurring hydrates [2].

Methane hydrates exist on the margins of continental

plates, and are common on the ocean floor and permafrost,

which make the mining process challenging. Methane is also

thegreenhousegas,whosegreenhouseeffect is21 timeshigher

than that of carbon dioxide. If the mining process is uncon-

trollable, methane leakage could result in serious environ-

mental problems.Therefore, controllableminingofhydrates is

of great importance for practical applications. Common

methods of hydrate exploitation mainly include the follow-

ings: thermal stimulation method [3,4], depressurization

method [3,5], chemical injection method [6e8], gas replace-

ment method [9,10], and the mixture of these methods. Ther-

mal stimulationmining process consumes a large amounts of

heat and is economical unfeasible. The depressurization

method is easy to cause uncontrollable mining. The gas

replacement method has low mining efficiency. Compared

with thesemethods, the chemical injectionmethod has lower

energy requirements, higher gas production efficiency, and

flexible control of the injection volume. Thus, the chemical

injection method has great potential in hydrate mining.

Based on experimental studies, there are various chemical

additives assisting the decomposition of hydrates. Daraboina

et al. [11] found the use of biological inhibitors of antifreeze

proteins not only inhibited the growth of hydrates, but also

accelerated the decomposition of hydrates. Pawan et al. [12]

investigated the effects of quaternary ammonium salts on the

decomposition of natural gas hydrates, and showed that tetra-

methyl ammonium bromide (TMAB) and tetra-ethyl ammo-

nium bromide (TEAB) showed thermodynamic inhibition,

whereas tetra-butyl ammonium bromide (TBAB) showed a

promoting effect. Arvind et al. [13] studied the dissociation

mechanism of methane hydrate using nuclear magnetic

resonance (NMR) method. The experimental results revealed

that the occupants of the large and small cages remained

unchanged during the hydration decomposition process,

indicating no preference for the decomposition of large cages

and small cages. The decomposition rates of large and small

cages were similar and the whole hydrate cell was decom-

posed simultaneously. Guembaroski et al. [14] compared the

inhibitory effects of ethanol and sodium chloride on carbon

dioxide hydrate, and the results demonstrated the better

inhibitory effect of sodium chloride than ethanol under high

pressure conditions. Meshram et al. [15] reported oxalic acid

had a moderate inhibition effect, but succinic acid and

aspartic acid had a promotion effect on NGH decomposition.
Nevertheless, there are many limitations in the experi-

mental study of hydrate and it is difficult to observe the ki-

netic process of hydrate decomposition on the nanoscale, and

the operation process is also challenging at low temperature

and high pressure conditions. Overcome these issues, mo-

lecular dynamics (MD) simulations offer promising route to

investigate the hydrate decomposition at nanosecond and

nanoscale. Kondori et al. [16] studied the effects of inhibitors

on the stability and decomposition of sII hydrate using MD

simulations. The simulation results indicated that the order of

inhibition performance of different inhibitors was:

methanol > ethanol > glycerin. Li et al. [17] adopted the

method of MD simulation to analyze the influence of ther-

modynamic conditions and methane concentration on the

decomposition of methane hydrate in water environment,

and demonstrated that methane concentration in the sur-

rounding water phase had an inhibitory effect on the

decomposition of methane hydrate. Sun et al. [18] studied the

effects of methanol and thermodynamic conditions on the

decomposition of methane hydrate, and the results showed

thatmethanol could effectively promote the decomposition of

methane hydrate. Dai et al. [19] studied the chain length of

alcohol, the hydroxyl position and the number of hydroxyl

groups on the influence of methane hydrate decomposition

usingMD simulation, and the results reported that shortening

the chain length of alcohol and increasing the alcohol hy-

droxyl number had promoting effect on methane hydrate

decomposition. However, the concentration of alcohols in

their simulation was 100 mol%, which was far from the actual

situation.

To the best of our knowledge, the effect of chemical addi-

tives concentration on hydrate decomposition is not yet well

understood. Therefore, we investigated the influence of

ethanol concentration and thermodynamic conditions on the

decomposition of methane hydrate. By using decomposition

snapshot, angular order parameter, radial distribution func-

tion, mean square displacement and energy evolution, the

micro-evolution process of hydrate decomposition was stud-

ied qualitatively and quantitatively. It is expected that this

work will provide theoretical guidance for the controllable

exploitation of natural gas hydrates assisted by chemical

additives.
2. Models and methods

The simulation system in this study is divided into solid and

liquid parts. The solid system is the 3✕3✕3 super cell of sI

methane hydrate. The liquid system is ethanol solution, and

the total number of molecules in ethanol solution of different

concentrations is 200. The size of the whole system is about

3.8✕3.8✕4.8 nm. Three dimensional periodic boundary con-

ditions are used in the simulation. The construction process of

the system is as follows. Firstly, sI hydrate unit cell was con-

structed according to the data in literature [1], and then the

hydrate supercell of 3✕3✕3 was obtained by cell expansion.

Secondly, by using Packmol [20] software, the liquid ethanol

solution systemwas constructed, and the total number of 200

was kept unchanged, so the total liquid system contains X

ethanol molecules and (200 - X) water molecules. The final

https://doi.org/10.1016/j.jmrt.2021.06.004
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Table 1 e Molecular force field parameters in the
simulation system [21e23].

Molecule Atom q(e) s(�A) ε(KJ/mol)

H2O O �1.040 3.1536 0.1500

H 0.520 0.0000 0.0000

CH4 CH4 0.000 3.7300 0.2939

CH3CH2OH CH3 0.265 3.9050 0.1750

CH2 0.000 3.9050 0.1180

O �0.700 3.0700 0.1700

H 0.435 0.0000 0.0000
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step is to combine the two systems along the z axis to get the

initial configuration of the solideliquid system. The hydrate

system adding 40 mol % ethanol was shown in Fig. 1, and

other system of the initial configuration figure were shown in

Fig. S1. The water molecule model used in the simulation was

TIP4P [21]. The OPLS-UA [22,23] model was adopted for

methane molecule and ethanol molecule. These two models

have been widely used in hydrate simulation, including the

process of hydrate nucleation and decomposition [24,25].

LorentzeBerthelot mixing rule [26] was adopted for L-J inter-

action between different molecules, and the parameters were

shown in Table 1. The cutoff distances of Coulomb force and

L-J interaction were 0.85 nm and 1.20 nm respectively. PPPM

algorithm was adopted for long range electrostatic force [27].

Water molecules were constrained by Shake algorithm [28].

Temperature and pressureweremaintained by aNose-Hoover

[29e31] thermostat.

LAMMPS [32] was used for all simulations in this work. It is

an open source molecular dynamics software with high par-

allel computing efficiency and can simulate millions of scale

systems. It is a widely used simulation software. The simu-

lation process was as follows. Firstly, the oxygen atom of

water molecule, methane molecule and liquid layer molecule

were fixed, and the systemwas relaxedwith the step length of

2 fs under the ensemble of NVT. The simulation was carried

out for 500,000 steps (i.e. 1ns) to obtain a stable hydrate

configuration. Secondly, the above fixation operations were

cancelled, the hydrate system was fixed, and the liquid layer

was simulated with 500,000 steps (i.e. 1ns) under NVT

ensemble to obtain a stable liquid layer configuration. Finally,
Fig. 1 e Initial configuration diagram. Oxygen, hydrogen,

and carbon atoms are represented by red, white, and dark

green spheres, respectively, and hydrogen bonds are

represented by light green dotted lines. All snapshots in

the paper are from VMD [34].
all fixed operations were cancelled, and the whole systemwas

simulatedwith 5million steps (i.e. 10 ns) underNPT ensemble.

Fig. 2 shows the detailed simulation process. The simulated

temperature and pressure conditions were as follows: for the

ethanol-hydrate system with different concentrations, the

temperaturewas 277.15 K and the pressurewas 200 bar, which

were the conditions of the hydrate deposit in the Shenhu area

in South China Sea [33]. Then, the simulated temperatures

were 267.15e302.15 K and the pressures were 1e200 bar for

hydrate adding 40 mol% ethanol.
3. Results and discussion

3.1. Angular order parameter (AOP)

The water molecules in hydrate form a relatively stable hy-

drate cage by hydrogen bond, which can be regarded as a

special kind of ice. For the actual ice system, water molecules

have a high degree of order. In Ih type ice, there are four ox-

ygen atoms around the oxygen atoms of each water molecule

to form 4 coordinationwith it, and only one hydrogen atom on

the OeO atom line. Different states of water molecules have

different levels of order. In order to describe the order degree

of water molecular system quantitatively, some algorithms or

parameters have been developed. Angular order parameter

(AOP) is one of them, and its definition is as follows [35]:

AOPi ¼
Xni�1

j¼1

Xni
k¼jþ1

���cos 4jik

��cos 4jik þ 0:11
�2

(1)

In the above formula, i, j and k represent the number of

oxygen atoms, and fjik is the included angle of j-i-k. The above

angles are counted onlywhen the distance between j, k and i is

less than 0.35 nm. For water molecular systems of different

states, AOP values are different. The AOP for ice is 0, for hy-

drate is 0.1, and for liquid water is 0.8. The larger value of AOP,

the higher disorder of system. The process of hydrate

decomposition is the transformation from the solid hydrate

with low disorder to the liquid water with high disorder.

Therefore, the hydrate decomposition process can be quan-

titatively determined by counting the AOP of the system at

different time.

3.1.1. The effect of alcohol concentration
Ethanol, as a commonly used thermodynamic assistant, has

been reported to promote hydrate decomposition. However,

there is no systematic report on the effect of ethanol solution

https://doi.org/10.1016/j.jmrt.2021.06.004
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Fig. 2 e Flow chart of modeling and simulation process.
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with different concentration on the decomposition of

methane hydrate. Fig. 3a shows the variation of AOP with

simulation time in the decomposition process of methane

hydrate with different concentrations of ethanol solution

added. It is obvious that within 0e10 ns, the AOP of 1 mol%,

2 mol% and 5 mol% systems with low concentrations fluctu-

atedwithin the range of 0.2e0.3, failing to reach 0.8, indicating

that these three systems were very stable and did not

decompose. AOP of the other systems all reached 0.8 within 10

ns, denoting that the decomposition of the other systems was

completed within 10 ns. Decomposition snapshot were dis-

played in Fig. S2. Fig. 3b shows the time required for AOP of

different ethanol concentration systems reaching 0.8. In

Fig. 3b, the change of decomposition time with ethanol con-

centration was not linear, and the hydrate system adding

40 mol% ethanol solution had the minimum value. In order to

have a more intuitive understanding of the decomposition

rate, the reciprocal of the decomposition time is taken as the

relative decomposition rate (RDR) and demonstrated in Fig. S3.

It can be seen that the decomposition rate increased firstly

and then decreased with the increase of ethanol concentra-

tion. The maximum decomposition rate was reached at

40mol%. This indicates that there is an optimal concentration

of ethanol for the decomposition of methane hydrate. It's not
Fig. 3 e (a) AOP of hydrate system with different concentrations

and (b) the time required for AOP to reach 0.8.
that the higher the concentration, the faster the decomposi-

tion. This may be due to the fact that there were relatively few

ethanol molecules in the low-concentration area, which had

less influence on the mass transfer effect of methane mole-

cules. The more ethanol molecules, the more hydrogen bond

network of water molecules was destroyed, and the better the

effect of promoting hydrate decomposition was. As the con-

centration increased to a certain value, the mass transfer ef-

fect of ethanol molecules on methane molecules gradually

increased, and methane molecules could not rapidly diffuse

out of the solideliquid interface, leading to methane mole-

cules gathering near the hydrate, increasing the concentration

of methane molecules and decreasing the decomposition

driving force. Fig. 4 shows a snapshot of hydrate adding 40mol

% ethanol solution. It is obvious that with the increase of

simulation time, the hydrate decomposed layer by layer from

0 to 2 ns, small bubbles appeared at 4ns, bubbles grew larger at

4e6 ns, bubbles further grew larger at 6e7 ns, bubbles dis-

appeared at 7e7.2 ns, forming a stable gaseliquid interface,

and the gaseliquid system was stable at 7.2e10ns. The pres-

ence of bubbles accelerated the decomposition of hydrates,

and similar bubbles appeared in other systems. The formation

of bubbles was because that with the decomposition of hy-

drate, methane molecules in the hydrate entered into the
of ethanol solution added changing with simulation time,

https://doi.org/10.1016/j.jmrt.2021.06.004
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Fig. 4 e Snapshot of hydrate at different moments when adding 40 mol% ethanol solution. (a) 0 ns; (b) 1 ns; (c) 2 ns; (d) 4 ns;

(e) 6 ns; (f) 7 ns; 7.2 ns (g); (h) 10 ns.
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alcohol solution. Because the solubility of methane molecules

was limited, when the methane molecules cannot be dis-

solved, methane bubbles would be formed. With the increase

of the bubble, methane concentration in the liquid phase was

reduced, methane concentration near methane hydrate is

reduced, diffusion of the methane hydrate to liquid phase

increased the driving force, which was advantageous to the

hydrate decomposition. This phenomenonwas also evident in

other work [25].

3.1.2. The effect of temperature
The temperature and pressure simulated above was 277.15 K

and 200 bar, which was the temperature and pressure condi-

tion of hydrate deposit in Shenhu area of South China Sea. In

fact, hydrates absorb heat as they decompose, and if there is

no an external source of heat, the hydrate temperature will

decrease as the decomposition proceeds. Therefore, it is of

practical significance to study the decomposition process of

hydrate system after adding ethanol at different tempera-

tures. The results in Fig. 3 evince that ethanol solution with

the concentration of 40mol% has the greatest influence on the

decomposition of methane hydrate. Here, methane hydrate
Fig. 5 e (a) AOP changes over simulation time and (b) the time req

% ethanol solution with different temperatures.
with a concentration of 40mol% ethanol solutionwas selected

as the initial configuration to study the rule of the solideliquid

system changingwith the temperature at 267.15e302.15 K and

the pressure at 200 bar. The variation of AOP at different

temperatures with simulation time was available in Fig. 5a. It

indicated that AOP of 267.15 K and 272.15 K fluctuated in the

range of 0.1e0.4, but failed to reach 0.8, indicating that hydrate

systems of these two low temperature systems were stable in

the simulation process until 10 ns. Fig. 5b proved the time

required for AOP of each system to reach 0.8. As the temper-

ature increased, the time required for AOP of each system to

reach 0.8 decreased gradually. Fig. S4 presented the variation

trend of relative decomposition rate with the rise of decom-

position temperature. It manifested that, with the rise of

temperature, the decomposition rate of ethanol-hydrate sys-

tem was faster, which is consistent with the Dai's work [19].

3.1.3. The effect of pressure
In the process of hydrate mining, the depressurization

method is a commonmethod, but there are some problems in

the depressurization method. The pressure is hard to control

in the mining process, and is prone to cause accidents. Hence,
uired for AOP to reach 0.8 of hydrate system adding 40 mol

https://doi.org/10.1016/j.jmrt.2021.06.004
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a controllable mining method is required. Adding chemical

additives is a relatively stable and reliable method. It is of

practical significance to study the effects of different chemical

additives on the decomposition of methane hydrate. The

actual mining process is often the simultaneous use of mul-

tiple mining methods. It is of practical significance to study

the decomposition process of methane hydrate system with

the addition of ethanol solution under different pressures.

Here, the 40 mol% concentration of ethanol-hydrate system

was selected as the initial configuration, the pressure was

1e200 bar, and the temperature was constant at 277.15 K.

Fig. 6a revealed that under the condition of 1e200 bar, the AOP

of methane hydrate with 40 mol% ethanol solution reached

0.8 within 10 ns, indicating that each system had completed

decomposed.

Fig. 6b made clear that with the increase of pressure, the

time required for systemAOP to reach 0.8 gradually increased.

Fig. S5 displayed that RDR decreased with the increase of

pressure, indicating that the decomposition rate of ethanol-

hydrate system decreased with the increase of pressure.

However, the influence of pressure on the decomposition of

hydrate system didn't change linearly. In the low pressure

zone (1e10 bar), the RDR slope was �5.97✕10�3. In the high

pressure area (10e200 bar), the RDR slope was �1.94✕10�4,

which is about 3% of the RDR slope in the low pressure area.

This indicated that the influence of pressure on hydrate

decomposition was decreasing in the high pressure area. This
Fig. 6 e (a) AOP changes over simulation time and (b) the time req

% ethanol solution with different pressures.

Fig. 7 e The RDF of (a)oxygen atoms in water molecules and (b)c

adding different concentrations of ethanol at 277.15 K and 200
may be due to the solubility of methane increases with the

increase of pressure at high pressure, which leads to the in-

crease of methane concentration around the hydrate and the

decrease of hydrate decomposition rate. In the process of

depressurization combined with the addition of ethanol, the

appropriate concentration and pressure of ethanol can be

selected to achieve controllable exploitation of hydrate.

3.2. Radial distribution function (RDF)

The radial distribution function (RDF) is used to evaluate the

distribution probabilities of other particles around a given

particle in space. Some structural parameters of the substance

can be quantitatively evaluated by analyzing RDF. For the

hydrate system, the first peak of RDF between carbon atoms of

methane molecules represents the average distance between

carbon atoms in different cages. The first peak of RDF between

oxygen atoms of water molecule represents the distance be-

tween adjacent oxygen atoms in water molecule, as shown in

Fig. 7a. The second peak of RDF between oxygen atoms rep-

resents the crystal structure parameters of sI hydrates with

tetrahedral hydrogen bond network.

3.2.1. The effect of alcohol concentration
Fig. 7a showed the RDF between oxygen atoms of water mol-

ecules at 6 ns in methane hydrate system with different

concentrations of ethanol solution added. The first peak
uired for AOP to reach 0.8 of hydrate system adding 40 mol

arbon atoms in methane molecules within hydrate system

bar.

https://doi.org/10.1016/j.jmrt.2021.06.004
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emerged at 2.75 �A, which was the distance between the oxy-

gen atoms of the water molecules that form hydrogen bonds.

When the concentration was greater than 40 mol%, the first

peak rose rapidly, indicating that the higher the concentration

of ethanol is, the more stable the methane hydrate is and the

slower the decomposition rate is. This was consistentwith the

results in Fig. 3. When the concentration was greater than

40 mol%, the RDF of hydrate decreased gradually and the

decomposition rate slows down. Fig. 7b made clear the RDF of

methane molecules in methane hydrate with different con-

centrations of ethanol at 6 ns. The first peakwas the highest at

40 mol%, denoting that the hydrate system with lower and

higher concentration of ethanol solution is relatively stable,

and methane hydrate is difficult to decompose. At low con-

centration (<40 mol%), the ability of methanol to break

hydrogen bonds between water molecules increased with the

increase of methanol concentration, and the decomposition

rate was positively correlated with the concentration of

ethanol. However, at higher concentrations (>40 mol%),

methane molecules were affected by the mass transfer effect

in the system. With the increase of ethanol concentration, it

becamemore difficult for methane molecules to pass through

the ethanol solution, and the diffusion efficiency of methane

from hydrate to solution decreased. Methane molecules were

concentrated near the hydrate, which caused the decompo-

sition rate of methane hydrate to decrease.

3.2.2. The effect of temperature
Fig. 8a demonstrated the OeO RDF of water molecules at

different temperatures in the methane hydrate system with

40 mol% ethanol solution. The first peak decreased with

increasing temperature, indicating that the stability of hy-

drate decreased with increasing temperature. The second

peak and the third peak also decreased with the increase of

temperature, indicating that the hydrate clathrate was

destroyed, and the disorder degree of water molecules in the

hydrate increased, from a remote ordered solid state to a

disordered liquid state. Fig. 8b presented the CeC RDF of the

methane molecule. The first peak increased rapidly with

increasing temperature, denoting that the higher the tem-

perature, the greater the probability that methane molecules

would formmethane clusters after they escape from the cage,

and the easier it is for the hydrate to decompose. The second
Fig. 8 e The RDF of (a) oxygen atoms in water molecules and (b)

temperatures in hydrate system with addition of 40 mol% etha
peak appeared at 6.61 �A, which was the distance between

methane molecules in the hydrate cage, meaning that the

closest distance between methane molecules in the hydrate

structure was 6.61 �A. As the temperature increased, the sec-

ond peak decreased significantly, indicating that methane

molecules escaped from the hydrate cage. The escaped

methane molecules gathered at 4.10 �A and formed a new

peak. As the temperature increases, the first peak increased,

indicating that the degree of hydrate decomposition became

greater.

3.3. Mean square displacement (MSD)

The mean square displacement is used to evaluate the diffu-

sion behavior of particles, and its definition formula is as

follows:

MSD¼
����� r!i � r!i0

����
2�

¼ 1
N

XN
i¼1

�����R!iðtÞ � R
!

i0ðtÞ
����
2�

(2)

in which, N represents the total number of particles, R
!

iðtÞ is
the position of particle i at the time t, and R

!
i0ðtÞ represents the

position of particle i at the initial moment. Through the MSD,

the diffusion coefficient can be obtained by using the Einstein

relation [36], which as follows:

6D , t ¼ MSD (3)

where D indicates the diffusion coefficient, t represents the

time, and MSD is the mean square displacement.

3.3.1. Concentration effect
Fig. 9a made clear the MSD of methane molecules in the

methane hydrate system with different concentrations of

ethanol solution. As the simulation time increased, MSD first

rose slowly, then rose quickly. This was due to the methane

molecules were trapped in the hydrate cage at the beginning

of the simulation, so the MSD value was very small. With the

decomposition of methane hydrate, methane molecules

escaped from the hydrate cage, and theMSD value ofmethane

rose rapidly. The MSD of the 40 mol% system before 6 ns was

the highest. In Fig. 9b, it was clear that the diffusion coefficient

of the 40 mol% system before 6 ns was the largest, indicating

that the 40 mol% system had the fastest decomposition rate.
carbon atoms in methane molecules at 3 ns under different

nol solution.
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Fig. 9 e (a) MSD and (b) diffusion coefficient of methane molecules in hydrates with different concentrations of ethanol

solution added.
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Thiswas consistent with the conclusion obtained in Fig. 3. The

40 mol% ethanol solution had the greatest impact on the

decomposition of hydrates. This is the result of the compre-

hensive effect of alcohol molecules breaking the hydrogen

bonds of water molecules and affecting the mass transfer ef-

fect of methane molecules.

3.3.2. The effect of temperature
Fig. 10a displayed the MSD of methanemolecules within 0e10

ns in a methane hydrate system with 40 mol% ethanol at

267.15e302.15 K and 200 bar. The MSDs of 267.15 K and

272.15 K were almost unchanged, indicating that themethane

molecules at these two temperatures were trapped in the

hydrate cage and the hydrate was stable, which was consis-

tent with the conclusion of Fig. 4. The MSD of other systems

rose slowly and then rose quickly with the increase of simu-

lation time, indicating that the methane molecules gradually

changed from the confined state in the watermolecule cage to

the free state. As the temperature increased, the MSD

increased at the same time, denoting that the higher the

temperature, the easier it is for methane molecules to escape

from the hydrate cage, the faster the decomposition rate, and

the rapid increase in methane MSD value. It was clear from

Fig. 10b that the diffusion coefficients of the two systems of

267.15 K and 272.15 K were very low, indicating that the two

systems were stable. The diffusion coefficients of other sys-

tems gradually increased with the increase of simulated

temperature. The results revealed that as the temperature
Fig. 10 e (a) MSD, (b) diffusion coefficient of methane molecules

temperatures.
increases, methane molecules were more likely to escape

from the hydrate cage, and methane hydrates were easier to

decompose. This was consistent with the conclusion in Fig. 4,

the higher the temperature, the faster the decomposition of

methane hydrate.

3.4. Total energy

The decomposition of methane hydrate can actually be

regarded as the process of transforming from the solid phase

to the liquid phase. The decomposition process needs to

absorb energy, so the decomposition of methane hydrate is

endothermic, and the total energy of the system increases

with the decomposition. When methane hydrate is

completely decomposed, the total potential energy of the

system tends to stabilize with the increase of simulation time.

The speed of decomposition can be evaluated by tracking the

energy of the system over time. Fig. 11a presented the curve of

the total energy of the hydrate system with different con-

centrations of ethanol solution as simulation time rose. It was

obvious that the energy of the 40 mol% system first reached

the maximum value, and then fluctuated near the maximum

value due to thermodynamic fluctuations, which was

consistent with the conclusion obtained in Fig. 3. The 40mol%

ethanol solution had the best effect on promoting the

decomposition of hydrate. Fig. 11b displayed the energy curve

of the system with 40 mol% ethanol solution hydrate added

under different temperature conditions. It was obvious that as
in hydrate with 40 mol% ethanol solution at different
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Fig. 11 e (a) Energy curves of methane hydrate system with different concentrations of ethanol solution added, and (b)

energy curves of methane hydrate system with 40 mol% ethanol added at different temperatures.
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the temperature increased, the time for the system energy to

reach the maximum became shorter, indicating that the

higher the temperature, the faster the decomposition of the

system will be, which was consistent with the conclusion

obtained in Fig. 4. The higher the temperature, the higher the

kinetic energy of the methane molecules, the easier it is to

break through the water cage, making the hydrate easier to

decompose.
4. Conclusions

To reveal the decomposition mechanism of ethanol concen-

tration on methane hydrate, we systematically investigated

the decomposition process of hydrate by combining four

important parameters of AOP, RDF, MSD and total energy

using MD simulations. It offers a new route to quantitatively

determine the decomposition phenomenon under different

alcohol concentrations, temperature and pressure conditions.

Based on AOP, RDF, MSD and energy analysis, it was found

that the 40 mol% ethanol solution had the most promoting

effect on the decomposition of methane hydrate, indicating

an optimal concentration for the hydrate decomposition. In

the range of 0e40 mol% ethanol concentration, the hydrate

decomposition became faster with increasing the ethanol

concentration. When the concentration exceeded 40 mol%,

the mass transfer effect was significantly improved and

limited the diffusion of methane molecules, leading to the

accumulation of methane molecules near the hydrate, which

made the methane in the hydrate difficult to diffuse to the

liquid phase and slowed the decomposition. At the same time,

the formation of methane bubbles contributed to the decom-

position of methane hydrate. This is owing to that the for-

mation of bubbles reduces the concentration of methane in

the liquid phase and facilitates the diffusion of methane

around the hydrate to the liquid phase.

Increasing the temperature is conducive to the decomposi-

tion of methane hydrate. The higher the temperature, the

higher thekinetic energyofmethanemolecules.Thus, themore

unstable the hydrate cage, and the easier the decomposition of

the hydrate. Increasing the pressure will inhibit the decompo-

sition of hydrate, the lower the pressure, the faster the

decomposition of hydrate. The obtained results quantitatively

characterized the decomposition mechanism of methane hy-

drates, providing new insights into controllable exploitation of
hydrates, as well as promoting the efficient application of al-

cohols and other additives in hydrate development.
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