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Abstract

We present LearningQ, a challenging educational question
generation dataset containing over 230K document-question
pairs. It includes 7K instructor-designed questions assessing
knowledge concepts being taught and 223K learner-generated
questions seeking in-depth understanding of the taught con-
cepts. We show that, compared to existing datasets that can be
used to generate educational questions, LearningQ (i) covers
a wide range of educational topics and (ii) contains long and
cognitively demanding documents for which question gener-
ation requires reasoning over the relationships between sen-
tences and paragraphs. As a result, a significant percentage
of LearningQ questions (∼30%) require higher-order cog-
nitive skills to solve (such as applying, analyzing), in con-
trast to existing question-generation datasets that are designed
mostly for the lowest cognitive skill level (i.e. remembering).
To understand the effectiveness of existing question gener-
ation methods in producing educational questions, we eval-
uate both rule-based and deep neural network based meth-
ods on LearningQ. Extensive experiments show that state-
of-the-art methods which perform well on existing datasets
cannot generate useful educational questions. This implies
that LearningQ is a challenging test bed for the generation
of high-quality educational questions and worth further in-
vestigation. We open-source the dataset and our codes at
https://dataverse.mpi-sws.org/dataverse/icwsm18.

Introduction

In educational settings, questions are recognized as one of
the most important tools not only for assessment but also
for learning (Prince 2004). Questions allow learners to ap-
ply their knowledge, to test their understanding of concepts
and ultimately, to reflect on their state of knowledge. This
in turn enables learners to better direct their learning effort
and improve their learning outcomes. Previous research has
shown that the number of questions learners receive about
a knowledge concept is positively correlated with the effec-
tiveness of knowledge retention (Bahrick et al. 1993). It is
thus desirable to have large-scale question banks for every
taught concept in order to better support learners.

Designing a suitably large set of high-quality questions
is a time-consuming and cognitively demanding task. In-
structors need to create questions of varying types (e.g.,
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open-ended, multiple choice, fill-in-the-blank), varying cog-
nitive skill levels (e.g., applying, creating) and varying
knowledge dimensions (e.g., factual, conceptual, procedu-
ral) that are preferably syntactically different yet semanti-
cally similar in order to enable repeated testing of a knowl-
edge concept. To ease instructors’ burden, automatic ques-
tion generation has been proposed and investigated by both
computer scientists and learning scientists to automate the
question creation process through computational techniques
(Mitkov, An Ha, and Karamanis 2006; Rus and Arthur 2009;
Rus and Lester 2009; Heilman and Smith 2010).

Typically, automatic question generation has been tack-
led in a rule-based manner, where experienced teachers and
course instructors are recruited to carefully define a set of
rules to transform declarative sentences into interrogative
questions (Wang, Hao, and Liu 2007; Adamson et al. 2013;
Heilman and Smith 2010). The success of these rule-based
methods is heavily dependent on the quality and quantity of
the handcrafted rules, which rely on instructors’ linguistic
knowledge, domain knowledge and the amount of time they
invest. This inevitably hinders these methods’ ability to scale
up to a large and diverse question bank.

Data-driven methods, deep neural network based meth-
ods in particular, have recently emerged as a promising ap-
proach for various natural language processing tasks, such
as machine translation, named entity recognition and senti-
ment classification. Inspired by the success of these works,
Du, Shao, and Cardie treated question generation processes
as a sequence-to-sequence learning problem, which directly
maps a piece of text (usually a sentence) to a question.
In contrast to rule-based methods, these methods can cap-
ture complex question generation patterns from data with-
out handcrafted rules, thus being much more scalable than
rule-based methods. As with most data-driven approaches,
the success of neural network based methods is largely de-
pendent on the size of the dataset as well as its quality (Ra-
jpurkar et al. 2016).

Exiting datasets, such as SQuAD (Rajpurkar et al. 2016)
and RACE (Lai et al. 2017), though containing a large num-
ber of questions (e.g., 97K questions in SQuAD), are not
suitable for question generation in the learning context. In-
stead of being aimed at educational question generation,
these datasets were originally collected for reading compre-
hension tasks. They are often limited in their coverage of
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Table 1: Examples of document-question pairs.

Source Document-Question pairs

SQuAD

Doc: ... after Heine’s German birthplace of
Düsseldorf had rejected, allegedly for anti-
Semitic motives ...
Q: Where was Heine born?

RACE
Doc: ... There is a big supermarket near Mrs.
Green’s home. She usually ...
Q:: Where is the supermarket?

LearningQ

Doc: ... gases have energy that is proportional
to the temperature. The higher the temperature,
the higher the energy the gases have. The crazy
thing is that at the same temperature, all gases
have the same energy ...
Q: If you were given oxygen (molecular mass
= 18 AMU) and hydrogen (molecular mass =
1 AMU) at the same temperature and pressure,
which has more energy?

topics—the questions in SQuAD for example, were gener-
ated by crowdworkers based on a limited number (536) of
Wikipedia articles. More importantly, these questions seek
factual details and the answer to each question can be found
as a piece of text in the source passages; they do not re-
quire higher-level cognitive skills to answer them, as exem-
plified by the SQuAD and RACE example questions in Ta-
ble 1. We speculate, as a consequence, question generators
built on these datasets cannot generate questions of varying
cognitive skill levels and knowledge dimensions that require
a substantial amount of cognitive efforts to answer, which
unavoidably limits the applicability of the trained question
generators for educational purpose.
Our Contributions. To address these problems, we present
LearningQ, which consists of more than 230K document-
question pairs collected from mainstream online learning
platforms. LearningQ does not only contain questions de-
signed by instructors (7K) but also questions generated by
students (223K) during their learning processes, e.g., watch-
ing videos and reading recommended materials. It covers a
diverse set of educational topics ranging from computing,
science, business, humanities, to math. Through both quan-
titative and qualitative analyses, we show that, compared
to existing datasets, LearningQ contains more diverse and
complex source documents; moreover, solving the questions
requires higher-order cognitive skills (e.g., applying, analyz-
ing). Specifically, we show that most questions in LearningQ
are relevant to multiple source sentences in the correspond-
ing document, suggesting that effective question generation
requires reasoning over the relationships between document
sentences, as shown by the LearningQ question example in
Table 1. Finally, we evaluate both rule-based and state-of-
the-art deep neural network based question generation meth-
ods on LearningQ. Our results show that methods which per-
form well on existing datasets cannot generate high-quality
educational questions, suggesting that LearningQ is a chal-
lenging dataset worth of significant further study.

To the best of our knowledge, LearningQ is the first large-

scale dataset for educational question generation. It pro-
vides a valuable data source for studying cross-domain ques-
tion generation patterns. The distinct features of LearningQ
make it a challenging dataset for driving the advances of
automatic question generation methods, which will benefit
learning and possibly also other domains where automatic
generation of questions are necessary, e.g., conversational
agents (Vinyals and Le 2015) that are expected to ask mean-
ingful question so as to engage users.

Related Work

Question Generation

Automatic question generation has been envisioned since
the late 1960s (Ross 1967). It is generally believed by learn-
ing scientists that the generation of high-quality learning
questions should be based on the foundations of linguistic
knowledge and domain knowledge, and thus they typically
approach the task in a rule-based manner (Wang, Hao, and
Liu 2007; Adamson et al. 2013; Heilman and Smith 2010;
Mitkov and Ha 2003). Such rules mainly employ syntactic
transformations to turn declarative sentences into interrog-
ative questions (Chomsky 1973). For instance, Mitkov and
Ha (2003) generated multiple-choice questions from docu-
ments by employing rules of term extraction. Based on a set
of manually-defined rules, Heilman and Smith (2010) pro-
duced questions in a overgenerate-and-rank manner where
questions are ranked based on their linguistic features. These
methods, however, are intrinsically limited in scalability:
rules developed in certain subjects (e.g., introductory lin-
guistics, English learning) cannot be easily adapted to other
domains; the process of defining rules requires considerable
efforts from experienced teachers or domain experts. More
importantly, manually designed rules are often incomplete
and do not cover all possible document-question transforma-
tion patterns, thus limiting rule-based generators to produce
high-quality questions.

Entering the era of large-scale online learning, e.g., Mas-
sive Open Online Courses (Pappano 2012), the demand for
automatic question generation has been increasing rapidly
along with the largely increased number of learners and on-
line courses accessible to them. To meet the need, more ad-
vanced computational techniques, e.g., deep neural network
based methods, have been proposed by computer scientists
(Du, Shao, and Cardie 2017; Du and Cardie 2017). In the pi-
oneering work by Du, Shao, and Cardie (2017), an encoder-
decoder sequence learning framework (Sutskever, Vinyals,
and Le 2014) incorporated with the global attention mecha-
nism (Luong, Pham, and Manning 2015) was used for ques-
tion generation. The proposed model can automatically cap-
ture question-asking patterns from the data, without relying
on any hand-crafted rules, thus has achieved superior perfor-
mance to rule-based methods in terms of both scalabilty and
the quality of the generated questions.

These methods, however, have only been tested on
datasets that were originally collected for machine reading
comprehension tasks. Noticeably, these datasets contain a
very limited number of useful questions for learning, as we
will show in the following sections. Therefore, it remains an
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open question how deep neural network methods perform in
processing complex learning documents and generating de-
sirable educational questions.

Datasets for Question Generation

Several large-scale datasets have been collected to fuel the
development of machine reading comprehension models, in-
cluding SQuAD (Rajpurkar et al. 2016), RACE (Lai et al.
2017), NewsQA (Trischler et al. 2016), TriviaQA (Joshi et
al. 2017), NarrativeQA (Kočiskỳ et al. 2017), etc. Though
containing questions, all of these datasets are not suitable
for educational question generation due to either the limited
number of topics (Rajpurkar et al. 2016; Lai et al. 2017)
or the loose dependency between documents and questions,
i.e., a document might not contain the content necessary to
generate a question and further answer the question. More
importantly, most questions in these datasets are not specifi-
cally designed for learning activities. For example, SQuAD
questions were generated by online crowdworkers and are
used to seek for factual details in source documents; Triv-
iaQA questions were retrieved from online trivia websites.
An exception is RACE, which was collected from English
examinations designed for middle school and high school
students in China. Though collected in a learning context,
RACE questions are mainly used to assess students’ knowl-
edge level of English, instead of other skills or knowledge
of diverse learning subjects.

Depending on different teaching activities and learning
goals, educational questions are expected to vary in cogni-
tive complexity, i.e., requiring different levels of cognitive
efforts from learners to solve. Ideally, an educational ques-
tion generator should be able to generate questions of all
cognitive complexity levels, e.g., from low-order recalling
factual details to high-order judging the value of a new idea.
This requires the dataset for training educational question
generators to contain questions of different cognitive levels.
As will be presented in our analysis, LearningQ covers a
wide spectrum of learning subjects as well as cognitive com-
plexity levels and is therefore expected to drive forward the
research on automatic question generation.

Data Collection

Data Sources

To gather large amounts of useful learning questions, we ini-
tially explored several mainstream online learning platforms
and finally settled on two after having considered the data
accessibility and the quantity of the available questions as
well as the corresponding source documents. Concretely, we
gathered LearningQ data from the following two platforms:
TED-Ed1 is an education initiative supported by TED which
aims to spread the ideas and knowledge of teachers and
students around the world. In TED-Ed, teachers can cre-
ate their own interactive lessons, which usually involve lec-
ture videos along with a set of carefully crafted questions to
assess students’ knowledge. Lesson topics range from hu-
manity subjects like arts, language and philosophy to sci-

1https://ed.ted.com/

ence subjects like business, economics and computer tech-
nology. Typically, a lesson, covering a single topic, includes
one lecture video, and lasts from 5 to 15 minutes. Due to the
subscription-free availability, TED-Ed has grown into one of
the most popular educational communities and serves mil-
lions of teachers and students every week. As questions in
TED-Ed are created by instructors, we consider them to be
high-quality representations of testing cognitive skills at var-
ious levels (e.g., the LearningQ question in Table 1 is from
TED-Ed). We use TED-Ed as the major data source to col-
lect instructor-crafted learning questions.
Khan Academy2 is another popular online learning plat-
form. Similar to TED-Ed, Khan Academy also offers lessons
to students around the world. Compared to TED-Ed, the
lessons are targeted at a wider audience. For example, the
math subjects in Khan Academy cover topics from kinder-
garten to high school. In addition, the lessons are organized
in alignment with typical school curriculum (from the eas-
ier to the more advanced) instead of being an independent
collection of videos as is the case in TED-Ed. Another dis-
tinction between the two platforms is that, Khan Academy
allows learners to leave posts and ask questions about the
learning materials (i.e., lecture videos and reading materi-
als) during their learning. For instance, the chemistry course
Quantum numbers and orbitals3 includes one article (titled
The quantum mechanical model of the atom) and three lec-
ture videos (titled Heisenberg uncertainty principle, Quan-
tum numbers and Quantum numbers for the first four shells)
and learners can ask questions about any of them. More
often than not, learners’ questions express their confusion
about the learning material—e.g., “How do you convert Cel-
sius to Calvin?”—and thus are an expression of learners’
knowledge gaps that need to be overcome in order to master
the learning material. We argue that these questions can pro-
mote in-depth thinking and discussion among learners, thus
complementing instructor-designed questions. We use those
learner-generated questions as part of LearningQ.

We implemented site-specific crawlers for both Khan
Academy and TED-Ed and collected all available questions
and posts in English as well as their source documents at
both platforms that were posted on or before December 31,
2017, resulting in a total of 1,146,299 questions and posts.

Question Classification for Khan Academy

Compared to instructor-designed questions collected from
TED-Ed, learner-generated posts in Khan Academy can be
of relatively low quality for our purposes since they are not
guaranteed to contain a question (a learner may for example
simply express her appreciation for the video) or the con-
tained question can be off topic, lack the proper context, or
be too generic. Examples of high- and low-quality questions
are shown in Table 2.

Originally, we gathered a total of 953,998 posts related
to lecture videos and 192,301 posts related to articles from
Khan Academy. To distill useful learning questions from

2https://www.khanacademy.org/
3https://www.khanacademy.org/science/chemistry/electronic-

structure-of-atoms/orbitals-and-electrons/
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the collected posts, we first extracted sentences ending with
a question mark from all of the posts, which resulted in
407,723 such sentences from posts on lecture videos and
66,100 on reading material. To further discriminate useful
questions for learning from non-useful ones, we randomly
sampled 5,600 of these questions and recruited two educa-
tion experts to annotate the questions: each expert labeled
3,100 questions (600 questions were labelled by both experts
to determine the inter-annotator agreement) in a binary fash-
ion: useful for learning or not. Based on the labelled data,
we trained a convolutional neural network (Kim 2014) on
top of pre-trained word embeddings (Mikolov et al. 2013)
to classify the remaining Khan Academy questions. In the
following, we describe the labelling process in more details.

Table 2: Examples of useful (marked with
√

) and non-useful
questions from Khan Academy. S/H/M/C/E/T denote Sci-
ence, Humanities, Math, Computing, Economics and Test
Preparation, respectively.

ID Questions Topic Label

a) What is the direction of current
in a circuit? S

√

b) Why can’t voltage-gated channels
be placed on the surface of Myelin? S

√

c) Is there a badge for finishing
this course? E

d)
Have you looked on your badges
page to see if it is one of the
available badges?

T

e) Why do each of them have navels? H

f) Does it represent phase difference
between resistance and reactance? S

g) What should the graph look like
for higher voltages? S

√

h)
What if some of the ideas come
from different historical perspectives,
giving inaccurate information?

H

i) What if the information is wrong ? M
j) Can someone please help me? C
k) Could you be more specific ? T
l) Are you asking what geometric means? M
m) Are you talking about the frequency? E

n)
What programming language or how
much of coding I need to know to
start learning algorithms here?

C

o) Can I do algorithms or should I do
programming first? C

Question Annotation. We consider a user-generated ques-
tion to be as useful for learning when all of the following
conditions hold: (i) the question is concept-relevant, i.e., it
seeks for information on knowledge concepts taught in lec-
ture videos or articles; (ii) the question is context-complete,
which means sufficient context information is provided to
enable other learners to answer the question; and (iii) the
question is not generic (e.g., a question asks for learning ad-
vice). To exemplify this, two concept-relevant learning ques-
tions are shown in Table 2 (a and b), accompanied by two
concept-irrelevant ones (c and d). Question e and f in the
same table are also concept-relevant. However, as they don’t

provide enough context information, e.g., lack of references
for “they” and “it”, we consider them as non-useful. As a
counter-example, we consider question g in the table as use-
ful since the reference for “the graph” can be easily inferred.
This comes in contrast to question h and i, where the ref-
erences for “the idea” and “the information” are too vague
thus failed to to provide sufficient context information. Fi-
nally, generic questions expressing the need for help (j and
k), asking for clarification (l and m) or general learning ad-
vice (as exemplified by n and o), are not useful for learning
the specific knowledge concepts.
Annotation & Classification Results. Of the 5,600 anno-
tated questions, we found 3,465 (61.9%) to be useful ques-
tions for learning. The inter-annotator agreement reached a
Cohen’s Kappa of 0.82, which suggests a substantially co-
herent perception of question usefulness by the two annota-
tors. To understand the performance of the classifier trained
on this labeled dataset, we randomly split the dataset into a
training set of size 5,000, a validation set of size 300, and a
test set of size 300. We iterated the training and evaluation
process 20 times to obtain a reliable estimation of classi-
fication performance. Results show that the model reaches
an accuracy of 80.5% on average (SD=1.8%), suggesting
that the classifier can be confidently applied for useful/non-
useful question classification. With this classifier, we re-
tain about 223K unique useful questions in Khan Academy,
which will be used for our following analysis.

Final Statistics of LearningQ

An overall description of LearningQ is shown in Table 3
(rows 1—4). As a means of comparison, we also provide the
same statistics for the popular question generation datasets
(though not necessarily useful for education and learning)
SQuAD and RACE. Compared to these two datasets, Learn-
ingQ (i) consists of about 230K questions (versus 97K in
SQuAD and 72K in RACE) on nearly 11K source docu-
ments; (ii) contains not only useful educational questions
carefully designed by instructors but also those generated by
learners for in-depth understanding and further discussion of
the learning subject; (iii) covers a wide range of educational
subjects from two mainstream online learning platforms. To
highlight the characteristics of LearningQ, we also include
SQuAD and RACE in the data analysis presented next.

Data Analysis

The complexity of questions with respect to the required
cognitive skill levels and knowledge dimensions is a cru-
cial property that can significantly influence the quality of
questions for learning (LW et al. 2001). We thus believe
that this factor should be studied when building efficient
question generators. However, to our knowledge, there is no
work attempting to characterize this property of questions in
datasets for question generation.

In this section, we characterize the cognitive complexity
of questions in LearningQ and other existing question gen-
eration datasets along several dimensions: (i) low-level doc-
ument and question attributes related to cognitive complex-
ity (Wood 1986; Yang et al. 2016), e.g., the number of sen-
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Table 3: Descriptive features and statistics of LearningQ and the datasets in comparison.

Row Feature Type Features SQuAD RACE TED-Ed
Khan Academy

Video Article

1.

Basic statistics

Creator Crowdworker Instructor Instructor Learner Learner
2. # Unique documents 20,958 27,933 1,102 7,924 1,815
3. # Unique questions 97,888 72,547 7,612 201,273 22,585
4. # Avg. questions / document 4.67 2.60 6.91 25.40 12.44

5.

Document &
question length

# Avg. words / document 134.84 322.88 847.64 1370.83 1306.55
6. # Avg. sentence / document 4.96 17.63 42.89 73.51 49.85
7. # Avg. words / sentence of documents 27.17 18.31 19.76 18.65 26.21
8. # Avg. words / question 11.31 11.51 20.07 16.72 17.11
9. # Avg. sentence / question 1.00 1.03 1.41 1.00 1.00

10.
Entities

# Avg. entities /document 10.24 9.75 17.66 14.55 47.38
11. # Avg. entities /question 0.92 0.53 0.66 0.29 0.44
12. % Entity words in question 8.10 4.58 3.29 1.72 2.54

13. Readability Document readability 45.82 73.49 64.08 76.54 55.15
14. Question readability 67.23 51.00 66.32 72.15 69.04

tences or words per document or per question; (ii) document
and question properties that can affect human perception of
cognitive complexity, which include topical diversity, doc-
ument and question readability (Collins-Thompson 2014;
Sweller and Chandler 1994), etc.; and (iii) cognitive skill
levels in accordance with Bloom’s Revised Taxonomy (LW
et al. 2001).

Document & Question Lengths

Table 3 (rows 5—9) presents statistics on document and
question lengths. It can be observed that while, on aver-
age, the number of words per sentence in the documents
of LearningQ are not larger than in SQuAD/RACE, docu-
ments from both TED-Ed and Khan Academy are more than
twice as longer than those from SQuAD and RACE. In par-
ticular, SQuAD documents are on average nearly ten times
shorter than Khan Academy documents. The same observa-
tion holds for the questions in LearningQ, where question
length is twice as long as that of SQuAD and RACE. Com-
pared with those in Khan Academy, documents in TED-Ed
are shorter. This is mainly due to the fact that TED-Ed en-
courages shorter videos on a single topic .

Topics, Interrogative Words, and Readability

To gain an overview of the topics, we applied Named Entity
Recognition to obtain statistics on the entities. The results
are shown in rows 10 and 11 of Table 3. To gain more in-
sights into the semantics of the documents and questions,
we report the most frequent terms (after stopword removal)
in Table 4 across both documents and questions. In order to
gain insights into the type of questions, we separately con-
sider interrogative terms (such as who or why) in the right-
most part of Table 4 by keeping most stopwords but filtering
out prepositions and definite articles.

We observe in Table 3 that documents in LearningQ
on average contains 160% more entities than SQuAD and
RACE, which is expected because LearningQ documents are
longer. Yet, the number of entities in LearningQ questions

are not significantly larger than SQuAD and RACE. In par-
ticular, questions in SQuAD contain 40% more entities than
those in LearningQ. This is despite the fact that SQuAD doc-
uments are shortest overall, as we showed earlier. To elimi-
nate the influence of question lengths and refine the analysis,
we further observe that the percentage of entities among all
the words (row 12) in SQuAD questions is higher than that
in LearningQ questions. The same observation holds when
comparing RACE with LearningQ. These observations im-
ply that, on the one hand, documents in LearningQ are more
complex with respect to the number of involved entities; on
the other hand, fewer questions related to entities, i.e., fewer
factual questions, exist in LearningQ than the other datasets.

This interpretation is also supported by the top-k words
shown in Table 4. We observe that while both documents
and questions in SQuAD favor topics related to time and lo-
cation (e.g., time, year, century, city, state), all data sources
in LearningQ have fewer questions on these topics; more
often in LearningQ questions, we find abstract words such
as mean, difference, function, which are indicative of higher
level cognitive skills being required. In line with this obser-
vation, we note that more interrogative words seeking fac-
tual details such as who and when rank high in the list of
starting words of questions in SQuAD, while questions in
LearningQ sources start much more frequently with why.
This suggests that answering LearningQ questions often re-
quires a deeper understanding of learning materials. Interest-
ingly, one can observe in TED-Ed questions (in the middle
part of the table) frequent words such as think and explain,
which explicitly ask learners to process learning materials in
a specific way. These required actions are directly related to
learning objectives defined by Bloom’s Revised Taxonomy,
as we will analyze later. In addition to the above, another in-
teresting observation from Table 4 is that learners frequently
ask questions for the clarification of videos using words such
as know, Sal (the name of the instructor who initially created
most videos at Khan Academy in the early stage of the plat-
form), and mean.
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Table 4: Top words in documents and questions and top interrogative words of quiestions in LearningQ and the datasets in
comparison. Words pertinent to a specific data source platforms are in bold. KA represents Khan Academy.

Top Words in Documents Top Words in Questions Top Starting Words of Questions
SQuAD RACE TED-Ed KA SQuAD RACE TED-Ed KA SQuAD RACE TED-Ed KA

new people like going year passage think number what what what what
city say people let type according following know who which which how
time time time right use following people Sal how according how why

world like know time new author explain mean when why why is
use day make equal city writer use use which how if if

state new way say people people time like where when when can
century school call plus call know like right why if who do
united make world negative time text make difference according who according when

war year think minus war learn different negative whose where explain are
know world different think located probably world equation if list where would

Readability. Readability is an important document and
question property related to learning performance. Table 3
(rows 13—14) reports the Flesch readability scores of doc-
uments and questions in the compared datasets (Collins-
Thompson 2014). A piece of text with larger a Flesch read-
ability score indicates it is easier to understand. Questions
found alongside both Khan Academy videos and article
possess similar readability scores, despite of the different
sources. This confirms our previous finding on the similarity
between the two subsets of Khan Academy data. We there-
fore do not distinguish these two subsets in the following
analyses focused on questions.

Cognitive Skill Levels

It is generally accepted in educational research that a good
performance on assessment questions usually translates into
“good learning” (Hibbard and others 1996). We first use
Bloom’s Revised Taxonomy to categorize the questions ac-
cording to the required cognitive efforts behind them (LW et
al. 2001). The taxonomy provides guidelines for educators
to write learning objectives, design the curriculum and cre-
ate assessment items aligned with the learning objectives. It
consists of six learning objectives (requiring different cog-
nitive skill levels from lower order to higher order):

• Remembering: questions that are designed for retrieving
relevant knowledge from long-term memory.

• Understanding: questions that require constructing
meaning from instructional messages, including oral,
written and graphic communication.

• Applying: questions that ask for carrying out or using a
procedure in a given situation.

• Analyzing: questions that require learners to break mate-
rial into constituent parts and determine how parts relate
to one another and to an overall structure or purpose.

• Evaluating: questions that ask for make judgments based
on criteria and standards.

• Creating: questions that require learners to put elements
together to form a coherent whole or to re-organize into a
new pattern or structure.

To exemplify, we select one question example for
each category that we collected from TED-Ed and Khan

Academy, as shown in Table 5. Among the different learn-
ing objectives defined by Bloom’s Revised Taxonomy, ana-
lyzing is an objective closely related to the task of automatic
question generation. analyzing questions require the learner
to understand the relationships between different parts of
the learning material. Existing question generation methods
(Du, Shao, and Cardie 2017), however, can usually only take
one sentence as input. To cope with analyzing questions,
state-of-the-art methods first need to determine the most rel-
evant sentence in the learning material, which is then used
as input to the question generator. This inevitably limits the
ability of trained question generators to deliver meaning-
ful analyzing questions covering multiple knowledge con-
cepts scattered in the source documents. To understand the
complexity of the LearningQ questions specifically from the
point of view of training question generators, we also in-
clude in our analyses an exploration of the proportion of
questions at various Bloom levels that require knowledge
from multiple source document sentences.

Data Annotation. To facilitate our analysis, we recruited
two experienced instructors to label 200 randomly sampled
questions from each of the compared datasets according to
Bloom’s Revised Taxonomy. The Cohen’s Kappa agreement
score between the two annotators reached 0.73, which is a
substantial agreement. In a second labeling step, we labelled
the selected questions with their sentence(s) based on which
they are generated.

Comparative Results. Table 6 shows the results of ques-
tion classification according to Bloom’s Revised Taxon-
omy. SQuAD only contains remembering questions, sug-
gesting that it is the least complex dataset among all com-
pared datasets in terms of required cognitive skill levels.
In general, we note a trend of decreasing percent of re-
membering questions (and increasing percentage of under-
standing questions) from SQuAD, RACE, to TED-Ed and
Khan Academy. We can conclude that questions in Learn-
ingQ demand higher cognitive skills than those in SQuAD
and RACE. Interestingly, among the two different Learn-
ingQ sources, we can observe that there are more under-
standing and applying questions in Khan Academy than in in
TED-Ed, while there are more evaluating and creating ques-
tions in TED-Ed than in Khan Academy. This shows the in-
herent differences related to the corresponding learning ac-
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Table 5: Question Examples of Different Bloom’ Revised Taxonomy Level in TED-Ed and Khan Academy.

Taxonomy TED-Ed Examples Khan Academy Examples

Remembering How big is an atom? What is a negative and a positive
feedback in homeostasis?

Understanding Why do some plankton migrate vertically? Why can’t voltage-gated channels
be placed on the surface of myelin?

Applying What kind of invention would you make with shape memory
materials if you could get it in any form you wanted?

If i double the area and take the
half of the fraction, do I get the
same result?

Analyzing Why are cities like London, Tokyo, and New York facing
shortages in burial ground space?

Why did sea levels drop during the
ice age?

Evaluating
Mansa Musa is one of many African monarchs throughout the
continent’s rich history. Yet, the narratives of only a few kings
and queens are featured in television and movies. Analyze and
evaluate why you think that this is the case, then create two
ideas for how we can work to bring more positive awareness
of the history of Africa’s ancient and contemporary kings and
queens to students today.

Will all the cultures merge into one
big culture, due to the fading genetic
distinctions?

Creating

Can somebody please explain to me
what marginal benefits is and give
me some examples?

tivities between instructor-designed questions and learner-
generated questions. The former is mainly used for assess-
ment purpose and thus contains more questions of higher-
order cognitive skill levels; the latter is generated during
students’ learning process (e.g., watching lecture videos and
reading recommended materials) and is usually used to seek
for a better understanding of the learning material. Note that
26.42% Khan Academy questions questions were labelled
as either irrelevant or unknown due to being not useful for
learning or missing enough context information for the la-
beller to assign a Bloom category. This aligns with the accu-
racy of the useful question classifier we reported in the data
collection section.

Table 6: Distribution of Bloom’s Revised Taxonomy Labels.

SQuAD RACE
TED-

Ed
Khan

Academy

Remembering 100 82.19 61.86 18.24
Understanding 0 18.26 38.66 55.97

Applying 0 0.46 9.79 12.58
Analyzing 0 8.22 14.95 15.09
Evaluating 0 1.37 4.12 1.89
Creating 0 0 1.55 0.63

Unknown/
Irrelevant 0 3.20 0 26.42

In Table 7 we report the results of our source sentence(s)
labeling efforts. From the statistics of # words in source sen-
tences, we can observe an increasing requirement for rea-
soning over multiple sentences from SQuAD and RACE to
TED-Ed and Khan Academy. Compared to the 98.5% of
single sentence related questions in SQuAD, questions in
TED-Ed (Khan Academy) are related to 3.53 (6.65) sen-
tences on average in source documents. In particular, Table 7
(the last row) further shows that a large portion of the ques-
tions in LearningQ, especially in Khan Academy, cannot be

Table 7: Results of Source Sentence Labelling. #
Words/Sent. denote the average words/sentences in the la-
belled source sentences. % ONE/MULTIPLE/EXTERNAL
refer to the percentage of questions related to ONE sin-
gle sentence, MULTIPLE sentences or require EXTER-
NAL knowledge to generate, respectively. KA denotes Khan
Academy.

SQuAD RACE TED-Ed KA

# Words 32.39 46.02 76.57 128.23
# Sent. 1.01 2.87 3.53 6.65

% ONE 98.53 37.10 28.63 9.43
% MULTIPLE 1.47 62.90 52.42 23.27
% EXTERNAL 0 0 18.95 38.99

answered by simply relying on the source document, as ex-
emplied by the evaluating/creating question from TED-Ed
in Table 5 and thus require external knowledge to generate.

Experiments and Results

In this section, we conduct experiments to evaluate the
performance of rule-based and deep neural network based
methods in question generation using LearningQ. We aim to
answer the following questions: 1) how effective are these
methods at generating high-quality educational questions; 2)
to what extent is their performance influenced by the learn-
ing topics; and 3) to what extent does the source sentence(s)
length affect the question generation performance.

Experimental Setup

Comparison methods. We investigate a representative rule-
based baseline and two state-of-the-art deep neural networks
in question generation:

• H&S is a rule-based system which can be used to gener-
ate questions from source text for educational assessment
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and practice (Heilman and Smith 2010). The system pro-
duces questions in a overgenerate-and-rank manner. We
only evaluate the top-ranked question.

• Seq2Seq is a representative encoder-decoder sequence
learning framework proposed for machine translation
(Sutskever, Vinyals, and Le 2014). It automatically learns
the patterns of transforming an input sentence to an output
sentence based on training data.

• Attention Seq2Seq is the state-of-the-art method pro-
posed in (Du, Shao, and Cardie 2017), which incorpo-
rates the global attention mechanism (Luong, Pham, and
Manning 2015) into the encoder-decoder sequence learn-
ing framework during the decoding process. The attention
mechanism allows the model to mimic humans problem-
solving process by focusing on relevant information in the
source text and using this information to generate a ques-
tion.

Data Preparation. We use the NLTK tool (Bird and Loper
2004) to pre-process the dataset: lower-casing, tokenization
and sentence splitting. To account for the fact that existing
methods can only process a small number of sentences as
input, for each question, we use the following strategy in-
spired by approaches for text similarity (Gomaa and Fahmy
2013) to locate the source sentences in the corresponding
document most relevant to the question. If the target ques-
tion contains a timestamp—e.g., “in 10:32, what does the Sal
mean ...”—indicating the source sentence(s) location from
which the target question is generated, we then choose that
sentence as the starting sentence and compute the cosine
similarity with the target question. We then go forwards and
backwards in turns to determine whether including a nearby
sentence would increase the cosine similarity between the
target question and the source sentences. If yes, the nearby
sentence is added. Otherwise, the search process stops. If
a target question does not contain timestamp information,
we select the sentence with largest cosine similarity to the
question to start our search the same way as described above
to locate the source sentences. Due to the vanishing gradi-
ent problem in recurrent neural networks (Hochreiter et al.
2001), we only keep data with source sentences containing
no more than 100 words.

Notice that deep neural network based methods usu-
ally require a substantial amount training data. The quan-
tity of instructor-crafted questions in TED-Ed is not suffi-
cient (7K). We therefore train the selected methods only on
learner-generated questions. Concretely, we first merge all
of the questions posted by Khan Academy learners on both
lecture videos and reading materials, then randomly select
80% for training, 10% for validation and 10% for testing.
At the same time, we also use all of the instructor-crafted
questions as a second test set to investigate how effective the
models built on learner-generated questions are in delivering
instructor-crafted questions.
Parameter Settings. We implemente the two neural net-
work based methods on top of the OpenNMT system (Klein
et al. 2017). In accordance with the original work (Sutskever,
Vinyals, and Le 2014; Du, Shao, and Cardie 2017), Bi-
LSTM is used for the encoder and LSTM for the decoder.

We tune all hyper-parameters using the held-out validation
set and select the parameters that achieve the lowest perplex-
ity on the validation set. The number of LSTM layers is set
to 2 and its number of hidden units is set to 600. The di-
mension of input word embedding is set to 300 and we use
the pre-trained embeddings glove.840B.300d for initializa-
tion (Pennington, Socher, and Manning 2014). Model opti-
mization is performed by applying Adam (Kingma and Ba
2014); we set the learning rate to 0.001 and the dropout rate
to 0.3. The gradient is clipped if it exceeds 5. We train the
models for 15 epochs in mini-batches of 64. When generat-
ing a question, beam search with a beam size of 3 is used and
the generation stops when every beam in the stack produces
the <EOS> (end-of-sentence) token.

Evaluation Metrics. Similar to (Du, Shao, and Cardie
2017), we adopt Bleu 1, Bleu 2, Bleu 3, Bleu 4, Meteor and
RougeL for evaluation. Bleu-n scores rely on the maximum
n-grams for counting the co-occurrences between a gener-
ated question and a set of reference questions; the average of
Bleu is employed as final score (Papineni et al. 2002). Me-
teor computes the similarity between the generated question
and the reference questions by taking synonyms, stemming
and paraphrases into account (Denkowski and Lavie 2014).
RougeL reports the recall rate of the generated question with
respect to the reference questions based on the longest com-
mon sub-sequence (Lin 2004).

Results and Analysis

Results. Table 8 reports the performance of the se-
lected methods on learner-generated questions from Khan
Academy and instructor-designed questions from TED-Ed.
We can observe that across all different evaluation metrics,
the rule-based method H&S is outperformed by both deep
neural network based methods. This confirms previous find-
ings in the new context of learning that data-driven methods
are a better approach for question generation. Among the
two deep neural network based methods, Attention Seq2Seq
consistently outperform Seq2Seq (p-value < .001, Paired t-
test). This verifies that the attention mechanism is an effec-
tive approach for boosting the performance of educational
question generation.

By comparing the performance of the selected methods
on Khan Academy and on TED-Ed, we find that the per-
formance of rule-based method H&S varies across differ-
ent evaluation metrics. The performance measured by Bleu
scores are higher on learner-generated questions than on
instructor-designed questions, while it is low as measured
by Meteor and RougeL. On the other hand, deep neural
network based methods consistently reach a higher perfor-
mance on learner-generated questions than on instructor-
designed questions. Considering the fact that recurrent net-
works are less effective in handling long sentences, this
could be due to two reasons: 1) the majority of questions in
TED-Ed are related to multiple sentences as we found (Ta-
ble 7); and 2) the questions generated by learners are gener-
ally shorter than those designed by instructors (Table 3). In
later analysis, we further describe how the length of source
sentences would affect question generation performance.
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Table 8: Performance of rule-based and deep neural network based methods on LearningQ.

Methods Bleu 1 Bleu 2 Bleu 3 Bleu 4 Meteor RougeL

Khan
Academy

H&S 0.28 0.17 0.13 0.10 3.24 6.61
Seq2Seq 19.84 7.68 4.02 2.29 6.44 23.11

Attention Seq2Seq 24.70 11.68 6.36 3.63 8.73 27.36

TED-Ed
H&S 0.38 0.22 0.17 0.15 3.00 6.52

Seq2Seq 12.96 3.95 1.82 0.73 4.34 16.09
Attention Seq2Seq 15.83 5.63 2.63 1.15 5.32 17.69

Economics
College Admissions

Computing
Test Preparation

Humanities
Science

Math

0

10

20

30

Bieu 1 Bieu 2 Bieu 3 Bieu 4 Meteor Rouge_L

Figure 1: Results of question generation on different learn-
ing subjects in Khan Academy.

The performance of the state-of-the-art methods is much
lower on LearningQ than on existing datatsets. Attention
Seq2Seq achieves a Bleu 4 score > 12 and a Meteor score >
16 on SQuAD, while on LearningQ it only achieves Bleu 4
scores of < 4/< 2 and Meteor scores of < 9/< 6 on learner-
generated questions/instructor-designed questions, respec-
tively. Similar results also hold for the other metrics.

Impacts of Subjects and Source Sentence Lengths. We
now investigate the performance of Attention Seq2Seq in
generating educational questions as affected by different
subjects and different lengths of input source sentences.

The impact of the source document topic on question gen-
eration performance is shown for Khan Academy in Fig-
ure 1. We observe that question generation performance
varies across subjects. In particular, Bleu 4 varies from < 2
to > 5 for learner-generated questions and from 0.38 to 0.92
for instructor-designed questions. Compared to Economics
and College Admissions, question generation for Math and
Science can usually achieve higher performance. Similar
variation is also observed on TED-Ed. These results indicate
that topics can affect question generation performance. Fully
understanding the co-influence of topics and other document
properties (e.g., difficulty) however requires more studies,
which we leave to future work.

As we showed before (Table 7), educational questions
are related to multiple source sentences in the documents.
However, existing neural network methods usually take only
one or two source sentences as input to generate questions.
To further investigate the effectiveness of existing methods
when taking source sentences of different lengths as input,
we divide the testing set according to the length of their
source sentences. The results are shown in Figure 2. In gen-
eral, question generation performance decreases when the
length of source sentences increases across all metrics for
both Khan Academy and TED-Ed. This strongly suggests
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Figure 2: Results of question generation with different
source sentence lengths..

that the performance of the state-of-the-art method is signif-
icantly limited by long source sentences.

Conclusion and Future Work

We presented LearningQ, a large-scale dataset for educa-
tional question generation. It consists of 230K document-
question pairs produced by both instructors and learners. To
our knowledge, LearningQ is the first dataset that covers a
wide range of educational topics and the questions require
a full spectrum of cognitive skills to solve. Extensive eval-
uation of state-of-the-art question generation methods on
LearningQ showed that LearningQ is a challenging dataset
that deserves significant future investigation.

For future research, deep neural network based methods
can be further enhanced by considering the relationships
among multiple source sentences for question generation.
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