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Abstract

Glaciers play an important role in sea level predictions and are an important supplier of fresh water. Un-
derstanding the physics and dynamics of glaciers is important in local and global climate predictions
and predictions of fresh water supplies. The Himalayas are the biggest storage of fresh water outside the
polar regions with many different local climates and glaciers. One important glacier parameter used in
dynamic studies is the flow velocity, as the flow velocity is used as a boundary condition in mass bal-
ance and run-off models. The flow velocity of a glacier is relatively easy to measure on a large scale using
satellite missions and the increased coverage of satellite missions provides the means to large scale ve-
locity monitoring. Robust methods for measuring large scale seasonal and long term velocity dynamics
of glaciers, however, remain an elusive goal.

The optical Landsat mission has a long history of monitoring and is thus useful for long term flow
velocity analysis. Feature tracking algorithms applied on these Landsat images provide means of auto-
matically calculating large scale velocities. Automated approaches for large scale analysis are difficult
because of the lack of validation and good filtering techniques to deal with shadows, surface changes
and clouds. Large scale temporal analysis is even harder because the errors arising in the flow veloc-
ity calculations are often large compared to the velocities due to the short periods between the images
from which the velocities are calculated.

This research proposes, implements and tests a new method for automatically creating large scale
velocity time series using the optical Landsat database and feature tracking in the Himalayas. Where
normally velocity time series consists of consecutive single velocity fields, the novel method uses com-
binations of velocities to estimate these single velocities. This method is tested against results from
single velocity fields for the Everest region and the Karakoram region. A sensitivity and parameter anal-
ysis provides the best parameter settings for the new method.

The result is a novel method that provides validation, robustness and acts as a filter for erroneous
velocities. When possible, the new method increases or retains the number of results while increasing
the precision. Furthermore, when the number of results is lower, it is due to filtering of erroneous veloc-
ities. The new method also provides an error indication which could be of use in future research. The
main sources of errors: geo-location and precision of the feature tracking algorithm, are shown to have
a large effect on the results and should be as small as possible. The magnitude of these errors make it
difficult to measure seasonal changes in flow velocity for slow moving glaciers. Furthermore, Landsat 4-
5 TM results are shown not to be useful for dense time series as the geo-location accuracy and artifacts
from the TM scanner have a large effect on the precision of these results. The Landsat 8 velocity results,
however, show good similarity to results from other researches and show promise for future research.

The sensitivity analysis of this research was incomplete as the complete algorithm was not opti-
mized and future developments might focus on improving this. Also, it was found that the proposed
method was very time intensive. A correct choice for the method of calculating flow velocities might
drastically decrease the computational effort and improve applicability to large area research. In total,
the new method is not only useful for use on the Landsat database, but could be used to improve any
optical or radar flow velocity time series.
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Introduction

Glaciers can be found everywhere in the world. From Patagonia to Greenland to the Himalayas. They
serve as an important unknown factor in predictions of sea level rise[15]. Furthermore they are impor-
tant for freshwater supply in many parts of the world [5].

Understanding dynamical and physical processes of glaciers is therefor valuable information in pre-
dicting the effects of glaciers in global and local climates and freshwater supplies. The velocity field of
a glacier is one of these parameters that is of importance as it used as a boundary condition, validation
and input for glacier modelling. In this research a new method for obtaining time series of glacier veloc-
ities using images obtained from the optical Landsat satellite mission is proposed and tested. It focuses
and is tested on use in the Himalayas, but if successful could be extended for use on glaciers around the
world.

1.1. Glaciers and the Himalayas

The Himalayas are the biggest freshwater storage in the world outside of Antarctica and Greenland.
Many areas in the Himalayas are characterized by steep high altitude alpine terrain. The region is very
large, with big differences in height, see figure 1.1. Many different local climates and ecosystems [41]
thus exist which create areas with different seasonal and long-term variability in glacier dynamics. This
spatial and temporal glacial dynamic variability is of interest for future research.

The global warming of the climate has continued retreat of glaciers in many mountainous regions.
This is also true in many parts of the Himalayas. Himalayan glaciers and their melt water are very impor-
tant for fresh water, food and power supply [13] [15] [50]. Studies show that there is no uniform response
however of Himalayan glaciers to climate change[39][18]. Not every glacier thus reacts in the same way
to climate forcing. Some glaciers gain mass (positive mass balance) while others lose mass (negative
mass balance). Next to mass balance, glacial factors of study are withdrawal or advance, glacier veloc-
ity and thickness. While mass fluxes and glacier thickness are harder to determine, glacial velocity and
glacial terminus withdrawal or advance are easier to measure. The availability of many different types
of glaciers, climates and terrain makes the Himalayas suitable terrain for this research.

Glacier surface velocities are used in models that use the velocity as input for calculating mass bal-
ances and run-offs[39][24][27][12]. The thickness and volume of glaciers are again important param-
eters related to climate forcing and global warming [13], but also contain important information for
policy makers. In negative mass balance regimes, ice fluxes will generally decrease to adjust. Mass bal-
ances have been strongly negative in large parts of the world for the last decades [22][51]. Changes to
glacial velocity distributions and absolute changes in speed seem thus to be linked to changes in mass
balance and run-off [33][49].

Because it is now possible to focus on comparing and analyzing glacier velocities within and be-
tween large regions we can improve knowledge about glacier dynamics and its relation to climate in
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Figure 1.1: A digital elevation map (DEM) of the entire Himalayan mountain range [10]. It spans a large area and has a high
elevation.

space and time. It is hypothesized and tested that a glacier having a negative mass balance will cause
most glaciers to slow down and change the velocity distribution of a glacier. Generally and in five re-
gions around the world this seems to be true. But this is only based on velocity differences between
two epochs and generalized from small research areas to entire regions [18]. To gain a more complete
view of relations between glacial mass balance and run-offs to glacial velocities, a bigger and temporally
denser and larger network of glacial velocities should be available. Achieving this is the main goal of this
glacial velocity research.

1.2. Obtaining glacial velocity fields

There are multiple techniques for obtaining glacial velocities based on GPS, UAV’s and satellite imagery.
For inexpensive and large scale glacial velocity fields, the use of satellites is beneficial. The techniques
used for this are mainly based on offset feature tracking and InSar. InSar (Interferometric synthetic
aperature radar) is based on phase wave interferometry between synthetic aperature radar (SAR) im-
ages. Displacement is calculated by radar signal phase changes between two epochs. Feature tracking
calculates the displacement of a feature in the landscape (e.g rock, tree, crevasse) between two tem-
porally spaced images. It can either be applied to optical satellite missions or radar satellite missions
(SAR). Both have their advantages and drawbacks. This study will use the optical Landsat database. This
is because it has a large database dating back to 1972 and good spatial and temporal coverage.

Satellite imaging in combination with advances in feature tracking algorithms has allowed for a
global and repeated coverage of glacier velocity products and effectiveness of this method has been
proven repeatedly [35][2][17]. A glacial velocity field is the calculated velocity for a large area of glaciers
and surroundings.

Validation of glacial velocity fields from satellite imagery however is complicated. The results of
feature tracking algorithms can contain faulty velocities which need to be filtered out, as in figure 1.2.
Various techniques to do this exist and should filter out most faulty displacements. These techniques,
however, also filter out correct matches and the filtering settings depend on the local area.

Up until now the physical nature of the optical satellite missions and the lack of usable satellite im-
age pairs due to e.g clouds or shadows has not allowed for large area mapping with consistently short
periods between acquisitions. Recent advances in feature tracking techniques and methods for pre-
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Figure 1.2: Glacier flow velocity field results near Greenland glacier Jakobshavn Isbrea derived from two Landsat images from
2000. (a) unfiltered velocity field. (b) filter application. (c) filtered flow velocity field. [35]

processing and post-processing have made it possible to automatically map large areas with robust
results and less loss of information. Furthermore the introduction of the Landsat 8 mission opens up
new opportunities for obtaining glacier velocities using feature tracking algorithms. [11][17][9]

1.3. Time series of glacial velocity fields

One of these new opportunities, which benefits from the addition of the new Landsat 8 satellite to the
extensive Landsat database, is obtaining time series of glacier velocities. Opposed to previous Landsat
missions, where the temporal coverage fluctuated significantly, the Landsat 8 mission has a very stable
16 days repeat coverage.

As seen in the previous sections it would be beneficial to glacial research if more dense time series
of glacial velocities could be created using an automated approach. Recent research has focused on
obtaining more glacial velocity fields in an automated manner. Time series of glacial velocities, however,
are just started being researched. One example can be seen in figure 1.3. This research [11] uses a new
software package (PyCorr) in combination with the high temporal resolution of the Landsat 8 mission
to create time series of many Greenland glaciers.

Another recent research [35] also creates velocity time series for large areas from scenes acquired
from the Landsat 7 mission, figure 1.4. This research uses spatial overlap between acquired scenes
in combination with advanced filtering and pre-processing techniques to create a temporally denser,
more robust time series.

Both researches only include time series of one Landsat missions from which only completely cloud
free scenes are used. Other scenes are thus not used, while there may be useful data present. Except
for spatial and temporal filtering, there is no validation of the data. These problems and restrictions
could be solved by using the redundancy in combinations of scenes as in [9]. In this research a method
is proposed to solve these problems and restrictions. This method combines multiple velocity fields to
create a single velocity field. This could possibly provide an extra validation and increase the amount
of data available after filtering. This research is partly executed at the University of Edinburgh where a
processing algorithm is already partially developed. With this algorithm it is possible to create velocity
fields from scenes of two epochs. This existing process is from now on called the "Base Method" (BM).
The proposed method uses redundancy by combining (stacking) velocity fields as an extension of the
BM and is thus called "SM" (Stacking Method) from now on.

1.4. Research questions and goals
The research question that fits the problems encountered in the introduction is:

Is it possible to make a glacial velocity time series from the complete optical Landsat mission for the
Asian Highlands where the performance, i.e. the number of results and validity of results, is increased by
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Figure 1.3: Landsat 8 velocity measurements for Kangiata Nunata Sermia glacier in Greenland. (a) Speed time series of one season

for different points on the glacier. (b) Speed profile of glacier along profile line from (c) for different dates [11]
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Figure 1.4: Flow velocity time series of a point on the Greenland Harald Moltke Brae glacier. Only includes Landsat 7 data. The

two green areas are indicated as surge (sudden large flow) events. The data comes from multiple scenes. [35]

using combinations of velocity fields opposed to using single velocity fields?
Subquestions:

¢ Using the current (BM) algorithm, could a precise time series be made spanning all Landsat

missions?

The current setup allows glacier velocity fields for Landsat 1-7 scenes, but not Landsat 7 SLC-off
or Landsat 8 scenes. Neither is it able to obtain inter-sensor velocity fields (for example combi-
nations of Landsat 5 and 7 scenes). But is it useful for good performance to use all the data and
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possible to combine different sensor scenes? Are there feature tracking methods that will allow
for a more consistent time series?

* What are the errors in the velocity fields, can they be quantified and how do they appear in the
velocity fields?
Within what margin can we trust the results both from the current (BM) and new (SM) method.
What could give errors and how are they handled?

¢ What is the performance of a method and how can it be tested? To test of the new method
actually does better than the single pair methods, performance indicators should be devised and
implemented that work for both methods and on time series. What are these indicators and how
are they implemented?

* How can combinations of image pairs be used to create time series and how should it improve
performance? What method could be used to use combinations of image pairs to estimate veloc-
ity fields, how can a time series be made using this method and why and how should it improve
performance over single pair time series?

e Which combination of feature tracking techniques, parameters and algorithm parameters gives
the best result in the areas of research? The existing algorithm and new method require setting
parameters. These parameters should be chosen based on the research area, method and other
factors. On which parameters and factors do the results depend and what is the best choice of
parameters to create the best results?

¢ What are the results of validation of the new method and application on the test areas? Are
results from the algorithm and the proposed method validated? Does the new method improve
robustness of velocity time series and does it create valid results automatically for large areas?

To answer these questions, the setup of this research is as follows. More about Landsat and fea-
ture tracking can be found in chapter 2: 'Landsat & Feature Tracking’ The current processing setup,
the proposed method and testing methods can be found in chapter 3: "Methods". Algorithm selection,
algorithm issues and sensitivity analysis will be discussed in the ’Sensitivity analysis & Algorithm Selec-
tion’ chapter, chapter 4. Results for two test areas in the Himalayas are presented in the 'Case Study’
chapters, chapter 5 and 6. . Finally in chapter 7, the ’'Conclusions & Recommendations’ the results will
be summarized and discussed and finally recommendations on improvements will be presented.

1.4.1. Research plan & setup

This research was conducted at the University of Edinburgh and consists of two parts. The first part is
related to calculating the displacements and velocities of glaciers. This is the core of the algorithm. The
second part is an extension of this core of the algorithm and is the creation of time series from these ve-
locities or combinations of velocities. The core of the algorithm is outdated at the start of this research,
it requires new feature tracking software, updating for Landsat 8 and changes to the pre-processing
software. At the end of this research, the result should be an automated algorithm that can create dense
unsupervised glacial velocity time series for large areas from Landsat images. To achieve this the fol-
lowing research goals are stated.

Research plan and goals:

¢ Adapt and update the core velocity algorithm to include Landsat 8 images.
» Update the core algorithm for creating velocity fields using a new feature tracking toolbox.
* Setup a processing environment en job setup for large scale processing

¢ Optimize the setup for a batch processing job of multiple Landsat sensors in terms of computa-
tional speed.

¢ Implement different time series algorithms.
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* Testing of different methods
¢ Final implementation of selected method.

The theory for these goals is discussed in the next chapter.
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The main factors of importance are the Landsat images used and the type of feature tracking algorithm.
For a large part the quality of the results will depend on the type of data used, which is linked to the
Landsat mission characteristics. Another important part is the feature tracking algorithm. The algo-
rithm the foundation for all other processing steps. Significant details about both the Landsat data
used and the feature tracking algorithm are therefor of importance for later analysis of the success and
errors of the methods in this thesis. This chapter thus attempts to answer the questions: Using the cur-
rent algorithm, can a consistent time series be made spanning all Landsat missions? and What are
the errors in the velocity fields, can they be quantified and how do they appear in the velocity fields?.

2.1. Landsat

The Landsat program started in 1972 with Landsat 1 and is currently at Landsat 8, see figure 2.1. The
extent of the the database (45 years) and large coverage makes that the Landsat mission is useful for the
goal of this research.

I Landsat 1 July 1972 - January 1978
I Landsat 2 January 1975 July 1983
I Landsat 3 March 1978 — September 1983
I Landsat4 July 1982 — December 1993
R Landsat5 March 1984 — January 2013
Landsat 6 October 1993

Landsat 7 April 1999 —
Landsat 8 February 2013 —
Landsat 9 2020

1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030

Figure 2.1: A timeline of all the Landsat missions including future missions. Landsat 7 and Landsat 8 are still functional [46].

There are however significant differences between the missions. The main difference between mis-
sions is the optical sensor. The sensor used for Landsat 1-3 was the Multi Spectral Scanner (MSS). Land-
sat 4-5 had an additional scanner called the Thematic Mapper (TM). Landsat 7 used an upgraded ver-
sion of the TM called the Enhanced Thematic Mapper Plus (ETM+). The latest mission, Landsat 8, uses
the Operational Land Imager (OLI) - Thermal InfraRed Sensor (TIRS). These different scanners use dif-
ferent spectral bands, have different radiometric performance, have different characteristics and even
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work differently. The specifics of these scanners will be discussed in the section 2.1.2. Another dif-
ference between these missions is related to the orbits of the satellites. For example, the geolocation
precision is higher for Landsat 8 than for Landsat 4 and the quantization of OLI-TIRS spectral bands is
12-bits, opposed to 8-bits in previous Landsat missions.The data is maintained by the U.S Geological
Survey and can be downloaded free of charge as TIF images (also called scenes).

2.1.1. Landsat missions

From Landsat 4 onward the scenes are catalogued in the Worldwide Reference System 2 (WRS-2). This
is a global notation system for Landsat data. It catalogues the earth and Landsat scenes into areas
specified by a scene center and path and row numbers as shown in figure 2.2.

‘WRS-2 Path / Row (Landsats 4, 5 and 7) and UTM Zones

ce
o
|-
o
e

!
Miler cyircrica rojecicn

Figure 2.2: A visualization of the WRS-2 paths and rows plotted against the UTM zones [47].

The Landsat 4-8 missions are all operating in a polar, sun-synchronous orbit at an altitude of ap-
proximately 705 km. This means that the altitude and inclination (angle w.r.t equator) of the orbit are
such that the satellite passes the same point of the surface at the same local solar time. The repeat cov-
erage of these missions is 16 days. The satellites thus cross the same swath of surface every 16 days at
the same local solar time. The Landsat 1-3 missions have a different reference system (WRS-1), a repeat
cycle of 18 days instead of 16 days and slightly different orbit characteristics.

The main difference between these missions is the monitoring and calibration of the geometric orbit
performance. Starting with Landsat 7, the geometric and radiometric performance has been monitored
and calibrated precisely achieving improvements in geodetic as well as scanner accuracy and precision
[23][42]. As obtaining correct displacement depends on the ability of the scanner to precisely geolo-
cate the same pixel at different epochs as well as correcting if the pixels are misaligned, the geometric
and radiometric performance is of significant importance. This will be discussed in detail in the next
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sections.

2.1.2. Sensors

Both the MSS, TM scanner and ETM+ scanner are whisk-broom multi-spectral scanners. A whisk-
broom scanner works with a mirror scanning across the ground track. This mirror deflects light into
a single detector, scanning one pixel at a time,see figure 2.3. For a multi-spectral-scanner there are
multiple spectral bands scanned simultaneously in this manner. The scene sizes collected by the TM
are 185x172 km, while those of the ETM+ and the OLI-TIRS are 183x170 km, which is in accordance
with WRS-2. The MSS obtained scene sizes are 185x 185 km.

Rotating
Scan Mimror

Instantaneous
Field of View

Angular
AT

e 5 Field
oF of View

Resolution Cell

Figure 2.3: Schematic of workings of whisk broom scanner. Perpendicular to the the movement of the satellite a line is scanned 1
pixel at a time, as if sweeping a broom.

The OLI-TIRS scanner is a push-broom scanner. It uses a long linear array of detectors with thou-
sand of detectors per spectral band to scan a complete line of pixels at once. There are thus no moving
parts in this scanner and this setup also has advantages for the radiometric performance. Furthermore
the quantization of the OLI-TIRS data is 12 bits instead of 8 bits for previous scanners.

The spectral bands also changed between scanners. A complete overview of all spectral bands per
scanner is depicted in figure 2.4

A table of bands with resolutions (IFOV) for the MSS, TM, ETM+ and OLI-TIRS can be seen in figures
2.6 and 2.5. As of the ETM+ scanner a band with a resolution of 15x15m was added and the 120x120m
TIR band was resampled to 60m resolution. The (IFOV) resolution of the MSS scanner is different from
the other with 68x80 meter pixel sizes.

Itis important to note that on 31 May 2003 the Scan Line Correcter (SLC) of the ETM+ scanner failed.
This lead to stripes without data in the images, with a total of up to 25 % missing, as is showed in figure
2.7. The stripes are perpendicular to the direction of the satellite and wider near the edges of the scenes
parallel to the movement of the satellite, while in the middle of the scene there are no data gaps. The
images where the SLC failed are addressed as "SLC-off" .



10

2. Landsat & Feature tracking

8!

5!

il g

3 | OLl/  TIRS/
L1 o U | Tirsat
2

s mEE £ Em ) v |
|

Q.

£ maE EN B v (.
| s

5 3 } n

400 900 1400 1900 2400 10000 11000 12000 13000

Wavelength (nm)

Figure 2.4: Visualization of spectral bands per Landsat sensor plotted as a function of wavelength against atmospheric transmis-
sion. [48]

Sensor | Band | Spectral range (micro m) | IFOV
4 0.50 —~ 0.60 green 80m
3 0.60 ~ 0.70 red 80m
MSS 6 0.70 ~ 0.80 near - IR 80m
7 0.80 ~ 1.10 near - IR 80m
1 045 ~— 052 blue 30m
2 0.52 ~ 0.60 green 30m
3 0.63 ~ 0.69 red 30m
™ 4 076 —~ 050 near - IR 30m
5 1La8 = 175 interm - IR 30m
6 10.40 ~ 12.50 thermal - IR 120m
7 208 = 285 mid. - IR 30m

Figure 2.5: Table of spectral bands for the MSS and TM scanner with corresponding IFOV. [30]

2.1.3. Radiometric performance

Another important factor next to geometric performance and choice of spectral bands is the radio-
metric performance. As noted in the previous section, intensive performance monitoring started with
Landsat 7 and the ETM+ sensor. The radiometric performance of the OLI-TIRS sensor is well char-
acterized and is influenced by the type of sensor used as well as design of the optical system. One
important difference between the TM, ETM+ and the OLI-TIRS is the quantization of the results. This
is 8-bits for TM and ETM+, while being 12-bits for the OLI-TIRS. This means the images are being rep-
resented by arrays of intensity values ranging from 0-255 for 8-bits and a 0-4096 value range for 12-bits



2.1. Landsat

11

Landsat-7 ETM+ Bands (um) Landsat-8 OLI and 77RS Bands (wm)

30 m Coastal/Aerosol 0.435-0.451 | Band 1
Band 1 30 m Blue 0.441-0.514 | 30 m Blue 0.452-0.512 | Band2
Band 2 30 m Green 0.519-0.601 | 30 m Green 0.533-0.590 | Band 3
Band 3 30 m Red 0.631-0.692 | 30mRed 0.636-0.673 | Band 4
Band 4 30 m NIR 0.772 - 0.898 | 30 m NIR 0.851-0.879 | Band 5
Band 5 30 m SWIR-1 1.547 - 1.749 | 30 m SWIR-1 1.566 - 1.651 | Band 6
Band 6 60 m TIR 10.31-12.36 | 100 m TIR-1 10.60 —11.19 | Band 10

100 m TIR-2 11.50—12.51 | Band 11
Band 7 30 m SWIR-2 2.064 -2.345 | 30 m SWIR-2 2.107-2.294 | Band 7
Band 8 15 m Pan 0.515-0.896 | 15m Pan 0.503-0.676 | Band 8

30 m Cirrus 1.363-1.384 | Band 9

Figure 2.6: Table of spectral bands for the ETM+ and OLI-TIRS scanner with corresponding resolutions. [48]

Figure 2.7: Segment of Landsat 7 SLC-off scene from 2004. The data gaps are wedge shaped and widest at the edges of the scene,
while there are no data gaps in the center of the scene.

quantization. Other factors of radiometric performance are: noise, radiometric stability, pixel-to-pixel
uniformity, artifacts, stray light and radiometric accuracy [29][26][25]. Another important factor is the
system transfer function and accompanied point spread function. This point spread function (PSF) is
an optical phenomenon that 'leaks’ information from the pixel to neighboring pixels, see figure 2.8

Of these aspects only the noise (and accompanied signal-to-noise ratio) and radiometric stability
have a large effect on feature tracking. The other aspects are not of importance as the effect is very
small, or the effect is filtered out by the feature tracking method. The signal to noise ratio for OLI-TIRS
and ETM+ nicely displays the improvement in radiometric performance between the two sensors. As
shown in figure 2.9, the SNR of the OLI-TIRS sensor is 4-8 times larger than the ETM+ SNR. This has a
positive effect on feature tracking as features are more accurately identified as such and not as noise.
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Figure 2.8: Example of point spread function. An ideal PSF would make that all radiance (response) is coming from the pixel itself.
The actual PSF however includes radiance (response) from outside of the pixel. [20]
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Figure 2.9: Signal-to-noise ratio of ETM+ and OLI sensors per spectral band at a typical radiance (Lyypjcqi) 48]

The SNR of the TM has been calculated in a different way, which makes it hard to compare the
values.However, the results are in the same order of magnitude and it is suspected that the SNR would
be lower or about the same for the TM and the ETM+ as the systems are very similar [19].

The second factor of importance is the radiometric stability. As this research is interested in tem-
poral changes, the radiometric performance should be stable in between scenes. If this is not the case,
artificial errors could be induced in the feature tracking algorithm. Studies have found results for the
Landsat 5 TM, Landsat 7 ETM+ and Landsat 8 OLIL. The Landsat 8 OLI radiometric stability is better than
0.3% over 60 days [29], and there seems to be no significant trend. The ETM+ stability is better than 2%
over 12 years [26]. The stability of the Landsat 5 TM is about 5 - 10% [19], but corrections have been
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implemented in the Landsat 5 TM scenes [7].

The final factor is the point spread function, PSE As shown in figure 2.8, when the PSF is larger than
a pixel, the intensity value of a pixel could change due to 'leaked’ intensity from neighboring pixels.
This might be a problem for feature tracking algorithms trying to characterize single pixels, like scale
invariant feature tracking (SIFT). For larger areas of pixels the effect of the PSF is that it smooths the area
(e.g decreases the variability) [20]. Effort has been made to characterize the system transfer function
(STF) and accompanied PSF for the TM, ETM+ and OLI-TIRS [40] [43]. This shows that there is indeed
significant leaking and smoothing due to the PSF in the TM and ETM+. Research on the effect of the
PSF on quality of the repeat image feature tracking (RIFT) algorithm has however not been done. The
expectation is that, because of the use of RIFT algorithm in this research which uses an area of multiple
pixels and the use of several image enhancement techniques, this effect does not have a significant
impact on the results. And that the effect is smaller for the Landsat 8 OLI-TIRS than the previous sensors
due to the 12 bit quantization. These factors have also partly been examined for the MSS in [25]. The
radiometric stability for MSS is about 15% over a three year period. The SNR and PSF have not been
examined in detail for the MSS, but are believed to be worse than the TM.
There are also other effects inherent to the sensors, Landsat missions, geography and atmosphere which
affect the quality and accuracy of the results. These will be discussed in the next section.

2.1.4. Quality and accuracy

The quality and accuracy of the Landsat scenes depends on multiple factors. The quality of the image
depends for the most part on the atmosphere and illumination. Clouds obscuring the surface affect
the quality in the most obvious way. Solar angle with respect to the surface is also a factor as it casts
shadows on the surface obscuring features.

The accuracy of the Landsat data is expressed as the geometric performance. This includes e.g band-
to-band registration accuracy, geodetic accuracy (geolocation accuracy) and image-to-image registra-
tion accuracy. Combined with orthorectification errors related to the angle of view and surface elevation
this determines the accuracy of consistently locating the same point on the earths surface. Extensive re-
search on quantification of these accuracy’s has been conducted, especially for Landsat 7 and 8 [23][42].

As of 2016, however, the USGS started to manage the Landsat archive by reprocessing and struc-
turing the Landsat images [44][46]. This approach identifies the Landsat images based on the quality
parameters above and reprocesses the images based on this quality. The result is an arrangement into
three categories and two tiers. The first category is L1TP, precise and terrain corrected (orthorectified)
scenes, suitable for time series analysis. The radial root mean squared error of alignment of pixel data
in this tier of data is < 12 relative root mean square (RRMSE), with scene specific RRMSE reported in
the metadata file of the scene. The RRMSE is the root mean square error between the ground control
points (GCP’s) of the specific Landsat scene as compared to the average GCP’s of all images of the same
path and row. The other two tiers are L1GT, systematic terrain corrected scenes, and L1GS, systematic
corrected scenes. These scenes do not have the geometric accuracy of the L1TP tier. This is because
the reprocessing is based on registration with ground control points (GCP’s). If too few or no GCP’s can
be used in a scene, for example due to clouds, the registration does not work and the scene is classified
as an Tier 2 or L1GT image. The results of this is that every Landsat scene starting with the Landsat 4
mission from the same path and row has it’s pixels aligned within the RRMSE provided in the metadata
file.

A final important factor linked to the accuracy of aligning pixels between scenes has to do with the
orthorectification.

2.1.5. Orthorectification

Orthorectification is linked to undulations on the earths surface and in the atmosphere and the angle of
view of the satellite sensor. Changes in either of these affect the distance of which features are displayed
(mapped) in the scenes, which would imitate displacement but is actually an error. Two images of the
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same path and row taken from a different angle with respect to the nadir from a satellite could obtain a
different position in the horizontal direction if the elevation of the surface is not well known, as is shown
in figure 2.10.
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Figure 2.10: Orthorectification explained. An error in the digital elevation model (DEM) could map the same pixel displaced over
a horizontal distance AL

Alot of research on using optical imagery to obtain glacial velocity fields focuses on this aspect as the
errors could range up to several hundreds of meters [35] [38]. However, as in this research only images
are used from the same path and row and changes of angle of view of the sensor are very small between
scene acquisitions this error is assumed very small [18]. One problem with this is that it assumes that
the surface height does not change between temporally spaced scenes. This is true for rockbed. When
observing glaciers however, changes in glacier thickness occur due to seasonal changes. A change of 39
meters in elevation due to changes in glacier thickness between acquisitions can cause a shift up to 1/3
of a pixel for low angle satellite views [18]. Furthermore it also leads to surface decorrelation. This error
is impossible to model as it requires precise knowledge of changes of the surface elevation. As discussed
later on however, the method used in this research might filter out this error.

Most of the Landsat specifics discussed above are not area specific. To gain more insight useful for
this research we take a look into Landsat scenes in the Himalayas.

2.1.6. Landsat scenes in the Himalayas
The overall number of scenes per Landsat mission for the Himalayan area has been mapped in figure
2.11 against time.

As can be seen, there is a data gap for the years 1980-1990. From 1990 onward Landsat 5 acquires
more scenes using the TM, while there are hardly any Landsat 4 TM (LT4) scenes available. The number
of Landsat 5 scenes increases around 2000. The amount of scenes from the Landsat 7 mission peaks in
the first couple of years and has a steady number of acquisitions after around 2004. The most important
conclusion from this figure 2.11 is that the temporal density is uneven and in some periods very sparse.

These Landsat images/scenes are the input for feature tracking algorithms. These feature tracking
algorithms take two images of the same area with co-registered pixels of two different epochs and out-
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Figure 2.11: Number of Landsat scenes binned by Landsat mission as a function of time. There is a small data gap around 1985
and between LE7 and LC8. This data is from 2015 and more Landsat 8 scenes have been added since. [9]

put displacement fields in pixels. To do this there are several methods and feature tracking techniques
clarified in the next section.

2.2. Feature tracking

Obtaining glacier velocities using satellite imagery is based on feature tracking algorithms. The princi-
ple behind feature tracking is simple and has been applied manually before the development of auto-
mated feature tracking algorithms. In feature tracking, features in images (e.g. distinguishable features
like corners, edges) are identified in a combination of images. Application of this in glaciology relies on
combinations of images that have aligned pixels, e.g the mapped location of overlapping pixels in two
temporally spaced images is the same. Tracking the displacement between features (sets of pixels) in a
combination of images is thus displacement due to moving objects, which could be clouds or glaciers.
For example: identifying the same glacial crevasse in two images and calculating the distance (con-
verted from pixels to meters) divided by the time between the images gives the velocity of the glacier at
that crevasse .

The advance of computerized feature tracking started with the development of correlation algo-
rithms and advances in digital imaging processing techniques [37]. In images where the resolution is
high enough, features can be tracked. The two most common feature tracking algorithms are scale
invariant feature tracking (SIFT) and repeat image feature tracking (RIFT). The most commonly used
algorithm in glacial velocity research is the RIFT algorithm, which is a correlation algorithm.
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2.2.1. RIFT

This correlation algorithm works as follows. First images are cropped, so that they have the same di-
mensions. Then a square subset of x by x pixels, called the reference chip, is chosen from one of the
images which is called the 'master’ image, see figure 2.12.

Reference chip

Search chip

Image i Image i+1

Ref. chip Sear. chip
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Figure 2.12: Feature tracking correlation algorithm chips. Image from [2]

This reference chip is then compared in the second second image (the ’slave’ image) to all subsets
of pixels in a search chip of y by y pixels, see figure 2.12. The comparison is based on a correlation
between the two subsets of pixels. Thus, the reference chip moves over subsets of pixels within the
search window. The result is a map of correlation intensities at the centroid of each reference chip
position.The correlation of the centroid (i,j) in the search area with respect to the reference area is given
by:

Yrilst+k, j+1)—psllrk, 1) — pyl
VEk s+ K+ D = P e r(h, D = a1

CCG, j) = 2.1)

where (i,j) are pixel positions in the search chip, (k,]) pixel positions in the reference chip, r and s the
values of the pixel in respectively the reference and search chip, u, and p; the average value of respec-
tively the reference and search chip and CC(i, j) the peak correlation coefficient of search window at
pixel (i,j). The location of peak correlation in the ’slave’ image with respect to the centroid of the refer-
ence chip in the 'master’ image is the displacement of the feature between the two images. This method
is called normalized cross-correlation or 'NCC’.

The cross-correlation function can also be operated in the Fourier domain [34]. Doing this, we get
four more image matching methods which differ slightly. The first is the cross-correlation function of
NCC equivalently applied in the Fourier domain, which is called 'CCF’. The cross-correlation function
then becomes:

CC(i, j))=IFFT(F(u,v)G" (u, v)) (2.2)
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where F is the Fast Fourier Transform(FFT) of the window with pixels u and v in the master image and
G the FFT of the window with pixels u and v in the slave image and the * is the complex conjugate. IFFT
stands for the Inverse Fast Fourier Transform

The advantage of techniques operated in the Fourier domain is that they have increased the pro-
cessing speed. The drawback of CCF however, is that the normalization of the results is not computed.
Differences in illumination (e.g intensity) between the two images or within a search area therefore can
lead to mismatches[17]. One way to deal with this problem is to only use the phase information in the
Fourier domain, also called 'phase correlation’ or 'PC’. The biggest drawback of this method is that it ex-
periences problems in areas with deformation, as the phase differences between images will not agree.

The two other methods are the same as CCF and PC, but operate on orientation images, thus called
"CCF-0’ and 'PC-0’[14][16]. An orientation image of image f, call it fj, is:

6f(x,y)+l.5f(x,y)

5x 5y ) @3)

folx,y) =sgn(

where sgn is the signum function and x and y are pixel indices:

)0, iflx]=0
sgnx) =4 (2.4)

IEl otherwise

These orientation images split up the original image f into a real and complex part, where the real
part is the intensity gradient in the x-direction and the complex part the intensity gradient in the y-
direction. The advantage of this technique is that orientation correlation is illumination invariant [14]
and can also be used on SLC-off Landsat images. Another advantage of OC is that the correlation is not
affected in uniform areas. This means that the OC method is expected to have a better performance
on snow covered glaciers. This also means that PC-O actually uses two kinds of normalization. One
by using the orientation correlation and one by only using the phase. This could be a drawback as it
removes too much of the original signal, while having the drawbacks of the PC as well.

RIFT algorithms commonly output three values: displacement in the x-direction, displacement in
the y-direction and a signal-to-noise ratio (SNR). The SNR is the value of the peak correlation (e.g the
maximum correlation found between the images) divided by the mean correlation. The mean correla-
tion is the mean of all correlation values in the search window. The SNR is thus an indication of how
certain the algorithm is that the displacement is correct. For example, when the feature tracking algo-
rithm works on clouds, the SNR will be low because every template in the search window looks the same
and thus the value of the peak correlation will be close to the average.

Success of these correlation algorithms thus depends on the type of terrain and the availability of
recognizable features in the terrain, as well as the temporal baseline (time between scenes) between the
master and slave image. A glacier is often not smooth and has debris on the surface like in figure 2.13,
these are the recognizable features on the glacier.If however, for example, a glacier has been covered
in snow between the master and slave image, it might be harder to recognize the same feature in both
images. On the other hand, stationary features on glaciers may also exist, returning zero displacement
results on glaciers. There are thus two kinds of errors induced by the RIFT algorithm. First of all, the
exact location of the centroid is calculated by the RIFT algorithms with a maximum precision. Liter-
ature suggests the precision of centroid location within a pixel can be up to 1/10th - 1/20th of a pixel
[17]. Second, correlation mismatches can be made. A correlation mismatch is a faulty tracked feature.
Feature tracking applied on snowy patches on mountaintops with little features and no displacement
for example could result in displacements, where there is actually none. Or, the other way around, in
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calculating displacement between two scenes with a large temporal baseline, the features might have
disappeared and the results might be a small displacement while there should be a large one.

£

Figure 2.13: Picture of the Baltoro glacier and surroundings. Notice the debris and the structures on the surface of the glacier,the
features that are used in feature tracking.

To deal with faulty displacements several pre-processing, post-processing (filtering) and correlation
algorithms have been developed. There are too many of these techniques to discuss here, the 'Methods’
chapter will introduce the selected methods.

2.3. Summary

The Landsat database is suitable for glacial velocity monitoring because the missions have been oper-
ating for 45 years. Using the same path and row and repeat image feature tracking for the analysis in
combination with the reprocessing of the Landsat scenes into a collections database greatly improves
the precision and accuracy of geo-location. The increase in radiometric performance Of Landsat 8 OLI-
TIRS improves the ability to recognize features in the images. The performance of OLI-TIRS Landsat 8
is better for RIFT glacial velocity fields [21]

The collections do not include Landsat 1-3 scenes. Together with poor expected radiometric per-
formance, resolution and different orbit and mapping characteristics makes these scenes not very suit-
able for time series research. The time series would be best by using Landsat 4-8 L1TP scenes. Errors
for these scenes are already given in the Landsat meta data and are assumed to only exist of random
co-registration errors, when using the RIFT algorithm. The orthorectification error could have quite a
large effect between epochs, but this is hard to include or model. Another systematic error source is
the precision of the RIFT algorithm, which can be determined. Other errors due to radiometric perfor-
mance, atmosphere or illumination will propagate through the RIFT algorithm and come out as faulty
displacements. Pre-processing, filtering and post-processing have to be applied to remove these faulty
displacements.
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There are many spectral bands or combinations of bands to choose from. Also, the temporal spac-
ing for older Landsat missions is not always equal to the repeat cycle. Combined with the failure of the
SLC in the ETM+ scanner, this makes that temporal and spatial gaps in the data exist.

In the next chapter the functioning of an already implemented algorithm to obtain velocity fields
is explained. Selection of spectral bands, RIFT parameters and types of RIFT algorithm are discussed.
Furthermore an expansion of this algorithm for time series analysis is introduced and methods are pro-
posed to deal with the temporal and spatial data gaps as well as faulty displacements with a minimum
of user interaction. Finally the chapter discusses the errors that may arise in the velocity calculations.






Methods

As discussed in the previous sections, a complete processing setup, suitable for creating and analyz-
ing time series of glacier velocities encompasses more than just selecting the correct Landsat scenes
and applying a feature tracking algorithm. Multiple pre-processing techniques and Landsat mission
specific adjustments have to be applied. Also, several choices of parameters impact the results of the
algorithm. The algorithm to create the time series has to extend this setup and the outcome has to be
post processed to filter out faulty displacements. Furthermore a method of testing these time series
and glacier velocity field performances has to be set up. This chapter addresses this and attempts to
answer the questions: What is the performance of a method and how can it be tested? and How can
combinations of velocity fields be used to create time series and how could it improve performance?
and also partially answers the question Which combination of feature tracking techniques, parame-
ters and algorithm parameters gives the best result in the areas of research?.

The complete algorithm is depicted in figure 3.1.

21
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Figure 3.1: Final algorithm for obtaining time series of glacier velocities. This setup works for Landsat 4-8 scenes and can process
image pairs from different paths and rows for a given time period with chosen time spans. The input parameters are stated per
algorithm step and are summarized in table 3.3.

This algorithm consists of two main parts. The first part is the part of the algorithm which creates
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the velocity fields. The second part is the proposed novel method for time series creation from these
velocity fields. The core of the algorithm which calculates the velocity fields is discussed in the first part
of this chapter "Calculating velocity fields". The proposed new methods for time series creation from
these velocity fields, testing of the methods and the errors are discussed in the second part: "Novel
method: Time series from redundant velocity fields".

3.1. Calculating velocity fields

3.1.1. Landsat scenes and data periods

To answer the research questions, it is necessary to take a look at different areas (e.g Landsat scenes).
This is because of two reasons. First of all, the algorithm might fail in one region due to specific proper-
ties of the geography (steepness of the terrain, surging glaciers, snow cover, cloudiness of scene). Sec-
ondly, different areas in the Himalayas might experience different climate forcing and trends and thus
the glaciers in different areas have different velocities and have different behaviour over time (different
dynamics).

The areas considered in this research are shown in figure 3.2 and table 3.1.
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Figure 3.2: The areas of research. Top left is the Karakorum region. Bottom right is the Everest region.
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Region WRS-2 path | WRS-2row | Center Lat | Center Lon

Everest 140 41 27.432 86.796
Karakoram 148 35 36.044 76.754

Table 3.1: Research areas in the Himalayas. Name of region with WRS-2 information and latitude and longitude of center of the
scenes.

Each of these areas corresponds to a WRS-2 defined area. For each of these areas all available Tier 1
(L1TP) TM, ETM+ and OLI-TIRS data is selected. That is, all images starting from Landsat 4. The L1TP
tier contains the largest amount of images. For example, only 6 images out of 120 are not L1TP images
for TM scenes in the Karakoram area. Only L1TP is selected, because it provides quantitative informa-
tion about the precision of the co-registration of images and is "suitable for time series analysis" [46].
Most scenes categorized as Tier 2 also have a very high percentage of cloud cover, making them less
useful for this research.

All scenes which fit these criteria are then subdivided by sensor. The main reason for this subdivi-
sion is that the correlation between scenes observed with different sensor types is not possible in the
current setup of the algorithm. The different spectral bands with different resolution for different sen-
sors is another reason feature tracking between sensors is not implemented. These subdivisions, which
are L1TP Landsat scenes for a specific sensor, are the input of the algorithm. This selection of scenes
per sensor type is then first pre-processed to enhance features before the feature tracking is applied.

3.1.2. Selection of bands and importing data

Every sensor scene consists of multiple spectral bands. It is important to select the correct spectral band
or combination of spectral bands. Earlier research from [17] and [9] suggest a combination of spectral
bands 4 and 5 for Landsat 4-5 and Landsat 7 scenes and spectral band 8 for Landsat 8. Although the
resolution of band 8 for Landsat 7 is higher than the resolution of bands 4-5, the results are better for
bands 4-5. This is because the combination of spectral bands of bands 4-5 work well for icy and snowy
areas. These results are based on the total number of correct velocities in a scene.

The selected bands from each scene of each epoch are then cropped to the size of their respective
WRS-2 areas. If needed, a glacier mask can be created from a glacier GLIMS shapefile, indicating the
positions of glaciers in the scene. This glacier mask not only includes flowing glaciers, but also slopes
and peaks of nearby mountains or areas that have a constant ice or snow cover. Another option is to
also co-register the scenes. As the selected scenes are assumed well co-registered and the expected
error between bands of a scene is very small, these steps are skipped. Because of the same reason only
one ice mask is created for all sensor images from a path and row. Two pre-processing steps then follow:
first, principal component analysis is applied to the combination of spectral bands of a scene if multiple
bands are selected. Afterwards, a high pass filter is applied to the images.

3.1.3. Spatial high pass filter & Principal component analysis

The first image enhancement technique is principal component analysis (PCA). PCA is a technique
that sorts data on variability and splits the data based on this variability under the constraint that the
separate data sets are orthogonal to each other and maximize the variance [37]. In glacial research it is
used to combine the interesting features from multiple spectral bands into one image. The result is a
new image as in figure 3.3, which uses multiple spectral bands.

In figure 3.3 the result is clear. The color scales are identical in both images, but the contrast between
features on the glacier is more enunciated in the PCA enhanced image. Thus the contrast between
features on glaciers increases when applying PCA which is beneficial for the correlation step.

After the PCA, a spatial high pass filter is applied to the images. The high pass filter should filter
out low frequency components in the image that relate to the geography and quasi-stationary surface
changes, while enhancing high frequency components corresponding to small scale features that are
advected with the ice flow (like crevasses or rocks) and are due to basal topography, see figure 3.4.

The used filter is a Gaussian high pass filter. The input parameter is the size of the kernel in meters.
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Figure 3.3: Extracts of the Baltoro glacier in the Karakoram region. Results from PCA step applied to the same Landsat 7 scene on
band 4 and band 5.The color bars are 8 bit intensity values. Figure (a): no PCA applied, spectral band 4. Figure (b): PCA result,
spectral bands 4 and 5.
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Figure 3.4: The Baltoro glacier in the Karakoram region. Results from the high pass filtering step applied to a Landsat 8 scene on
band 8.

A kernel size that is too large might reduce the amount of recognizable features to track, while a kernel
that is too small might have little effect on enhancing traceable features. A high pass filter kernel with
a size of 1000 meters (33 pixels for 30 meter resolution, 66 pixels for 15 meter resolution) is selected.
The results from the pre-processing steps are two images which have been enhanced by one or both of
these techniques and can be used as an input to feature tracking algorithm.
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3.1.4. Feature tracking: Imgraft
There are several commercial and non-commercial feature tracking packages available. The package of
choice is the Imgraft (Image Georectification and Feature Tracking Toolbox) package [28]. The choice for
this package is based on personal communication, which concluded that many other packages seemed
to offset the centroid of the reference chip in the search image to integer pixels. Imgraft does not show
similar behaviour. Together with the availability of multiple correlation methods this package is suit-
able. The chosen and implemented correlation method is orientation correlation (OC) based on re-
search from [17]. This method gives the best results in terms of number of assumed correct results on
glaciers in the Karakorum region.

There are two inputs and three parameters linked to the feature tracking algorithm and it outputs
three results. The inputs are:

* Master image

¢ Slave image
And the parameters are:

¢ Size of search window
¢ Size of reference window
¢ Window Spacing

The outputs are arrays (which are essentially images) of a size (M x N)/W, where (M x N) is the
original size of the input image and W is the Window Spacing. These outputs are: a displacement in
pixels in the x and y-direction as well as a signal-to-noise ratio. A velocity field is calculated from these

displacements by:
v=r=x(365/T)*/(dx)?+ (dy)? (3.1

with dx and dy the displacements in pixels in the x and y-direction respectively, r the resolution of a
pixel, T the temporal baselines between the two input images in days and v the speed in m/yr.

The selection of the values of the input parameters depends on the area and can be evaluated by
looking at the indicators of performance. Research and testing by [17][9] provides a reference value for
the Karakorum area as well as an introduction into the effects of the choice on the results.

A reference window that is too small will only correlate noise and not features. A window that is too
large will generalize too much. Local adaptive reference windows have been proposed and developed
[8], but are computationally expensive. The size of the search window is automated based on expected
velocities of the glaciers and the time span between the images. If the size of the search window is too
small, the correct correlation might not be found. A search window that is too large takes more compu-
tational time and increases the chance of finding false matches. Finally the window spacing parameter
is chosen to be half the size of the reference window. This creates overlap in neighboring results, while
minimizing computational time. The chosen parameters for each region are shown in table 3.2 and
based on research from [9]. The maximum velocity and size of the reference window (and thus spacing)
state two options. Both options will be tested and the best parameter combinations will be selected and
used for all testing and case studies.

From table 3.2 we can see that there are four parameters of such importance that they can alter
the quality of the results: the size of the high pass filter, the size of the reference window, the choice
of bands and the maximum velocity. The choice of type of correlation is also of influence. The setup
has already been extended for the use of Landsat 8 and the use of orientation correlation at this step.
Before the proposed time series method is explained however, the next section proposes the method
for improving results from Landsat 7 SLC-off scenes.
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[ Region [ Sensor | band(s) | high pass filter (pixels) | reference window (pixels) | window spacing (pixels) | maximum velocity (m/yr) ]
Karakorum LT5 4,5 1000 meter 12 or 16 60r8 500 or 800
Karakorum LE7 4,5 1000 meter 12 or 16 6or8 500 or 800
Karakorum LC8 8 1000 meter 12 or 16 6o0r8 500 or 800

Everest LT5 4,5 1000 meter 12 or 16 6or8 500 or 800
Everest LE7 4,5 1000 meter 12 or 16 6or8 500 or 800
Everest LC8 8 1000 meter 12 or 16 60r8 500 or 800

Table 3.2: Imgraft parameter settings for test areas and sensor types. 12 or 16 means that these results will both be tested and
compared in the results.

3.1.5. SLC-off images

Since part of the Landsat 7 scenes miss data because of the failed scan line corrector, analyzing these
images is another challenge. There are several solutions available. The first is to mosaic overlapping
Landsat scenes to fill these gaps. These Landsat scene gap filled products are provided by several par-
ties, but have their limitations on small scale features[45]. It is therefore deemed unfit for use in time
series analysis. The second solution is based on the correlation method used for the feature tracking.
The SLC-off data is provided with a mask that indicate the gaps. The proposed solution is to fill these
gaps with white noise.

The correlation function of white noise is a constant value of zero. Thus if a correlation is attempted
in a data gap area, no significant correlation peak should be returned and thus the results should be
easy to filter out. This solution thus does not solve obtaining data for the data free areas, but should
make it possible to get a result for the rest reducing errors caused by mismatches due to the data gaps.

Having covered the steps for creating velocity fields, we take a look at the proposed algorithms for
making time series using combinations of these velocity fields. It is discussed why this method might
increase performance, what variations of the proposed method are tested, what parameters are of im-
portance, how to assess performance differences for time series created with different methods and
finally what the expected errors are and how they will affect the results.

3.2. Novel method: Time series from combinations of velocity fields
3.2.1. Proposed method

It was introduced that some of the problems of automatically creating time series using the Landsat
data are validation, the sparseness of the data (there is no new image every repeat cycle for older Land-
sat missions) and the small temporal baselines. To improve this, a new method based on [6] and [9] is
proposed that uses combinations of velocity fields to validate results and improve the amount of data
available (coverage) for the time series. Opposed to for example, [35] and [11], where for every veloc-
ity at an epoch only one velocity field is used, the proposed method uses multiple combinations of
temporally spaced images to provide validation and increase the amount of data (coverage). How the
proposed method might improve coverage, increase performance and affect the error budget is dis-
cussed in sections 'Indicators of performance’ and 'Precision & error budget’. The core of the proposed
method is depicted in figure 3.5 and 3.6.

The method is based on expressing displacements between two epochs (in the x or y direction) as
not only the actual displacement between epoch 1 and epoch 2, but also combinations of displace-
ments. For example: to obtain the displacement between images pairs at fg and t7, dg_7, we can use
dg—7 directly, but also combinations of other pairs. For example ds_7 = dg—g — d7—g. This is shown in fig-
ures 3.5 and 3.6. As the output of the feature tracking is a displacement between two epochs, i.e images,
this combining of displacements can also be used for glacier velocity fields.

We can rewrite these combinations as:

di—j=di—sm—dj-sm 3.2)

when 6 m refers to a future epoch, or



28

3. Methods

Displacement between epoch 1 and epoch 2:d,
d1-2

_—

Displacement between epoch 1 and epoch 3:d, ,
d1-3
d1-2 . d2-3

>
B =

Thus displacment between epoch 1 and epoch 3 is
also: d1-3 = d1-2 + d2-3

But also: d1-2 =d1-3 — d2-3

Displacement between epoch 1 and epoch 4:d, ,

\J

Thus displacment between epoch 1 and epoch 4 is
also: d1-4 = d1-2 + d2-4

But also: d1-2 =d1-4 — d2-4
dz2-3 d3-4
d2-4

\)

Finally, also works with previous epochs:
Displacement between epoch 3 and epoch 4 is

d3-4 =d2-4 - d2-3

Figure 3.5: The displacements between two epochs can be expressed in multiple ways.

di—j=dsm—j— dsm—i 3.3)

where dm refers to a previous epoch. dm is the number of indices of difference with the origi-
nal velocity pair indices, d is the displacement and i and j are indices of epochs of the image.This
means that if there are N displacement image combinations, the total amount of velocity fields will
be N+26m - M. The result is a series (stack) of 6 m displacements at a location and epoch.

As these displacements are theoretically all the same displacement, the next step would be to es-
timate the true displacement from this stack of displacements. This could be done using a mean es-
timator, but a median estimator is more robust against outliers. In [9] it was chosen to use the more
robust median estimator for estimating the velocity value from temporal and spatial distributions. The
estimator used in this method therefore will also be the median.

Based on this principle adisplacement estimate can be made consisting from 6 m combinations for
every epoch. But the data is divided into sets per sensor type and at the beginning and ends of a set
only forward or backward combinations can be used. To use the data in an efficient way the time series
is created as shown in figure 3.7.

The first displacement estimate of a time series is made by using the first m combinations. The
second estimate made by using 6§ m — 1 forward combinations and 1 backward combination and so on,
until the middle of the series. In the middle of the series, when there are enough forward as well as
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epoch 6 and epoch 7

d6-7

d6-7 = d6-8 — d7-8

d6-7 = d6-9 — d7-9

d6-7 = d6-10 — d7-10

d6-7 = d5-7 — d5-6

d6-7 = d4-7 — d4-6

d6-7 = d3-7 - d3-6

Up to x combinations

Median of x
displacements

Figure 3.6: Combining combinations of displacements creates a stack of displacements from which a true displacement can be
estimated.

backward combinations available the x combinations will be made up of §m/2 forward combinations
as well as §m/2 backward combinations. At the end of the series the number of forward combinations
decreases until the final epoch consists of § m backward combinations. This has 2 advantages: the tem-
poral baseline is minimized and the number of velocity fields that have to be calculated are also min-
imized. Because in older sets of, for example Landsat 5 scenes, the temporal baseline is not always 16
days (the repeat cycle), when only forward combinations are chosen the combinations might consists
of very long temporal baselines. To minimize this the combinations are split up into forward and back-
ward combinations and a maximum temporal baseline of two years is set. In d1-2=d1-29-d2-30
for example, d1-29 is only used if the time difference (temporal baseline) is smaller then 2 years.

The functioning of the complete algorithm as shown in figure 3.1can be summarized as:

1. Alist of pairs to be processed is created following the method in section 3.7 based on: time span,
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Figure 3.7: Example of stack of multiple displacements expressed by different combinations . The median of this stack of dis-
placements is a estimate of the true displacement

Landsat mission, the WRS-2 path and row of the scenes (multiple allowed), minimum and maxi-
mum allowed temporal baselines and number of § m combinations (size of stack per epoch).

2. Every pair in this list is processed following the procedure of the core method. This is done in
parallel. The inputs are: the list of pairs, selected bands, size of Gaussian filter, size of the reference
window and the expected maximum velocity.

3. The output is a complete series of redundant displacement pairs in the x and y direction and a
SNR field for a sensor type. The algorithm now iterates over all of the base pairs and stacks all
combinations per base pair and direction, while filtering using the SNR. For example: it selects
base pair dx;_», filters this on a specified SNR threshold. It then makes combinations after fil-
tering the single velocity pairs on the SNR threshold. Thus, subtracting dx,_3 from dx;_3 after
filtering both based on the same SNR threshold. The result is a stack of SNR-filtered displace-
ments in the x and y direction, as showed in figure 3.8. The median of these stacks is estimated
and a speed and velocity direction calculated.

4. Theresult is a series of velocity fields for every epoch, which is the time series. These can be post-
processed by applying spatial and temporal outlier filters, which is covered in the section "Post
processing and filtering".

There will be three variations of this method which will be tested, these are all variations of the stack-
ing method (SM). The best method will be selected and applied to the test areas, while the performance
will be compared to the base method.These three variations of the SM method are:

1. Filtering each displacement field before creating combinations and taking the median of only the
same pixel displacements in the stack. Thus, before creating a displacement field d1 -2 = d1 —
4—-d2—-4,dl—-4and d2—4 are filtered based on SNR. Furthermore the number of displacements
to calculate the median has to be 5 or more values. This sub-method will be called "Single Pixel
Stacking Method’ (SPSM).
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Figure 3.8: Selection of displacement fields in the x direction from a stack all representing the same displacement fields, filtered
with a SNR threshold of 2. The temporal baseline of the base pair image (A) is 32 days. Images B, C and D the same velocity fields,
but created by combinations: B =d1-8 - d2-8, C=d1-14 - d2-14 and D = d1-23 - d2-23
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2. This method is the same as method number 1, except that there is an extra filtering step next to
the SNR. The second filter is a spatial filter that removes all displacements without any spatial
neighbors. This creates an extra form of validation and is expected to filter out outliers that were
not filtered out by the SNR. This sub-method will be called "Spatial Filtered Stacking Method"
(SFSM).

3. This third method differs from 1 because the median is not only calculated from the same pixel
locations in the stack of redundant displacements, but also the 8 pixels surrounding all the dis-
placements. This method applies some spatial validation as well, furthermore the median is cal-
culated from much more values than the previous 2 methods. Therefore the threshold for the
number of values before the median is calculated is set at 15. This sub-method will be called
"Nearest Neighbors Stacking Method" (NNSM).

The best method of these three variations will be selected and used to test against the base method.
The next section will discuss how this will be tested and what the performance is. Another important
feature of this testing is validation. As noted in [17], validation is difficult. We distinguish two types
of validation. The first one is validation by comparison with velocity fields from other methods. The
second one is validation by testing temporal and spatial consistency. Multiple validation methods have
been proposed and applied, based on temporal and spatial validation. This will be discussed in the
" Post-processing” section. Finally the method of external validation is discussed and the errors are
analyzed.

3.2.2. Indicators of performance and performance test

The previous section explained the algorithm and the proposed sub-methods for testing. But why might
this new method improve results and how can the performance of these methods be tested? It was in-
troduced that scenes are not used when there are clouds in the scenes and that using only the SNR
and post-processing techniques often filters out valid points. This means that valid velocities might be
lost. Furthermore if no validation data from other sources is available, the only validation solution is to
check for temporal and spatial consistency. This might give problems in areas with surging glaciers or
on edges of glaciers. Finally, assumed correct values that are actually false pose another problem. The
proposed methods might overcome this by: not falsely filtering out correct values and the availability
of a measure of consistency between velocity values at a data point. It must be made clear that there
is a limit to the performance of this new method. In areas with clouds, shadows or low contrast results
are unwanted or impossible and the proposed method should not "create" results for these areas. The
main goal is to improve reliability of the results and possibly increase the coverage such that large scale
automated time series analysis for glaciers is more feasible.

Two tests will be performed: the first is testing and comparison of the different sub-methods. The
best method is selected, its functioning studied and tested against the base method in case studies of
the two areas. The testing is based on the indicators of performance.

Indicators of performance
Several indicators of performance that are applicable to both the base method and the proposed SM
methods are selected based on the stated goals.

* The success rate (SR): The ratio of the amount of assumed correct velocities on the glaciers over
the total number of available velocities on glacier. The SR is expressed per velocity field and the
total number of velocities is the total number of pixels on the glacier mask.

¢ The median absolute deviation (MAD) on stable areas. The velocity on stable ground should be
zero if the algorithm were perfect. The precision around the stable velocity (e.g MAD) is thus an
indicator of how precise the algorithm is. The MAD is a robust version of the standard devia-
tion and estimates the standard deviation as 6 = 1.483 * M AD. Whenever the MAD is used, this
estimate of the standard deviation is used.
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e The MAD between the displacements in the stack used to estimate the true velocity: the disper-
sion. In the SM methods, the result is a stack of velocities in the x and y direction. The MAD
between the values used to calculate the median is a measure of how well the estimated true ve-
locity approaches the true velocity.

¢ Temporal success rate (TSR): The total number of assumed correct velocities for a single pixel, but
for all epochs. Thus, where the SR indicates the spatial success, the TSR indicates the temporal
success.

* Smoothness of the time series. It is expected that the velocities do not vary much between succes-
sive velocities. Smoothness can be determined in different ways, but is tricky in this application
as the time series can be very discontinuous (e.g many points might not have a velocity). The
smoothness is thus calculated for a time series of a pixel and the 8 neighbors. It is calculated by
taking the one lag auto-correlation function. This is expressed as a value between -1 and 1, closer
to -1 being more random and closer to 1 being more smooth.

* Directional order. The direction of the flow is expected to be smooth and coherent for glacier flow.
To express this the parameter S is used, defined as:

3cos%(0) -1
S= (T) (3.4)

with 6 being the angle between a vector and the reference vector (director) running from 0 to
180 degrees. S is a value of 0 to 1. S=0 means there the directions are isotropic and random,
while S=1 means all the directions are aligned along the director. The director can be selected
from an independent velocity field, other source of flow direction information or set from visual
inspection.

These performance indicators provide tools to apply the two tests and select the correct parameters
for these tests.

In this research only the SNR threshold is selected based on the performance indicators. The spatial
and temporal success rate should be as large as possible, while the MAD on stable areas should be as
small as possible. At the same time the dispersion should be as small as possible. The SNR threshold
is based on these criteria. The maximum number of combinations used to estimate the velocity at
an epoch is chosen as large as possible within the temporal baseline limit of two years. This two year
is chosen because the correlation is poor afterwards, introducing more faulty results. The maximum
number of used combinations is set at 30 combinations. The minimum amount of displacements to
calculate the median is chosen to be 5 or 20 for the SPSM or NNSM respectively. These values are
selected, because this is a minimal size of set of values from which a median can be calculated. 15 for
the NNSM because the set of values from which to select the median is much larger. The next section
describes how the base method and SM methods are tested and compared.

3.2.3. Methods of verification and testings

The selection between the SM, SFSM and NNSM methods will be done based on the success rate and
MAD on stable ground as well as visual inspection of the velocity fields. The SNR threshold and refer-
ence window size will be chosen based on the success rate, MAD on stable ground and dispersion.

Testing the selected method against the base method is done by looking at all of the performance
indicators of both methods, but also requires validation. The first type of validation is the velocity fields
from the base method itself. The BM and SM velocity field with the highest success rate and from a
cloud free scene are selected. After post-processing both velocity fields, the velocity field from the base
method is assumed correct. The two velocity fields are now compared for two test areas in both case
study areas. The test areas for the Karakorum region are the Baltoro and the Kyagar glacier, shown in
figure 3.9. The Kyagar glacier is a dynamic glacier, thus experiences surges and changes in velocity.
The Baltoro glacier is one of the longest glacier outside polar regions. The test areas for the Everest
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regions are the Ngozumpa and the Kangshung glacier, these are both debris covered glaciers, see figure
3.10. Quantification of similarity of the the BM and SM field is tricky, because the assumed reference
field is not necessarily correct. Therefore the performance test is executed by comparing the speed
distributions on glacier between the reference BM velocity field and the tested SM velocity field. Also,
the Root Mean Squared Error (RMSE) is computed between the BM and SM results. Furthermore the
order parameter S is inspected for the test areas and a visual inspection is applied.

637000 644000 651000 658000

686000 693000 700000 707000

3941000 3948000

3934000

686000 693000 700000 707000

637000 644000 651000 658000

Figure 3.9: The two test areas selected from path/row 148/035, the Karakorum region. The left area is around the Upper Baltoro
glacier, the right area around the Kyagar glacier.

The second method of comparison and testing is the external validation. This will be discussed in
the next section.

3.2.4. Post-processing

As covered before, the post-processing is not only used for outlier removal, but also as validation. Two
types of post-processing can be used: temporal and spatial filtering. The speed of a glacier can be
expected to be relatively stable, without glacier surges some small seasonal and temporal variations
can be expected, but not large jumps between two epochs with a small temporal baseline. In [35] a
temporal Bonferonni outlier test was used, but this type of time series filtering does not work well for
dynamic glaciers or sparse time series. This research therefore uses a rolling mean filter of a pixel, the
8 neighboring pixels and the 5 temporally adjacent pixels and their 8 neighbors, which is a maximum
total of 45 pixels. This type of filter already restricts the results, as it expects the results to be smooth.
The difference between the rolling mean of the pixel and the actual value of the pixel must be smaller
than a threshold. This threshold is set at 70 m/yr. If the difference is larger than this threshold, the
velocity is masked.

The spatial filtering is more common in this field of research and more methods exists. Most of
these are low pass filters or Hampel filters, meaning that they test a pixel based on the neighboring
pixels using a Gaussian or square window [17]. Other methods use reference velocity fields to test for
outliers [35] or filters based on flow direction. This research will not use a spatial filter. The proposed
methods already implements a spatial filter as they require a minimal stack size to calculate the median
from.
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Figure 3.10: The two test areas selected from path/row 140/041, the Everest region. The left area is the area around the Kangshung
glacier, the right area around the Ngozumpa glacier.

3.2.5. External validation

The external validation could be provided from four sources: similar optical flow fields (extracted from
other satellite optical missions), flow fields extracted from radar satellite missions, GPS velocities or
UAV velocities. There are no time series analysis for this region with a high temporal density, thus this
validation is for displacements at specific epochs.

Problems with this type of external validations are the different resolutions, source or the different
epochs used. The validation can thus only be used as an indication and not quantify performance of
the methods.

Results from the same four glaciers as selected in the previous section are compared to results from
[31], [32] and [36]. This validation encompasses all three types of sensors and a wide range of methods
as well as the complete period of analysis. Using these results as a reference, velocity fields will be
compared, but also velocity profiles of glaciers as shown in figure 3.11.

3.2.6. Precision and error budget

There are two kinds of errors in the velocity fields. When a displacement is found it either is the correct
displacement (or close to it) or it is a faulty displacement. One type of error is thus a complete faulty
displacement. The other error is linked to the precision of the correct results.

The error linked to the precision of a correct result is a combination of errors due to the precision
of Imgraft, the co-registration precision and orthorectification errors. These propagate to become the
precision of the velocity calculation. Standard error propagation rules combine these errors and scale
them according to the calculation of the velocity.That is, the velocity is calculated as:
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Figure 3.11: Example of velocity profile changes of Kyagar glacier. These results are extracted from TanDEM-X data using offset
tracking [36]

v=r1%(365/T) *\/(dx)%+ (dy)? (3.5)

with dx and dy the displacements in pixels in the x and y-direction respectively, r the resolution of
a pixel, T the temporal baselines between the two images to create the velocity field in days and v the
speed in m/yr. Assuming the errors of the x and y displacements are uncorrelated, the expression for
the standard deviation of the velocity becomes:

(3.6)

(dx*0g4.)%+(dy*0z,)2
U,,=2*T*\/ dx y dy
v

where 04y is the precision of the displacement in the x direction, o, is the precision of the dis-
placement in the y direction and o4, the precision of the velocity. If the errors in the x and y-direction
are assumed similar in magnitude this simplifies to a scaling of the precision of the displacement error
with 2 T. The precision of the displacement consists of the precision of Imgraft and the co-registration
precision. The precision of Imgraft will be calculated and the co-registration error is presented with the
Landsat data. Thus the error of the displacement is:

— 2 2
04 =1\/0%0reg + T mgrars 3.7)

where g 4 is the precision of the displacement, o ¢og the precision of the co-registration and o graf¢
the precision of Imgraft. But the precision of the co-registration is the combined precision from the two
images used to calculate the displacement, according to:

— 2 2
Ocoreg =\/ T master T aslaye (3.8)

with 0 ,45ter the precision of the master image and o, the precision of the slave image. When
using combinations of displacements to express a displacement (like d;_» = dy_3 — d»_3) the error also
add up in the same way:

Oca =0 f +02, (3.9)

with g 4; the precision of displacement 1, o, the precision of the displacement 2 and o4 the pre-
cision of the combined displacement.

The RMSE of the Landsat scene is calculated by using a similar correlation feature tracking method
with respect to a master WRS-2 scene. The RMSE shows no bias or trend, thus here is no relation be-
tween the RMSE of two temporally adjacent Landsat scenes [1]. Furthermore for Landsat 7 and Landsat
8 scenes the RMSE is often smaller then 5 meter RRMSE and 55% of the scenes have a RRMSE < 1 meter.



3.2. Novel method: Time series from combinations of velocity fields

37

As the feature tracking uses the correlation of a reference window, the error propagation as proposed
is not valid. It does give a good indication however what happens with the errors during the velocity
calculations.

The proposed SM uses the median to estimate the true value and the MAD to calculate the disper-
sion, this means that the error propagation is one-on-one. That is, the median selects the middle value
of the set when it is odd sized, or the average of the two middle values when the size of the set is even.
Thus when the set is odd, the result is a value with an error that is the error as propagated by the ve-
locity calculation. In other words, the estimated value could be a perfect estimate with the same error
as the true value. Suppose now the error due to co-registration is 2 meter for a scene pair, a temporal
baseline of 16 days would mean that the error due to the co-registration is about 86 meters. When the
median would select a velocity results that arises from a combination of displacements, this would even
be around 130 meter. As we noticed that the error propagation is not valid, three other error statistics
are of interest that indicate the error propagation and the accuracy of the SM.

As discussed, the velocity from the SM method will have a performance statistic, the dispersion,
and will be compared to the velocity obtained by the base method, which is assumed correct. This
dispersion, the MAD on stable ground and the error between the BM and SM are the three error statistics
used in this research.

The dispersion and MAD both express the sample variance according to the central limit theorem.
This means that, if no faulty displacements are left in the velocity fields or displacement stacks, the
stable MAD and dispersion both express the random errors from the co-registration and Imgraft. The
dispersion expresses the random error of a single velocity result and the stable MAD of a complete ve-
locity field. This relation can be seen from figure 3.12, where we can see that a larger MAD on stable
ground is related to a larger co-registration error. Thus, the dispersion does not expresses how good
the median estimate is compared to the true value as this is dominated by the velocity error, but does
describe the error distribution of the estimate and thus of the velocity result.
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Figure 3.12: Scatter plot of co-registration error versus MAD on stable ground of all Landsat 8 Everest velocity scenes. The x-axis
shows the co-registration error in [m/yr] and the y-axis the stable MAD in [m/yr].

These statistics do not express the performance of the median estimator. This performance is ex-
pressed by the RMSE between the velocity of the base method (or other velocity result) and the esti-
mated velocity of the SM. As the proposed testing of the SM includes the comparison of the velocities
created by both methods, the RMSE is included in these results as a measure of how well the SM esti-
mates results from the base method.
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3.3. Methods summary

There are two parts to this method chapter. The first part describes the core of the setup, it explains
how velocity fields are created from image pairs and identifies and sets the parameters of importance
for this part.This part of the setup is depicted in figure 2?2 and consists of:

1. Input: Selection of Landsat multiband image pairs

2. Band selection and PCA for band combinations

3. Application of high pass filter

4. OC feature tracking using the Imgraft feature tracking algorithm
5. Output: x and y-displacement fields and a SNR field.

It also selects two test areas, the Karakorum and Everest in the Himalayas. Finally a method is pro-
posed for dealing with SLC-off Landsat scenes. This method is based on filling the band gaps existing
in these scenes with white noise.

The second part describes the proposed method of time series creation and the three variations
within this method, and is depicted in figure 3.1. The proposed method works by combining velocity
fields to create redundant velocity fields for a temporal baseline, a stack of velocity fields, and is thus
called the stacking method. Whereas using a single velocity field with the same temporal baseline is
called the base method. The three variations within this method have to do with how this stack of
redundant velocities is handled to estimate the true velocity: 1. A median of only same pixel velocities
from the stack of velocities 2. A median of only same pixel velocities from the stack of velocities after
spatial filtering 3. A median of same pixel velocities and the 8 neighboring pixels from the stack of
velocities. The parameters of importance are again identified for this step and it is argued this method
could improve performance by creating validation and not filtering out correct values as is a problem
with the base method. The performance is how many assumed correct values a method finds on glaciers
and how stable these results are, and can be indicated by:

* The success rate

¢ The dispersion MAD

* MAD of stable ground

¢ The smoothness of the time series

¢ The number of values in a time series

Finally an error budget is setup for the algorithm and post-processing methods are selected. An
important conclusion from the error budget is the fact that the median estimator has no effect on the
precision of velocity results, as the precision does not propagate. Also, the magnitude of the velocity
error is dominated by the temporal baseline. The selected parameter values so far are summarized in
table 3.3

[ Region [ Sensor | band(s) | high pass filter (pixels) | reference window (pixels) | window spacing (pixels) | maximum velocity (m/yr) |
Karakorum LT5 4,5 1000 meter 12 or 16 6o0r8 500 or 800
Karakorum LE7 4,5 1000 meter 12 or 16 6o0r8 500 or 800
Karakorum LC8 8 1000 meter 12 or 16 6o0r8 500 or 800

Everest LT5 4,5 1000 meter 12 or 16 6o0r8 500 or 800
Everest LE7 4,5 1000 meter 12 or 16 6o0r8 500 or 800
Everest LC8 8 1000 meter 12 or 16 6o0r8 500 or 800
Region | Submethods | Nr combinations | Max temporal baseline [#] | Minimal stack size | SNR threshold [-] | Temporal filter threshold [Am/yr]
All SFSM & SM 30 730 days 5 To be determined 70
All NNSM 30 730 days 15 To be determined 70

Table 3.3: Algorithm parameter settings for test areas and sub-methods. 12 or 16 means that these results will both be tested and
compared in the results.



Sensitivity analysis & algorithm selection

This chapter is divided in four sections. First of all results from the Imgraft precision testing and SLC-off
white noise solution are presented. The second part is parameter tuning of the SNR threshold and refer-
ence and searchwindow sizes. The third section presents results from the SM sub-methods comparison
and the selection of the NNSM. Finally issues concerning the functioning of the NNSM are presented
and discussed.

4.1. Imgraft Precision & SLC-off scenes

4.1.1. Imgraft precision
To complete the error budget and take a look at possible other errors in the Imgraft algorithm, the
Imgraft precision is calculated.

Imgraft precision histogram

5
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Figure 4.1: Histogram of displacement in x-direction between two equal, cloud free Landsat 8 scenes. One of these scenes is
displaced 3 pixels. The results with perfect precision should thus be 3 pixels.

In figure 4.1 a histogram of the Imgraft precision is plotted. This is done by selecting a cloud free

Landsat 8 scene with 15 meter resolution and copying this. The copy is displaced by 3 pixels in the posi-
tive x direction. The Imgraft algorithm parameters are set to the selected parameters. The result should

39
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give a displacement of 3 pixels if the precision of Imgraft were to be perfect.

The statistics of this distribution thus give an indication of the precision and accuracy of Imgraft.
The mean of the distribution is 3 pixels. The o is 0.0886 pixels. This is about 1/10th of a pixel. The
algorithm also returns a few large outliers with a SNR between 0-2. All these outliers reside in straight
lines along the edges of the results. It should be noted that these outliers on the edges of the images
might affect the MAD on stable ground and affect the selection of the SNR threshold.

The lower limit precision of 1/10th of a pixel is chosen for all pixels.Thus, an Imgraft error of 0.1 pixel
can give an error of 60 m/yr meters for a 16 days temporal baseline using a resolution of 15 meter.

4.2. Landsat 7 SLC-off results

The Landsat 7 SLC-off scenes are processed in two ways: first by application of orientation correlation
without white noise gap filling and second by applying a white noise gap mask. It is tested by compar-
ing single velocity pair results and their performance. Because the used correlation method is OC, the
correlation does return results for SLC-off scenes. The results for a single velocity field are compared in
figures 4.2 and 4.2.
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Figure 4.2: Velocity fields from Landsat 7 SLC-off images in winter 2004 with a 32 days temporal baseline. The images are filtered
with a SNR threshold of 3 and are processed using the same algorithm parameters, with a maximum velocity of 500 m/yr. The grey
areas indicate the non-glacier masked areas. (a) white noise gap filled velocity field. (b) . Non-gap filled velocity field. Enlarged
figures can be found in Appendix AA.1 and A.2.

The figures in 4.2 show both SLC-off velocity results for the complete WRS-2 Karakorum scene. All
non glacier areas are masked and indicated by the gray area. All the white areas are the glacier masks in
the Karakoram region.
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Figure 4.3: Displacement distributions in x and y direction on stable ground of Landsat 7 SLC-off white noise filled scene of
(path/row 148/035). (a) shows the distribution of the white noise filled product. The median of the displacement in the x direction
is -41.3 m/yr, the median in the y-direction is 62.6 m/yr. (b) shows the distributions of non-gap filled products. The median of
the displacement in the x direction is -20.4 m/yr, the median in the y-direction is 18.8 m/yr

Visual comparison of the two BM velocity fields in figure 4.2 provides little information on the per-
formance difference. In the middle of the scene, where there are no gaps or small gaps in the data,
assumed correct velocities are found on the glaciers. Towards the edges of the scenes, speckle is visible
in both images and almost no velocities are correct. This is because the gaps in the North- South di-
rection are wider than the size of the search window. The performance of both techniques is addressed
in the figures of 4.3. This figure show the distribution of the x and y-displacement on stable ground
for both the white noise and gap mask method. The displacement in the x direction shows a hint of
normal distribution, as expected, for both gap masking techniques. The displacement in the y direction
however is very biased for the white noise technique. Overall the displacements from the white noise
technique are more biased, especially in the y direction, and have a larger stable MAD. Based on these
single pair performance results, the SLC-off scene data gaps are not white noise filled.

It is clear that the results from SLC-off scenes show little results around the edges, where the gaps
are wide and have more assumed correct results when the gaps get smaller. The correct displacement
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in the y direction can only be acquired if the displacement is smaller than the width of a data area or the
displacement crosses a data gap. Furthermore the search window must be large enough to cover this
gap. Also, the displacement in the y-directions performs very poorly when white noise filling is applied.
One of the main reasons why the white noise filling as applied in this research does not function is the
limited 8-bit quantization of the data. For the white noise filling to work, the white noise must be very
random. The 8 bit quantization however limits the white noise randomness to values from 0-255. This
is not random enough and the correlation finds displacements with a high SNR within the white noise
filled areas.

4.3. Parameter tuning

In this section the final parameters are tuned. The first subsection selects the window sizes and maxi-
mum velocity. The second subsection present results from a sensitivity analysis of the SNR threshold.
Both are based on the MAD on stable ground and success rate performance indicators.

4.3.1. Imgraft parameters

One important parameter is the choice of the size of the reference window and linked to this the spacing
parameter and the maximum velocity. In this section a window size of 12 and 16 pixels with respective
maximum velocities of 500 and 800 m/yr are compared. The performance results are presented in fig-
ures 4.4 and 4.5
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Figure 4.4: Performance plot for time series of Landsat 5 for the Karakorum region (path/row 148/035). The left axis is the success
rate percentage, the right axis the MAD of stable area in m/yr. The epoch of a velocity field is the epoch of the slave base pair
image used for the velocity field. The velocity fields are calculated with a reference window size of 12 pixels, spacing of 6 pixels
and maximum velocity of 400 m/yr and high pass filter distance of 1000 meter.

To compare the results of these two parameter settings the average of the MAD and success rate and
the variance of the MAD are calculated and compared in table 4.1.

’ Reference window size \ Mean succes rate \ Mean MAD [m/yr] \ Variance MAD [m/yr] ‘

12 15.6 102 34
16 16.5 154 122

Table 4.1: Performance comparison of Imgraft parameter settings tested on Landsat 5 TM scenes of path/row 148/035.

The difference between these two methods is also displayed as velocity fields in figure 4.6a and
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Performance plot reference window = 16, max velocity = 800 m/yr
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Figure 4.5: Performance plot for time series of Landsat 5 for the Karakorum region (path/row 148/035). The left axis is the success
rate percentage, the right axis the MAD of stable area in m/yr. The epoch of a velocity field is the epoch of the slave base pair
image used for the velocity field. The velocity fields are calculated with a reference window size of 16 pixels, spacing of 8 pixels
and maximum velocity of 800 m/yr and high pass filter distance of 1000 meter.

figure 4.6b. This displays the two velocity fields of the two time series with the highest success rate for
the Kyagar glacier and surroundings in the Karakorum region.

The visual inspection and performance show that a reference window of 12 pixels and a maximum
velocity of 500 m/yr is more stable while maintaining a similar success rate.The difference in success
rate is mostly due to faulty results on semi-stable ground. The larger reference window and larger max-
imum velocity, e.g larger search window size, thus increase the success rate, but most of this increase in
success rate is due to faulty velocities.

The selected reference window size is thus 12 pixels and the selected maximum velocity is 500
m/yr. This selection of a smaller maximum velocity is problematic, because peak velocities from surg-
ing glaciers cannot be registered. The use of static parameters for large scale research is problematic
anyway as different regions do benefit from different parameter settings, but computationally more
efficient.
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Kyagar velocity field, reference window = 12,
max velocity = 500 m/yr

Kyagar velocity field, reference window = 16,
max velocity = 800 m/yr
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Figure 4.6: Landsat 5 TM velocity fields of the Kyagar domain. (a) shows the velocity field using a reference window size of 12
pixels and maximum velocity of 500 m/yr. (b) shows the velocity field fusing a reference window size of 16 pixels and maximum
velocity of 800 m/yr.
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4.3.2. Selection of SNR threshold

The SNR threshold is the final parameter that is tuned. The average performance results from the base
method for all velocity fields per sensor type and path/row are depicted in figure 22. These plots show
the average stable MAD in the x and y direction and the success rate of all time series velocity fields
against the SNR threshold. Figure 4.8 shows the same plots, but include the average dispersion.
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Figure 4.7: Average of success rate and stable MAD as a function of the SNR thresholdfor all types of sensors for both testing
regions using the base method.

The average performance results of the NNSM method of 40 velocity fields per sensor type and
path/row are depicted in figure 4.8.

There are several things to note about these results. First of all, the NNSM results are only an aver-
age of the first 40 consecutive time series velocity fields and only have 10 SNR threshold data points op-
posed the the base method method where all velocity fields are used and 20 SNR threshold data points
are used. This is because of the large computational effort related to this average performance. Another
important note is about the behaviour of the average performance at SNR thresholds below 2. This
behaviour can be explained as arising from edge effects. Some results of velocity fields systematically
contain large strips around the edges of the scenes where the SNR is not zero and the displacements
are very low or systematically high. Sometimes this only occurs along an edge in one direction as in
figure4.8b. Also, the results from the NN-stacking method have a very high success rate at very low SNR
thresholds. This is because the stacks from which the medians are calculated contain enough values to
get a velocity for every pixel, but these velocities are not correct.
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Figure 4.8: Average of success rate and stable MAD as a function of the SNR thresholdfor all types of sensors for both testing
regions using the NN-stacking method.
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The selected SNR threshold must be applicable to all scenes in the Himalaya for a specific sensor
type and must be a realistic value for comparing the results from the base method and stacking method.
The ideal selection of the SNR threshold would thus be the same threshold for both methods, but this
would be an unfair comparison as we can already see the difference in performance from this sensitiv-
ity analysis. Thus, two different SNR thresholds are selected based solely on the sensitivity plots of the
respective method.

As this average performance does not include a temporal filter, the threshold is chosen lower than
advised from the performance. The temporal filter is then expected to filter out any faulty velocity
results that are left. The dispersion and MAD should be as low as possible, while the success rate should
be as high as possible. This results in a SNR threshold of 4 for all three sensor types for the NN-stacking
method. The selection of the SNR threshold for the NN-stacking method is more clear as it also includes
the dispersion indicator. The SNR threshold for the base method is harder to select as there is not really
a point at which the difference between the success rate and stable MAD is optimal. A SNR threshold of
3 is selected for the Landsat 5 and 7 scenes, while a SNR of 2.5 is chosen for the Landsat 8 scenes. This
is summarized in table 4.2.

Method | Landsat type | SNR threshold
NNSM | Landsat 4&5 4

NNSM Landsat 7 4

NNSM Landsat 8 4
BM Landsat 4&5 3
BM Landsat 7 3
BM Landsat 8 2.5

Table 4.2: SNR threshold selection per method and Landsat type.

4.4. Method selection

As stated in the section "Proposed method", three stacking method sub methods have been tested and
compared in this research. This section will compare these methods based on visual inspection and the
quality indicators and present why the NN-stacking method is the best sub method.To recap, the three
methods are:

¢ Median of all velocities of same pixel locations in stack of velocity fields (SPSM).

¢ Median of all velocities of same pixel locations in stack of velocity fields after application of spatial
filtering to filter out noise (SFSM).

* Median of all velocity fields in stacks of same pixel locations and nearest neighbors (NNSM).

4.4.1. Comparison single pixel stacking method and nearest neighbor stacking method

The comparison is based on both a visual and performance plot of the methods. In figure 4.9 and figure
4.9 and table 4.3 the performance indicators success rate and stable MAD are compared for every epoch
for the Landsat 5 TM scenes of path/row 148/035. The epoch is expressed as the date of the slave image
of the velocity base pair.

Performance statistics NNSM and SPSM

Method | Mean success rate [%] | Mean stable MAD [m/yr] | Variance stable MAD [m/yr]
SFSM 21.6 107 49
NNSM 25.4 7 40

Table 4.3: Performance results of single pixel stacking method and NN-stacking method for Landsat 5 velocity time series from
the Karakorum region (path/row 148/035). The MAD and variance of the MAD is in the x direction only.
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Figure 4.9: Performance plot comparing the SPSM and NNSM Landsat 5 time series of the Karakorum region (path/row 148/035).
The left axis is the success rate percentage, the right axis the MAD of stable area in m/yr. On the x-axis the date of the slave image
of the base image pair.
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Figure 4.10: Performance difference plot comparing the SPSM and NNSM, e.g NNSM - SPSM, Landsat 5 time series of the Karako-
rum region (path/row 148/035). The left axis is the success rate percentage, the right axis the MAD of stable area in m/yr. On the
x-axis the date of the slave image of the base image pair.

Figure 4.9 shows the absolute performance of the time series from both methods. Figure 4.10 shows
the difference in performance, e.g NNMS - SPSM. The positive success rate difference thus means that
the success rate from the NN-stacking method higher. A negative stable MAD difference shows that the
the stable MAD is lower for the NNSM. The performance of the NNSM is better according to the statis-
tics and plots. From figure 4.10 we can see that the difference between success rates is mostly positive,
meaning that the success rate of the NNSM is larger. The MAD difference is negative for most epochs,
thus the MAD of the SPSM is larger.
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a. Karakoram velocity field from NNSM

25 km

b. Karakoram velocity field from SPSM

Figure 4.11: Landsat 5 velocity field of Karakoram region (path/row 148/035) created by the (a) NNSM (b) SPSM.

In figure 4.11 the velocity results of the complete scene of path/row 148/035 from 1992/11/29-
1992/12/28 are presented for both methods. One of the original scenes is cloud free, the other original
image is shown in figure 4.12.

Original Landsat scene 1992/12/28

Figure 4.12: Original Landsat 5 scene of path/row 148/035 of 28 December 1992. Clouds show in the bottom area of the scene.
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Inspection of these velocity fields provides more information on both performances. The area indi-
cated in figure 4.11 corresponds with clouds in one of the original Landsat images, see figure 4.12. Thus
no velocities are preferred and expected in the cloudy area. The NNSM filters most of the velocities in
this area. Results from the SPSM however show quite some speckle in this area. This is unwanted and
combined with the better performance of the NNSM, the NN-stacking method is selected as a better
method. The SFSM might prevent this speckle as a spatial filter is applied. Results of this method are
presented in the next section.

4.4.2. Comparison spatial filter stacking method and nearest neighbor stacking method

The same comparison is applied to the SFSM and NNSM methods.Table 4.4 summarizes the perfor-
mance indicators of the two methods. The performance plots can be found in Appendix A, figure A.3
and A.4.

Method | Mean succes rate [%] | Mean stable MAD [m/yr] | Variance stable MAD [m/yr]
SFSM 19.9 105 47
NNSM 254 77 40

Table 4.4: Performance results of spatial filter stacking method and NN-stacking method for Landsat 5 velocity time series from
the Karakorum region (path/row 148/035). The MAD and variance of the MAD is in the x direction only.

Again the performance of the NN-stacking method is better. The success rate of the spatial filter
stacking method is lower than the single pixel stacking method, this is because some of the noise in-
dicated in figure 4.11b is filtered out by the spatial filter. Inspection of the performance shows that the
performance of the NNSM however is still better than the SFSM performance. Furthermore the appli-
cation of a spatial filter next to the SNR filter is computationally very expensive.

Based on results from the previous and this section the NN-stacking method is selected as the best
method. The behaviour and issues of the complete algorithm and in particular the NNSM are presented
and discussed in the next section.

4.5. Functioning and issues of NN-stacking method

This section shows and discusses the functioning and issues of the NNSM. In this section the effects of
shadows, clouds and snow cover on the velocity fields are discussed. It also presents issues of the NNSM
and the complete algorithm.

The most important thing to note is the smoothing effect of the NNSM. As the NNSM uses neigh-
boring pixels to estimate the velocity, the velocity field is smoothed. This is an effect that is desirable
too some degree. There are however two things that need to be taken into consideration. The first is
over-smoothing: while smooth behaviour in velocity fields is somewhat desired, there is a danger of
over-smoothing the results and thus obtaining biased velocity fields or removing small scale velocity
features. The second is the smoothing in combination with the temporal filter. The temporal filter also
requires the velocity field to be smooth. An artificially smooth velocity time series could thus be created
by choosing a small threshold for the temporal filter and a SNR that is too low. An extreme example
of this is the velocity field presented in figure 4.13 where the SNR threshold is set at 1. This Landsat 5
TM velocity field of the domain around the Kyagar glacier shows a velocity field of close to zero without
spatial variations.

Another important result from the NN-stacking method is the handling of shadows, clouds and
snow cover. In figure 4.14b two areas are indicated corresponding with shadows and snow cover. The
correlation is affected by shadows and snow cover and often returns faulty velocities for these areas.
From figure 4.14a we see that these areas are masked when using the NNSM, this is desired from this
method and an indication that the algorithm functions well.
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Figure 4.13: Landsat 5 velocity field of the Kyagar glacier domain obtained from the NN-stacking method filtered with a SNR
threshold of 1.
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b. Landat 5 Baltoro image from 20 December

1996.
a. Landsat 5 Baltoro velocity field
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Figure 4.14: Comparison of Baltoro velocity field with original Landsat scene domain. (a) shows the Landsat 5 velocity field from
the NN-stacking method (b) shows the Baltoro domain from the original Landsat scene from 20 December 1996.

4.5.1. Velocity field results

The results from the sensitivity analysis show one more issue not related to the NNSM, but the core
method (velocity fields) itself. When comparing the base method sensitivity plots to the result from [9]
as shown in figure 4.15 some important differences are noticed. The stable MAD of the velocity fields in
this regions is much larger. This can be explained by the short temporal baselines used in this research
which magnify errors thus enlarging the stable MAD. The other difference is the general effect of the
SNR on the results. At a SNR threshold of 6 the success rate is still 20 % in figure 4.15, while the success
rate has already dropped to zero for a SNR threshold of 4.5 in results from figure ?2.
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Figure 4.15: Sensitivity analysis from [9] plotting the success rate and stable MAD as a function of the SNR threshold.

There are two options why this could happen. First of all, the Imgraft parameter settings might be
the cause. However, the comparison of parameter settings in section "Imgraft parameters" indicates
that the effect of a change of Imgraft parameters is very small for the success rate. The second option
would be the functioning of Imgraft itself. Imgraft was selected without testing and the selection was
based on the precision of the algorithm. The results from this research show however that the behaviour
of Imgraft regarding filtering and the signal-to-noise ratio is strange and should be tested.
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4.6. Summary

This chapter should answer the sub question Which combination of feature tracking techniques, pa-
rameters and algorithm parameters gives the best result in the areas of research? but also studies the
functioning of the selected method.

The precision of Imgraft was quantified at 0.1 pixel. This also validates the functioning of Imgraft.

Based on the results from comparing the Landsat SLC-off gap solutions it is chosen to not fill the data
gaps with white noise.
A reference window of 12 pixels and maximum velocity of 500 m/ yr is selected based on the perfor-
mance of the base method Landsat 5 time series. A higher maximum velocity allows for better monitor-
ing of dynamic and surging glaciers, but the performance decreases. The selection of the SNR threshold
is based on the average performance of both the base and NN-stacking method and is summarized in
table 4.2. The selection of the SNR threshold is easier based on the NN-stacking method results, be-
cause of the added dispersion indicator and bigger difference between performance indicators.

The NNSM is selected as the best sub-method. The performance is better, but it is more important
that this method is better in filtering outliers. The NN-stacking method smooths results because it also
incorporates spatial information into the velocity estimate. When a correct SNR threshold is selected
however the algorithm does recognize shadows, clouds and snow cover and is thus suitable for large
area automated analysis. Finally it was argued that the Imgraft algorithm might have a flaw regarding
the signal-to-noise ratio. appe






Results: Karakoram

In total 5734 velocity fields have been produced for this region. 1500 Landsat 8 velocity scenes, 2928
Landsat 7 velocity scenes and 1306 Landsat 5 velocity fields. The total processing time was around 10
days, of which 7 days for Landsat 8. These velocity fields are combined using the proposed method to
create a consecutive dense time series of 96 velocity fields for Landsat 5, 186 velocity fields for Landsat
7 and 86 velocity fields for Landsat 8. The Karakoram region has many glaciers, with a large range of
velocities and a highly varying topography. Furthermore many of these glaciers are dynamic, meaning
that they often see changes in velocities or undergo a glacial surge (sudden increase of speed). The two
studied glaciers, Baltoro and Kyagar have velocities ranging from 0-300 m/yr, but maximum velocities
have been measured of > 700 m/yr.

This chapter first presents validation of the NN-stacking method in this region, both by testing
against the base method and by external validation. Then it presents performance results of both meth-
ods and finally shows time series and time series information.

5.1. Validation of NN-stacking method

5.1.1. Base method validation

The validation of the base method was based on assuming the results from the base method are correct.
The results compare velocity fields of the Kyagar glacier for Landsat 5 in figure 5.1 and the velocity fields
of Landsat 8 for the Upper Baltoro region in figure 5.2.

The velocity field of the Kyagar glacier from 1992/10/24 to 1992/11/25, as indicated by the red box in
figure 5.1a, shows East-West lines of velocity differences. This can be seen in all velocity fields created
from Landsat 5 scenes in the Karakoram region. The feature tracking displacement result in the x-
direction of the same area, as shown in figure 5.1b, shows the same lines. The direction of these lines
coincide with the scan line direction of the TM scanner. It is therefor likely that these lines are due to
scan line artifacts. The magnitude of the error introduced by these artifacts is quite large (~0.7 pixel)
and the small temporal baseline magnifies this error. It is also not know if these lines shift between
scenes, and therefor all Landsat 5 TM results for this region are deemed unfit for time series analysis.
The Landsat 8 velocity field of the Upper Baltoro domain from 2016/02/13-2016/02/29, figure 5.2, shows
similar results for the NN-stacking method and base method. The Upper Baltoro glacier, indicated by
the red box, shows similar velocity and velocity distribution for both methods. The velocity field of
the NN-stacking method however, filled the gaps on the glacier that are visible from the base method
velocity. This is also true for areas surrounding the glacier, which are indicated as glacier by the glacier
mask, but are actually icy/snowy mountain tops or slopes with a year round snow cover, indicated by
the blue box in figure 5.2b. The NN-stacking method fills either completes (fills) these areas or removes
any points left in them.

The accuracy of the NN-stacking method is expressed as the pixel-wise RMSE between the NN-
stacking method velocity and base method velocity in table 5.1 and the speed distribution is depicted
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a. NNSM Landsat 5 Kyagar b. Landsat 5 Kyagar x displacement

displacement [pixels]

Figure 5.1: (a). Velocity field of domain around the Kyagar glacier from 1992/10/24 to 1992/11/25 for the NN-stacking method.
(b) shows the displacement field in the x direction of the same domain.

a. NNSM Landsat 8 Upper Baltoro b. BM Landsat 8 Upper Baltoro

Figure 5.2: Landsat 8 velocity fields of domain around the Upper Baltoro glacier from 2016/02/13-2016/02/29 for both the NN-
stacking method and base method. (a) shows the NN-stacking method results, (b) shows the base method results.

in figure 5.3 for the Landsat 8 Baltoro domain. The RMSE is expressed in m/yr and includes all the
glacier masked areas, thus also the icy slopes around the glacier which might offset the RMSE results.

The RMSE is the lowest for Landsat 8 results and in the order of 35-45 m/yr. The difference is evenly
distributed over the glacier mask, but the velocity is almost always lower (biased) for NNSM results.
That is, the RMSE consists of bias(ynnsm, yBM)2 +var(ynnsm, Yem) and for a random error only the
variance term would add to the RMSE. From figure 5.3 and the velocity difference we can see however
that the velocity estimate from the NN-stacking method is biased towards lower velocities. As the error
is evenly distributed, the RMSE is also 35-45 m/yr on slow moving glaciers (< 50 m/yr) which is large
compared to the velocity of the glacier. Finally figure 5.3 also shows that the NN-stacking method ob-
tains more results in the Baltoro region, but from visual inspection we see that most of these results are
again snowy/icy areas around the flowing glaciers.

It was assumed that the results of the base method are good and the results of the NN-stacking
method can be validated from the base method. Considering the large RMSE between methods how-
ever, external validation provides better validation options.
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Landsat | RMSE Baltoro [m/yr] | RMSE Kyagar [m/yr]

LT5 49.9 43.6
LE7 59.6 42.4
LC8 45.6 36.9

Table 5.1: Root mean square error between the NN-stacking method velocities and the base method velocities for all Landsat
types and the Baltoro and Kyagar glacier.
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Figure 5.3: Speed distribution of Landsat 8 NN-stacking method and base method velocities of the Baltoro region.

5.1.2. External validation
Results from [36] shows a surge of the Kyagar glacier using Landsat 8 data and feature tracking.

This is shown in figure 5.4a. The velocity of the glacier ranges from 200 m/yr to 800 m/yr at the
peak of the surge and reaches peak surge velocity in 5 months. Figure 5.4b shows the velocity field for
two equal periods. The velocity field from 2014-09-19 should show a velocity of around 800 m/yr, but
the maximum velocity of the feature tracking was set at 500 m/yr. It is a good thing however that the
resulting velocity field is filtered out and not replaced by a faulty velocity field. The velocity fields from
2014-04-12 are harder to compare, but both shows velocities of around 200 m/yr. This result provides
external validation for the algorithm. Precise external validation can be provided by comparing velocity
profiles from the Baltoro glacier.

The velocity profile is the velocity along the center line, see figure 22, of a glacier. Higher on the
glacier the velocity is larger and decreases towards the end of the glacier. This is depicted in figure 5.6a,
which shows the velocity and altitude along the distance of the glacier. This velocity profile is created
from feature tracking applied on ERS-1 and ERS-2 radar data and covers periods from 1996 to 2006.
To validate results from both the base method and NN-stacking method the temporally closest good
velocity profile, from 2001/02/27 - 2002/03/31, is selected from Landsat 7 and presented in figure 5.6b.

Comparing the Landsat 7 SLC-on velocity profile from figure 6.5b to 6.4a we see that the velocities
from the NN-stacking method and base method are more variable than the results from ERS-1, ERS-2.
This is both due to the co-registration and Imgraft errors amplified by the small temporal baseline as
well as the large resolution (30 m) of the Landsat 7 images. The general trend of velocity profile is sim-
ilar to the reference profiles from figure 5.6a, with a velocity somewhere in the middle of the different
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a. Kyagar glacial surge from [36]
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Figure 5.4: Velocity field of the Kyagar glacier from different time periods in 2013-2014, dates shown in the top of the images. In
this period a glacial surge can be seen.

periods. In both profiles the peak velocity around 30 km from terminus is visible. The velocity profile
from the NN-stacking method is a bit smoother compared to the profile from the base method. that is,
large velocity variations are not altering from pixel to pixel as is the case for the base method velocity,
but rather grouped along larger areas of pixels.

The NN-stacking method is thus both validated from comparison with the base method as from
external validation. The NNSM shows a tendency to have lower velocities than the base method. This
does not seem to be true from comparison with external validation, but as the time period from both
results is different this is hard to verify. The next results section compares the performance between the
NNSM and BM.
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Center line of Baltoro glacier.

5.1. Validation of NN-stacking method
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Figure 5.6: Velocity profiles of the Baltoro glacier. (a) Altitude and velocity profile from [31], velocities for different periods from

1996 - 2006. (b) Velocity profile from NNSM and BM Landsat 7 SLC
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5.2. Performance results

5.2.1. Success rate & stable MAD

The performance results are summarized by the statistics presented in table 5.2. Figure ?2a shows the
success rate and stable MAD of both the NNSM and the BM over time for the Landsat 7 time series. Fig-
ure ?2b shows the difference of the success rate and stable MAD between the NNSM and BM over time.
A positive success rate difference means that the success rate is higher for the NN-stacking method. A
negative stable MAD means that the stable MAD is lower for the NN-stacking method, which is good.
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Figure 5.7: Performance plots of the Landsat 8 results for the Karakoram region. The left axis shows the success rate of the velocity
field, the right axis the MAD on stable ground. The epoch of a velocity field is the epoch of the slave base pair image used for the

velocity field. (a) shows the absolute performance per epoch for both the NN-stacking method and base method. (b) shows the
difference between both methods.

Table 5.2 compares the average performance of all the consecutive velocity fields that make up the
velocity times series per Landsat type between the NN-stacking method and the base method. This is
expressed as the success rate, which is the percentage of all pixels on the glacier mask which are not
masked. The stable MAD, e.g the error of the velocity on stable ground. The SR difference: the total
percentage of pixels that have a lower or higher success rate compared to the other method. Thus, a 5%
SR difference for the BM means that 5% of all glacier pixels have a temporal success rate lower than the
base method. It is essentially a quantification of the distribution of the success rate difference around

the blue line in figure 5.7b. Finally the average dispersion is the average error of the pixel velocity esti-
mate using the NN-stacking method.

The results show an an increase of success rate of the NN-stacking method results over the base
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Performance statistics

[ Landsat [  Method | Average success rate | Average stable MAD [m/yr] | SR difference [%] | Average dispersion [m/yr] |
5 base method 7 54.8 15.5 -
5 NNSM 12.1 42.7 30.7 133.4
7 base method 5.2 50.3 20.4 -
7 NNSM 7.1 29.8 24.8 100.4
8 base method 12.4 59.8 5.8 -
8 NNSM 19.6 48.2 38.6 85.7

Table 5.2: Averages of the success rate,stable MAD, SR difference and dispersion per sensor type for all time series velocity fields.

method for all Landsat types. The success rate is low for all Landsat types in this region, but especially
low for Landsat 7 results because of the data gaps due to the failure of the scan line corrector. This can
be seen in figure 5.7a, where a data gap can be seen in 2003-2004 after which the success rate decreases.
The scenes after 2003-May-31 show poor performance in total and a robust time series cannot be cre-
ated for Landsat 7 SLC-off scenes in this research. As the results now show that results from Landsat 7
ETM+ SLC-off and Landsat 5 TM scenes are not usable for time series research (in this research), the
results shall focus on Landsat 8.

The stable MAD is smaller for all NN-stacking method velocity fields. The stable MAD of 48 m/yr
of the Landsat 8 NN-stacking method compared to the 59 m/yr of the base method velocity fields indi-
cates that the errors left in the velocity fields of the NN-stacking methods are smaller than those of the
base method. The average dispersion, is the lowest for Landsat 8 and larger than the stable MAD. The
dispersion also indicates the size of the velocity errors, but per pixel velocity estimate. As it is larger than
the stable MAD, this indicates that the stacks of velocities from which the median velocity is estimated
contains some faulty displacements increasing the magnitude of the dispersion and possibly offsetting
the velocity estimate from the true velocity.
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Figure 5.8: Spatio-temporal success rate difference between NN-stacking method and base method on glaciers in the Karakoram
region.

Aswas noted in the previous section, the success rate is defined for all points within the glacier mask
but not all points included in the glacier mask are flowing glaciers. Some also include nearby moun-
tains which have snow cover all year. Furthermore is it assumed that the increase in success rate in due
to correct velocities and not because of the addition of faulty velocities. The only large scale indication
that the results present that the NN-stacking method does not see an increase in success rate due to
faulty displacements is that the stable MAD also decreases. About the distribution of the success rate,
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figure 5.8 shows the spatial distribution of the increase of success rate for Landsat 8.

The distribution shows that the NN-stacking method acts as a filter for some glaciers, as indicated
by the green area in figure 5.8, where the success rate is lower. This glacier often showed faulty displace-
ments using the base method. On the other hand, the success rate is increased due to glacier masked
areas indicated by the red area in figure 5.8. This area contains little flowing glaciers, but contributes to
the increase in success rate because it is marked as glacier area.

It is thus hard to prove the increased success rate (coverage) of the NN-stacking method over the

base method on a large scale. To prove the increased performance of the NN-stacking method over the
base method the next section also presents and compares the flow field stability of both methods.

5.2.2. Flow direction stability

a. Kyagar flow field from NNSM b. Kyagar flow field from BM
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Figure 5.9: Flow field of the Kyagar glacier. The size of the direction arrows correspond with the flow speed. (a) shows the flow
field of the NNSM. (b) shows the the flow field of the BM.

The stability of the flow direction is another performance indicator. Figure 5.9 shows the flow of the
Kyagar glacier for the Landsat 8 velocity field from 2016/02/13-2016/02/29 from the base method and
NN-stacking method. This figure is a zoomed in area of the Kyagar glacier and the vectors show the flow
direction, while the size of the vectors correspond with the speed of the flow. The masked areas that
show flow vectors, but not speed are areas filtered out by the temporal filter.

The RMSE between the NNSM and BM velocity is 33.6 m/yr for this zoomed in area of a flowing
glacier, indicating that the RMSE from table 5.1 which includes the non-flowing glacier mask areas
around the glaciers is a good indication of the RMSE on glaciers.

Two things can be noticed from the flow fields. First of all, the flow field from the NNSM is locally
smoother than the base method flow field. The general smoothness of the flow can be expressed by the
order parameter S, the isotropy of the flow along a director. The director of the flow is defined as a flow
in the SSW (-110°) from the + X axis. The S parameter is 0.81 for the flow of the NN-stacking method
and 0.74 for the base method flow indicating that the flow of the NNSM is a little bit more isotropic.
Secondly at the end of the glacier, indicated by the red box in figure 5.9a, the speed shows a sudden in-
crease and the flow is opposite to the rest of the glacier for both the BM and NNSM. As this is the glacier
terminus, the speed is expected to be zero. This shows that errors dominate in this stagnant area and
this corresponds with a different flow. On faster flowing glaciers, where the flow is well defined, the flow
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could thus be used as an indication of performance.

The final performance indicator is the dispersion of the NN-stacking method velocity estimate.

5.2.3. Dispersion

The dispersion for the Landsat 8 and Landsat 7 SLC-on velocity field is presented in figure 5.10. The
dispersion is the MAD of a velocity estimate of a pixel using the NN-stacking method. This also includes
the pixels neighbors. Thus, when all faulty displacements are filtered out, the dispersion should indicate
the errors due to the co-registration, orthorectification and precision of the Imgraft correlator and the
velocity difference between the 9 neighboring pixels. For large velocity gradients the dispersion is thus
expected to be larger. For low velocity gradients the magnitude of the dispersion is expected to be
around the magnitude of the stable MAD.

a. Landsat 8 dispersion Kyagar b. Landsat 8 dispersion Baltoro
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Figure 5.10: Velocity dispersion of NN-stacking method around the Baltoro glacier for (a) Landsat 8 (b) Landsat 7 SLC-on.

The dispersion is about ~50-70 m/yr on the Kyagar and Upper Baltoro glacier. This is larger than the
stable MAD, but could be due to combined co-registration and Imgraft errors of only 0.75-1.75 meter
over 16 days. This is much lower than expected from error propagation. Combined with the lower stable
MAD from the NNSM compared to the BM, this indicates that the NN-stacking method decreases the
error in the error propagation and the feature tracking method reduces co-registration errors.

At the areas around the glaciers, indicated in figure 5.2 by the red area, the dispersion is often larger
than the dispersion on the glacier while the velocity is stable and low. This indicates that the velocity
estimates still include faulty displacements. Thus the stack filtering before the velocity estimate in the
NNSM could still be improved or the dispersion could be used as a filter afterwards.

As the results validate the NNSM and show an increased performance from the NNSM compared
to the base method we can check if a robust dense time series is now improved by the NN-stacking
method compared to the base method.

5.3. Time series

Figure 6.9 shows the velocity time series of a point on the center line of the Upper Baltoro glacier, around
40 km from the terminus. A velocity of about 140 m/yr with variations of 25 m/yr can be expected for
this point. The x-axis shows the date and the date of the velocity is expressed as the epoch of the slave
image of the velocity base pair. Plotted are both the NN-stacking method and base method. Velocities
linked by a line are consecutive velocities.
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Figure 5.11: Velocity time series of point on the center line of the Baltoro glacier, around 40 km from the terminus.

The time series show more velocities for the NN-stacking method and fewer outliers. That is, fewer
velocities outisde of the expected velocity range. However, it also shows large jumps between consec-
utive velocities as can be seen around 2014-05. In total the time series is clearly not dense enough to
estimate seasonal variations and it is not sure if the results are accurate enough to measure the expected
seasonal variations of about 50 m/yr. The outlier indicated by the green area in figure 5.11 is studied
by selecting the two base Landsat 8 scenes from which one is presented in figure 5.12. We see that the
outlier is created by thin clouds in one of the base pair scenes. While the results of the NN-stacking
method thus show in improvement in filtering faulty velocities not all the results are yet correct.

This result is more visible when plotting a time series from the Baltoro velocity profile, as shown in
figure 5.13. This shows the time series of the Baltoro velocity profile from the section "External Valida-
tion" for both the NN-stacking method and the base method. The expected velocity profile is similar
to the results from figure 5.6 assuming the profile did not change completely in the period 2006-2014.
That means a velocity of about 150 m/yr at the beginning of the glacier, around 45 km from the termi-
nus and 0 m/yr at the terminus. Results from both methods still show outliers. The expected velocity
profile is much more visible from the NNSM result, as much more outliers have been filtered out by this
method. It is also clear that the current tuning and setup is not yet perfect as an automated approach
should filter out almost all outliers, but many outliers still remain visible, even in the results from the
NNSM method.

5.4. Summary

The results for the Karakorum region show most importantly that Landsat 5 and Landsat 7 SLC-off ve-
locities are unsuitable for consecutive time series. This is due to the scan line artifacts from the Landsat
5 TM scanner and the low success rate and errors induced by the scan line failure from the Landsat
ETM+ scanner.

The validation of the NN-stacking method comes from two sources. The first is comparison with the
base method (single velocity field), where the NNSM shows to have a bias towards lower velocities, but
the velocity fields on the glaciers show a similar distribution. The second validation is the comparison
with results from other research using both Landsat and radar data. It shows that the algorithm is able
to create correct velocities, but local variability is induced due to errors that are enhanced by the short
temporal baseline and the rather large resolution of the selected Landsat 7 images.
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Landsat 8 base scene 14/10/21

Figure 5.12: Landsat 8 image from 2014/04/21 of domain around the Upper Baltoro glacier. Notice the thin clouds and cloud
shadows in the region.

The performance of the NNSM is better than the base method for all sensor types. The results from
the NN-stacking method have a smoother flow, reduced errors and a higher success rate. Furthermore
it is accompanied by an error indication, the dispersion. The NNSM was shown to act as a filter for
erroneous velocities.

Time series from both methods still have outliers however, although the NNSM does reduce outliers.
The times series are too sparse and not robust enough to show short term seasonal velocity variations
in the Karakoram. The result is good enough though to show larger velocity variations like the glacial
surge of the Kyagar glacier.
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a. NNSM Baltoro velocity profiles Landsat 8

500-

400-

Speed [m/yr]

0_ :.' .
40000 30000 20000 10000 0
Distance from terminus Im]1

b. BM Baltoro velocity profiles Landsat 8

Speed [m/yr]

. :
40000 30000 20000 10000 0
Distance from terminus Im]1

Figure 5.13: Velocity profile of Baltoro glacier for all velocity fields in the Landsat 8 time series from (a) NN-stacking method (b)

base method.



Results: Everest

In total 6753 velocity fields have been produced for this region, 2167 Landsat 5 velocity fields, 3056
Landsat 7 velocity fields and 1530 Landsat 8 velocity fields. The total processing time was about 10
days, with 7 days for only the Landsat 8 results. These velocity fields are combined using the proposed
method to create a consecutive dense time series of 187 velocity fields for Landsat 5, 200 velocity fields
for Landsat 7 and 84 velocity fields for Landsat 8.The Everest region has stable and slow glaciers: the
speed often does not exceed 70 m/yr. The two studied glaciers, Ngozumpa and Kangshung have veloc-
ities ranging from 0-50 m/yr.

This chapter validates results from the NN-stacking method using the base method and external valida-
tion, compares the performance of the base method and NN-stacking method and presents time series
results.

6.1. Validation of NN-stacking method

6.1.1. Base method validation

The results for Landsat 5 and Landsat 7 SLC-off velocity fields are dominated by scan line artifacts and
the velocity results show artificial North-South velocity variations due to these artifacts. The velocity
fields for the Ngozumpa and Kanshung glacier are presented for Landsat 8 (2016/10/18-2016/11/03)
and Landsat 7 SLC-on (2000/10/14-2000/11/13) in figure 6.1 and 6.2.

These velocity fields show that both glaciers are slow moving and the velocity on the glacier is in the
expected range of < 70 m/yr. However, the area in the red box north of the Ngozumpa glacier in figure
6.1b shows velocities larger than 70 m/yr. This area is the start of the glacier and a icy steep slope with
highly variable velocities which are not really part of the glacier and has no external validation. The
red box around the glacier terminus in figure 6.1 is expected to have almost no velocity (see the next
section, figure 6.4. However, these results show a velocity of ~20-50 m/yr.

The Landsat 7 SLC-on results do not show the scan line artifacts as noticed in Landsat 5 TM ve-
locities. Both NN-stacking method results are smoothed compared to the base method results. This
is especially true for the Landsat 8 base method results, where the increased resolution and relatively
small reference window size gives rise to local variability of the speed on the glaciers. Both the base
method and NN-stacking method results seem to be unable to obtain zero velocity on stable ground
or at the glacier terminus. This is confirmed by the average stable velocity which is 14.3 m/yr for the
Landsat 8 velocity field of figure 6.1. Notice that this means that the co-registration bias (offset) of the
two scenes to create the velocity field is in the order of 0.05-0.1 meter in the x and y direction.

The accuracy of the NN-stacking method is expressed as the pixel-wise RMSE between the NN-
stacking method velocity and base method velocity in table 6.1 and the speed distribution is depicted

in figure 6.3 for the Landsat 8 Ngozumpa domain. The RMSE is expressed in m/yr and includes all the
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Figure 6.1: Landsat 8 velocity field of domain around the Ngozumpa glacier for both the NN-stacking method and base method .
(a) shows the NN-stacking method results, (b) shows the base method results.

glacier masked areas, thus also the icy slopes around the glacier which might offset the RMSE results.

Landsat | RMSE Ngozumpa [m/yr] | RMSE Kanshung [m/yr]
LT5 34.1 27.3
LE7 31.2 29.6
LC8 32.7 28.8

Table 6.1: Root mean square error between the NN-stacking method velocities and the base method velocities for all Landsat
types and the Ngozumpa and Kangshung glacier.

Analysis of the RMSE shows that the error has a magnitude equal to the expected velocity on glaciers
in the Everest region [32]. The speed distribution shows that is not only due to differences in the vari-
ance of both methods, but that the velocity of the NN-stacking method is biased towards a lower ve-
locity. Furthermore, the speed distribution shows that most or all of the velocities larger than 100 m/yr
are filtered out using the NN-stacking method. From visual inspection of figures 6.1 and 6.2 we can
see that this filtering and bias towards lower velocity is due to the filtering and smoothing effect of the
NN-stacking method for stable areas around the glacier as well as on the glacier. Also, because both
velocity fields have a short temporal baseline of 16 and 32 days respectively and the glaciers are slow
moving, the effect of co-registration and Imgraft errors are visible in both the base method results as
local variability of the velocity.

It was assumed that the results of the base method are good and the results of the NN-stacking
method can be validated from the base method. The large local variability of the base method however
makes it hard to validate the NN-stacking method results. External validation provides better validation
options.
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Figure 6.2: Landsat 7 SLC-on velocity field of domain around the Kanshung glacier for both the NN-stacking method and base
method . (a) shows the NN-stacking method, (b) shows the base method.

6.1.2. External validation

Results from [32] show a maximum velocity of 45-50 m/yr for the Ngozumpa and Kangshung glacier,
with a large stagnant area for the Ngozumpa glacier 6 km from the terminus, as shown in figure 6.4b
and indicated by the red box in figure 6.1a. The data used for these results is from ERS SAR data, and
the shown results use a combination of interferometry and feature tracking to create velocity fields. The
feature tracking results use a 1 year temporal baseline and the dates are presented in the bottom right
of the velocity fields.

To validate the results from the base method and NN-stacking method, the closest LE7 SLC-on ve-
locity field with enough velocities on the Kangshung glacier is selected, from 2000/12/21-2001/01/20.
The velocity profile for the base method and NN-stacking method is shown in figure 6.5a. A velocity
profile obtained from Landsat 8 results is also shown in 6.5b, from 2016/12/01-2016/12/17. The veloc-
ity field used for comparison with figure 6.4a is the same as the the velocity fields presented in figure
6.2.

Comparing the Landsat 7 SLC-on velocity profile from figure 6.5a to 6.4b we see that while the NN-
stacking method velocity profile is already more stable than the base method profile, the velocity is still
too high compared to the external results. A small downward slope is visible towards the terminus in the
NN-stacking method result as expected, but the inconsistent results from 1500 m to 500 from terminus
make it difficult to see. It should be noted that this might be because the time period is different for the
velocity profiles and is actually a correct result. It also shows that the temporal filter with a threshold of
40 m/yr is too large for regions with slow moving glaciers. The velocity fields from figure 6.2 also show
that the velocity is too high for the base method velocity and better but still too high for the NN-stacking
method velocity. It is also important to see that local variations of velocity are prone to be larger because
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Figure 6.3: Speed distribution of Landsat 8 NN-stacking method and base method velocities of the Ngozumpa region.

of the low resolution on these small glaciers. The results only consists of a couple of pixels or even a sin-
gle pixel towards the terminus of the glacier.

The velocity profile from Landsat 8 shows the same increase in stability for the NN-stacking method
compared to the base method velocity profile. Also, assuming the velocity profile did not change much
in the period from 2001 to 2017 the Landsat 8 NN-stacking method result shows good similarity to the
result in 6.4b. The velocity high on the glacier is around 35 m/yr and drops towards the terminus of the
glaciers to around 15 m/yr. However, the NN-stacking method result still shows local variations that are
large compared to the total change of velocity over the glacier.

The external validation shows that the bias towards lower velocities of the NN-stacking method is
good, because it is closer to the true velocity of the external results and the spatial stability of the velocity
is better for the NN-stacking method results. The performance results of the NN-stacking method are
presented in the next section.

6.2. Performance results

6.2.1. Success rate & stable MAD

The performance results are summarized by the statistics presented in table 6.2. Results from the
Karakoram region showed that these key statistics and especially the success rate can be deceiving.
The performance of the Landsat 8 time series is shown in figure 6.6

Performance statistics
‘ Landsat ‘ Method ‘ Average success rate ‘ Average MAD [m/yr] ‘ SR difference [%) ‘ Average dispersion [m/yr] ‘

5 base method 10 48.6 3.5 -

5 NN-stacking method 22.1 39.2 45.3 121

7 base method 8.6 48.2 6.5 -

7 NN-stacking method 21.7 25.9 41.6 113.1

8 base method 25.5 48.7 6.9 -

8 NN-stacking method 35.2 27.5 41.5 75.3

Table 6.2: Averages of the success rate,stable MAD, SR difference and dispersion per sensor type for all time series velocity fields.

Table 6.2 shows an increase of success rate of the NN-stacking method results over the base method
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Figure 6.4: External velocity fields and profiles for the Kangshung and Nogzumpa glacier from [32]. The velocity fields show results
from feature tracking (a,c) and interferometry (b,d) for the Kangshung glacier. The velocity profiles show feature tracking results
for (a) the Kangshung glacier and (b) the Ngozumpa glacier.

for all Landsat types, but the increase is the smallest (~10%) for Landsat 8 results. The stable MAD on
the other hand is smaller for all NN-stacking method velocity fields. The stable MAD of 27.5 m/yr of the
Landsat 8 NN-stacking method compared to the 48.7 m/yr of the base method velocity field indicates
that the errors left in the velocity fields of the NN-stacking methods are smaller than those of the base
method. The average dispersion, variance of the velocity estimate of a pixel, is the lowest for Landsat
8 and about three times as large as the stable MAD. The dispersion also indicates the size of the ve-
locity errors. As it is larger than the stable MAD, this indicates that the stacks of velocities from which
the median velocity is estimated contains some faulty displacements increasing the magnitude of the
dispersion and possibly offsetting the velocity estimate from the true velocity. Finally the SR difference
shows the distribution of the success rate difference, that is the distribution of the success rate differ-
ence around the blue zero line in figure 6.6b. The 6.9 % of the Landsat 8 BM result thus says that of all
possible glacier pixels that could have a velocity, 6.9% of these pixels has fewer velocity results than the
NN-stacking method.

The success rate is defined for all points within the glacier mask but not all points included in the
glacier mask are flowing glaciers. Some also include nearby mountains which have snow cover all year.
Thus, the increase of the success rate could be due to an increase of results from the areas around the
glaciers. From figure 6.10 we can see that the increase of success rate is evenly spread over the glacier
mask and thus also true for flowing glaciers. The stable MAD of the Landsat 5 velocity fields shows that
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Figure 6.5: Velocity profile of the Kangshung glacier from (a) Landsat 7 SLC-on and (b) Landsat 8 results. Results compare the
profile from the base method and NN-stacking method

the scan line artifacts increase the error in the results. It is also noted that the larger dispersion of Land-
sat 5-7 results compared to Landsat 8 has to be because of the difference in selected spectral bands and
possibly radiometric performance, indicating that the use of spectral band 8 with 15 meter resolution
for Landsat 7 might be a better choice.

A very interesting result is seen from the changes of the success rate and stable MAD over time. Fig-
ure 6.6 shows that the success rate is highest in January-March and lowest in July-September. The MAD
on the other hand increases in the period July-September. The summer period of the Everest region is
monsoon period, cloud cover is more frequent thus lowering the success rate and increasing the stable
MAD, while surface changes due to precipitation also influence results. The resolution of the results and
strict filtering prevents the algorithm from finding results between the clouds and thus the NN-stacking
method does not increase performance much in this period.

6.2.2. Flow direction stability

The stability of the flow direction is another performance indicator. Figure 6.7 shows the flow of the
Kangshung glacier for the Landsat 8 results from the base method and NN-stacking method. This figure
is a zoomed in area of the Kangshung glacier. The flow of the Kangshung glacier is from West to East
(left to right in the figure), and larger in the west at the beginning of the glacier.

Visual inspection of figure 6.7 shows that the the flow of both methods is generally in the correct
direction. This can be checked by the order parameter S. The assigned director (reference flow) is + 45
from the +x axis (NW). The order parameter S is 0.62 for the NN-stacking method and 0.66 for the base
method. This indicates that both flows follow this reference direction reasonably well, but are also not
complete isotropic. The local smoothness of the flow is however not expressed by this order parameter
and is better for the NN-stacking method.

The RMSE between the NN-stacking method and base method is 23.5 m/yr for this zoomed in
glacier region. Thus, the RMSE is lower when only using flowing glacier data, indicating that the RMSE
is influenced by ice covered non-flowing glacier regions. The S parameter shows that both methods
have a similar performance on general flow of the Kangshung glacier, but tells us nothing about the
local flow which is better for the NN-stacking method as we can see from visual inspection of figure 6.7.

6.2.3. Dispersion
The dispersion for the Landsat 8 and Landsat 7 SLC-on velocity field is presented in figure

The dispersion shows, similar to the stable MAD, the size of the errors of a velocity field. That is,
when all faulty displacements are filtered out it should show the errors due to the co-registration, or-
thorectification and precision of the Imgraft correlator and thus should show errors similar of size to
the stable MAD. The dispersion is about 30 m/yr on the Ngozumpa glacier for both Landsat results
corresponding with the magnitude of the stable MAD.
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Figure 6.6: Performance plots of the Landsat 8 results for the Everest region. The left axis shows the success rate of the velocity
field, the right axis the MAD on stable ground. The epoch of a velocity field is the epoch of the second base pair image used for
the velocity field. (a) shows the absolute performance per epoch for both the NN-stacking method and base method. (b) shows
the difference between both methods.

The red box north of the Ngozumpa glacier in figure 6.8a. shows a large dispersion, and this area
coincides with the unexpected large velocity in the indicated area of figure 6.1b. The dispersion of the
indicated area near the terminus (south) of the Ngozumpa glacier also corresponds with a large unex-
pected velocity. This thus indicates that these velocities could be wrong and should be filtered out or
improved.

6.3. Time series

Figure 6.9 shows the velocity time series of a point on the center line of the Ngozumpa glacier, around
12 km from the terminus indicated by the red cross in figure 6.1a. The x-axis shows the date and the
date of the velocity is expressed as the epoch of the slave image of the velocity base pair. Plotted are
both the NN-stacking method and base method. Velocities linked by a line are consecutive velocities.

From 6.4 a velocity of about 30-40 m/yr is expected not varying more than 10 m/yr between seasons.
The results show relatively large jumps in velocity between epochs for both the NN-stacking method
and base method. The average velocity of the NN-stacking method is closer to the actual expected ve-
locity and has fewer large variations between epochs, while the velocities from the base method are
consistently too high. It is again clear that the temporal filter threshold, which should filter out large
jumps in the time series is too large for this slow moving glacier or the filter does not use enough tem-
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Figure 6.7: Flow field of the Kangshung glacier. The size of the arrows correspond with the flow speed. (a) shows the flow field
from the NN-stacking method. (b) shows the flow field from the base method.

poral information. Also, even though the NN-stacking method time series is more stable than the base
method time series, the result is not accurate enough to measure seasonal changes for this slow moving
glacier.

Figure 6.10 shows the temporal success rate difference for the glacier masked area in the Everest
region. This glacier mask area consists of actual flowing glaciers, as for example the Ngzumpa and
Kangshung glaciers indicated by the red areas, but also of snowy/icy areas around the glaciers (indicated
by the blue area). The figure shows that the increase in success rate of the NN-stacking method is
evenly distributed over the glacier mask and thus is also due to an increase on flowing glaciers like the
Ngozumpa and Kangshung glaciers.

6.4. Summary

The results from the Everest region again show the failure to obtain good velocity fields for Landsat 4-5
TM scenes and Landsat 7 ETM+ SLC-off scenes. The RMSE between the NN-stacking method and base
method velocity is in the order of the expected velocity (30 - 40 m/yr) of this region and biased towards
lower velocities for the NN-stacking method. There is a constant velocity offset of 10-20 m/yr, thus zero
velocity on stable ground is hard to achieve. Comparing the results to external validation however the
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Figure 6.8: Velocity dispersion of NN-stacking method around the Ngozumpa glacier for (a) Landsat 8 (b) Landsat 7 SLC-on.

NN-stacking method results are closer to the expected velocities in the region and produce a better ve-
locity profile than the base method, especially for Landsat 8. It was shown that the lower resolution of
Landsat 7 bands 4-5 shows disadvantages over the higher resolution of Landsat 8 band 8.

The performance results show an increased performance of the NN-stacking method over the base
method for all Landsat missions and especially for Landsat 8 results. It also shows a low success rate and
higher MAD in the summer when snow and cloud cover affect the results from the feature tracking and
almost no results are available. The local smoothness of the flow is better for the NN-stacking method
results, but the overall isotropy of the flow is similar for both results from the NN-stacking method and
the base method. It is also noted that the dispersion of the results is often as large as the velocity on the
glaciers and a high dispersion is visible on regions where poor results are expected (icy slopes of nearby
hills). However, the dispersion on glaciers is often of the same magnitude as the stable MAD show-
ing the there are little or no outliers left on glaciers from the velocity estimates using the NN-stacking
method.

The time series show a large variability between epochs compared to the expected seasonal vari-
ations. Measuring seasonal changes for slow moving glaciers is therefor impossible using the current
algorithm setup.
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Figure 6.9: Velocity time series of point on the center line of Ngozumpa glacier, around 12 km from the terminus.
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Figure 6.10: Spatio-temporal success rate difference between NN-stacking method and base method of glaciers in the Everest
region.



Conclusions & Recommendations

In this research a new method for creating complete (consecutive) time series of glacier velocities cre-
ated from Landsat images using the RIFT algorithm is proposed and tested in the Himalayas. This chap-
ter answers the research questions linked to this method and briefly discusses these conclusions. The
second part of this chapter provides recommendations on future use of this method and the analysis of
glacier velocity time series.

7.1. Summary, Conclusions & Discussion

To answer the main research question the literature and method are summarized, related sub ques-
tions are answered and conclusions are discussed. To provide good conclusions it should be kept in
mind that the goal of this research is to improve methods for automatically creating dense glacial ve-
locity time series for large areas. This requires internal validation as well as good temporal and spatial
coverage.

The questions: Using the current (BM) algorithm, could a precise time series be made spanning
all Landsat missions? and What are the errors in the velocity fields, can they be quantified and how do
they appear in the velocity fields? are answered from a summary of the literature research on Landsat
and feature tracking.

7.1.1. Landsat

This research uses Landsat optical images (scenes) as input for glacier velocity calculations. This is be-
cause the Landsat database is large and is thus suitable for automated large area research. The creation
of time series of glacier velocities requires temporal accuracy of the optical Landsat measurements.That
is, pixels from Landsat scenes from different epochs should be represent the same location on earth.
A study of the Landsat missions and sensors shows that the performance of Landsat missions before
Landsat 4 is not suitable for time series. This is because of the poor radiometric performance and coreg-
istration of scenes between epochs as well as a different scene reference system (WRS-1). Missions from
Landsat 4 and on using the TM, ETM+ and OLI-TIRS sensors have suitable spectral bands and radio-
metric performance and all use the WRS-2 (path/row) reference system. The Landsat 8 OLI-TIRS scenes
are especially suitable, as the radiometric performance is much better. This improved radiometric per-
formance and good resolution improves results from feature tracking on snow and ice. The increased
managing and pre-processing of the USGS of Landsat scenes from Landsat 4 and later also makes them
suitable. The quality of these Landsat scenes is divided in tiers. Scenes from the best tiers and same
path and row are temporally coregistered in this pre-processing within 12 meter RRMSE, have informa-
tion on errors and quality indicators for snow, shadows and clouds and are not fully clouded. Errors
from Landsat scenes are thus only coregistration errors, which are provided with the Landsat scenes.
Orthorectification errors (errors due to faulty projections) are small when using the same path and row
and are not easy to model. One problem with the Landsat database however is the failure of the scan
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line correction from Landsat 7 ETM+ scenes at 31-May-2003. The results are horizontal lines of data
gaps in scenes after this epoch with up to 25% of the data missing.

7.1.2. Feature Tracking
Velocity of glacial flow is calculated from two Landsat scenes (image pair) using repeat image feature
tracking (RIFT) algorithms. These RIFT algorithms calculate the displacement of features in the x and y-
direction using cross-correlation functions.These cross-correlations can be calculated in different ways.
Based on from research from [17] orientation correlation (OC) is selected as the most suitable for the
Himalayas. As this calculation takes place in the Fourier domain, it is also faster than other methods
which is useful for large area research. Feature tracking algorithms also otput a singal-to-noise ratio
(SNR). This provides an indication of how valid the displacement is and can be used to filter out faulty
results due to for example clouds, snow cover or shadows. A good threshold for SNR filtering is a known
problem using these algorithms as a threshold that is too low leaves faulty displacements and too high
filters out valid displacement. Success of feature tracking displacements depends on snow cover, shad-
ows, clouds and the time between the images used as input of the feature tracking (temporal baseline).
We can conclude from this that, while the Landsat database is large, much cannot be used for time
series analysis. The time spans are not consistent for older Landsat missions, and due to performance
Landsat 1-3 images are not useful for this research and time series and Landsat 7 images only partly.
Errors are due to the precision of feature tracking and coregistration and are known. Finally it is noted
that from literature the selection of a good SNR threshold for filtering is a known problem.

7.1.3. Methods & performance testing

Answers to the sub questions What is the performance of a method and how can it be tested? and
How can combinations of image pairs be used to create time series and how should it improve per-
formance? are provided here.

The research compares two methods of creating time series. One method, the base method (BM),
uses just one filtered velocity field between two consecutive Landsat scenes and creates a time series
from this. These Landsat scenes are the master and slave image and is called the base pair. The pro-
posed method uses the same base pair of Landsat images, but also combinations of filtered velocity
fields that add up to the same velocity field as calculated from the base pair images. It thus creates a
stack of velocity fields that should be the same same except for errors. The median of these velocities
then estimates a single velocity field that is equal to the base pair velocity field. Three types of methods
for acquiring velocity fields from this stack of values were proposed: the single pixel stacking method
(SPSM), spatial filtering stacking method (SFSM) and nearest neighbor stacking method (NNSM) .The
NNSM was selected as the best performing method of these three, based on visual inspection of the
results and comparing performances of the methods. This result however was only from one path/row
and only for Landsat 5 TM scenes. The NNSM performed better mostly because it filtered out speckle
and the stack size a velocity was estimated from is much larger. The minimal stack size of the SPSM
and SFSM method was only 5 velocities. Estimating the velocity from such a small set is prone to be af-
fected by outliers even though the median estimator is robust. Also, as the period between consecutive
scenes is sometimes large for Landsat 5 and 7 scenes, a maximum temporal baseline of 2 years was set
for combinations. It was concluded that the selected NNSM method does have a smoothing effect and
is in some way self validating due to the use of neighbors in the estimate.

To assess the quality of a velocity field several performance indicators have been used. These are
the spatial success rate, MAD on stable ground (variability of results on stable ground, should be close
to zero), the temporal success rate (how many velocities are there in an time series, a directional order
parameter that indicates how well the velocity results are oriented along the flow on glaciers and the
smoothness of the time series. The MAD and spatial success rate are familiar performance indicators
in the field of glacier velocities, however they are only focused on spatial performance. The temporal
success rate gives an extra indication of where a time series shows good performance or what method
shows better performance as a function of space and time. The smoothness of time series was intro-
duced to serve as a temporal alternative of the stable MAD, but the proposed 1-lag autocorrelation that
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outputs values between 0 and 1 as an indicator of performance does not work for sparse time series. Fi-
nally to study not only the speed of the flow but also the flow direction, the orientation order parameter
S was introduced as another spatial performance indicator. Although this does output good informa-
tion on the isotropy of the flow, the flow direction is only useful on glaciers that have a flow speed much
larger than the expected errors and cannot output a global indication of performance as it depends on
deviations from local directors of flow. It is thus hard gain much information from this indicator that
is of use for large scale performance. It might be useful however for local filtering on faster moving
glaciers.

7.1.4. Single velocity fields and Imgraft

This research used the Imgraft toolbox to calculate the displacements and thus velocity fields from pre-
processed Landsat image pairs. These image pairs can be a single spectral band or a combination of
spectral bands. These different spectral bands can be combined in a pre-processing step by using prin-
cipal component analysis to create a single image. After this a Gaussian high-pass filter is applied to
both images. The feature tracking parameters are the size of the search window, which is calculated
from the expected maximum velocity in the region, the size of the reference window and spacing be-
tween correlation windows. Results of a velocity field in this research thus depend on six parameters:
spectral bands, size of the high pass filter, the three feature tracking parameters and the temporal base-
line between the two images. The other values selected for the parameters are summarized in table 7.1.

[ Region [ Sensor | band(s) | high pass filter (pixels) | reference window (pixels) | window spacing (pixels) | maximum velocity (m\yr) |
Karakorum LT5 4,5 1000 meter 12 6 500
Karakorum LE7 4,5 1000 meter 12 6 500
Karakorum LC8 8 1000 meter 12 6 500
Everest LT5 4,5 1000 meter 12 6 500
Everest LE7 4,5 1000 meter 12 6 500
Everest LC8 8 1000 meter 12 6 500

Table 7.1: Final parameter settings per test area and sensor type.

The selected values of the feature tracking parameters are based on a combined testing, where both
the maximum velocity and reference window were changed. However, one of both parameters might
have had more weight changing the results. It is suspected that the selection of the maximum velocity
(and thus a large search window) has a large effect on the variability as larger outliers are allowed and
the correlation is more likely to find a faulty displacement. Also research from [9] shows that for ref-
erence window sizes above 12 pixels the difference in variability of the results is small. The size of the
high pass filter kernel was chosen based on personal and visual testing and is thus not very reliable. An
important mistake made in this research was the use of a 12 pixel reference window size for Landsat
8 scenes. As the resolution used for these scenes is only 15 meters, the size of the reference window
should have been 24 pixels (360 meter).

An important conclusion is the failure of all methods to create good velocity fields for Landsat 7
SLC-off scenes and Landsat 5 TM scenes. For Landsat 7 SLC-on results, the method of filling the data
gaps with white noise as to improve correlation results was concluded to give worse results than leaving
them masked. As the orientation correlation of Imgraft does return displacement results even with the
data gaps and the limited 8 bit white noise range cannot guarantee good randomness this backs this
conclusion. The velocity fields of Landsat SLC-off scenes however, can not not be trusted using either
method without manual inspection. The Landsat 5 TM velocity results have large offsets due to scan
line artifacts from the TM scanner. These are magnified by the short temporal baselines.

7.1.5. Comparison NNSM and base method and validation of NNSM

The remaining conclusions answer the sub questions Which combination of feature tracking tech-
niques, parameters and algorithm parameters gives the best result in the areas of research? and
What are the results of validation of the new method and application on the test areas?.
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The NNSM is validated from two sources. The first is comparison with the base method. This con-
cludes that the NN-stacking method results are biased towards lower velocities. External validation
shows that this bias actually gives better results for slow moving glaciers. The external validation also
validates results from both the NN-stacking method and the base method and shows that the NNSM is
spatially more stable.

The performance of the NNSM is better than the performance of the base method. The success
rate is often similar or higher. In some regions however the success rate is lower for the NNSM. This
is mostly because of the filtering effect of the NN-stacking method and in these areas faulty velocities
are filtered. The stable MAD is lower for velocity fields from the NNSM indicating that large errors due
to co-registration, Imgraft precision and orthorectification and faulty velocities are more often filtered
out by the NNSM. The flow field from the NN-stacking method is locally smoother and more isotropic.
Also, as the velocities from the NNSM come with a local error indication, the dispersion. The dispersion
shows that the NNSM parameter tuning is not yet perfect, but does provide a good indication of robust-
ness of results.

In conclusion, results from the NN-stacking method are validated from two sources and have a bet-
ter performance than the base method.

7.1.6. Time series

The final parameters for the time series algorithm using the NNSM are presented in table 7.2. The
number of combinations and maximum temporal baseline make sure the stack size is large enough for
improving estimates of the true velocity, while not using temporally spaced scenes where the correla-
tion is mostly lost. The minimal stack size is selected as 20 values, but this parameter setting is not
tested or tuned and the effect of this parameter on the performance is unknown. The temporal filter
requires smoothness from the time series, but the filter threshold is also not tuned. It has been seen
that a static temporal filter threshold does not function for different glacial areas.

The presented time series show less erratic behaviour for velocities calculated using the NNSM,
but this is not quantified as the proposed performance indicator to express this can not deal with the
sparseness of the time series. The variability in the time series is too high to accurately measure seasonal
velocity fluctuations using the current settings of the algorithm. This is both due to leftover outliers and
errors from co-registration and Imgraft.

‘ Regi ‘ Sub methods ‘ Nr combinations ‘ Max temporal baseline [#] ‘ Minimal stack size ‘ SNR threshold [-] ‘ Temporal filter threshold [Am\yr] ‘
[ Al [ NNSM | 30 [ 730 days [ 20 [ 4 [ 70 |

Table 7.2: Final parameter settings for the NN-stacking method.

7.1.7. Final conclusion

The result of this research is an implemented method for automated glacial velocity time series creation
using the NN-stacking method. It also tests the complete algorithm and provides parameter settings for
the Himalayas region. The research tried to answer the question: Is it possible to make a velocity time
series from the complete optical Landsat mission for the Asian Highlands where the performance, e.g the
number of results and validity of results, is increased by using combinations of image pairs opposed to
using single image pairs?

The main conclusion from this research is that the proposed method is not yet suitable for creating
dense time series automatically on a large scale for the Himalayas. Using the current parameter and
algorithm setup, the co-registration and Imgraft errors are too large to provide a precision that is better
than the seasonal variability in the Himalayas. Furthermore the current setup does not automatically
filter out all outliers due to clouds, shadows and snow. It was however already able to measure a glacial
surge and does show similar results to velocity profiles from other researches.
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Using the NN-stacking method however, the performance is better than a time series of single ve-
locity fields. The coverage is similar to the base method, but it filters more outliers and provides an
indication of error from the velocity dispersion. Furthermore the method is not limited to optical ve-
locity fields, but can be applied to any series of velocity fields. The drawback of the NNSM is the large
computational effort compared to the base method.

7.2. Recommendations

The method for creating time series and the implemented algorithm show good performance for co-
herence, validation and stability of time series results compared to the base method. Future automated
research by use of this algorithm could thus be useful. To be useful however some problems in the exist-
ing algorithm need to be solved and some fundamental problems should be taken into consideration.

7.2.1. Landsat

The two case studies show that the Landsat 4-5 TM is unreliable for large scale time series results due to
the scanning artifacts and this research was not able to obtain good results for Landsat 7 ETM+ SLC-off
results. Results from [35] show that time series results for Landsat 7 are possible however. Thus it would
be best to only use Landsat 7 and Landsat 8.

The pre-processing from USGS for Landsat scenes has also improved the last years. Next to the co-
registration improvements, Landsat scenes now include quality indicators. This includes cloud masks,
indicators for intensity saturated pixels and snow/ice indicators. This information could be used as an
extra condition for filtering of the results.

7.2.2. Co-registration

Dense time series means that velocity fields often have short temporal baseline and only a small dis-
placement. Thus the errors (co-registration, feature tracking precision and orthorectification) will be
large compared to the displacement. The proposed method solves this by using redundancy, but no
extra co-registration was used in this research. The use of improved co-registration and a more precise
feature tracking method is thus recommended for implementation into the algorithm.

7.2.3. Repeat image feature tracking

The repeat image feature tracking algorithm focuses on scenes from only one path/row. However, Land-
sat scenes do overlap, i.e measurements from different orbits do overlap. It was shown from multiple
sources [3], [38] [11] that using accurate co-registration and orthorectification can be used to map these
neighboring scenes to one scene. The result is a higher frequency of optical images from which a denser
time series can be created.

Another drawback of the RIFT algorithm and the proposed method in particular is the large compu-
tational cost of the correlation algorithms. The calculation of the results in this research took about 9-10
days. This is while the analysis was run in parallel on a supercomputer. A novel method for calculating
glacial velocities was already studied in [4]. This research uses an optical flow algorithm used normally
in computer vision, turbulence studies and self driving cars. The computational performance of the
optical flow algorithm is much better, thus very suitable for automated large scale analysis.

7.2.4. Filtering

Filtering of the results is an important step. The two filters used for the base method are filtering on the
SNR and the rolling mean filter. It is however recommended to use a rolling median filter instead, but
implementation of a 3D rolling median filter is difficult. This is because a rolling median filter is more
useful for regions with dynamic glaciers. Along these two filters the use of the NNSM and the minimal
amount of points from which the median is calculated, functions as an extra filter.

Literature on filtering commonly suggests very simple filters like a Hampel spatial filter, but with the
main focus on the SNR filter. These filters rely on spatial validation and spatial variability to filter faulty
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velocities, but the parameters for these kind of filters are hard to select such that they are suitable for
large area research. Smarter algorithms like seed growing [11] are more suitable for large area research
and it is recommended to investigate similar filtering methods. For example, noise is often grouped in
areas of large variability. The use of for example k-median clustering to cluster areas on variance might
be a filtering technique that does not require a difficult selection of filtering parameters for large areas.

7.2.5. Parameters

The sensitivity analysis in this research only consisted of investigating the SNR and the window size
parameters. Previous research and testing methods on the window size parameters provide a good
indication of the effects on changes to the window sizes and proposed settings for many areas around
the world. The effects of the high pass filter however are less studied and while there is a proposed lower
limit the effect of changes to the size of the high pass filter could be of interest. Furthermore, the NNSM
provides two more parameters: the number of velocity field combinations and the minimal number
of points (minimal stack size) from which to calculate the median. A sensitivity study is especially of
interest for the minimal stack size in combination with the SNR threshold.

7.2.6. NNSM improvements

An easy improvement for the NNSM is the addition of another boundary condition before median es-
timation from the velocity stack. It has been noted many times that the SNR threshold is a poor filter
as it is not always correct, especially for clouds. The NNSM could be improved by lowering the SNR
threshold, but adding another boundary condition for valid velocities. This condition would be that the
sum of the displacements should be zero. That is, for example, dy_» — d;_3 + d2_3 = 0. If the residuals
from this sum would be larger than a certain threshold, the combination of displacements could be
removed from the stack. This is essentially checking the velocities in a stack for outliers to a reference
velocity and requires that either d;_, is correct or that a reference velocity field is available. If a refer-
ence velocity field is not available, an iterating procedure could be used to verify that d;_» is correct. To
do this, alow SNR threshold is used in the first iteration. This creates a reference velocity with a disper-
sion. Any values in the velocity stack that are outside the bounds dictated by this reference velocity and
the dispersion are then filtered out and another velocity estimate provides a new reference velocity and
dispersion. This process could be optimized to filter out all or most faulty velocities, thus improving the
velocity estimate and reducing the error (dispersion) of an estimate.

7.2.7. Final recommendation

The complete task of creating large scale dense time series automatically is not easy. This is mainly
due to the different characteristics of glacial areas and local climates. It essentially comes down to a
complex optimization of success rate, stable MAD, dispersion and computational efficiency and all of
this without validation. To solve this, this glacial research domain should become more closely related
to computer vision. The NN-stacking method as presented in this research is a good first improvement.
A major benefit of this method is that it is not limited to velocity fields from Landsat images, but can be
used from any data source.
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Figure A.1: Velocity fields from Landsat 7 SLC-off scenes in winter 2004 from images with 32 days temporal baselines. The data
gaps are not white noise filled. The image is filtered with a SNR threshold of 3 and processed using a maximum velocity of 500
m/yr. The grey areas indicate the non-glacier masked areas.
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Figure A.2: Velocity fields from Landsat 7 SLC-off scenes in winter 2004 from images with 32 days temporal baselines. The data
gaps are white noise filled. The image is filtered with a SNR threshold of 3 and processed using a maximum velocity of 500 m/yr.
The grey areas indicate the non-glacier masked areas.
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Figure A.3: Performance plot for time series of Landsat 5 for the Karakorum region (path/row 148/035). The left axis is the success
rate percentage, the right axis the MAD of stable area in m/yr. On the x-axis the date of the first image used in the velocity pair.
Comparison of the two tested methods.
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Figure A.4: Performance plot for time series of Landsat 5 for the Karakorum region (path/row 148/035). The left axis is the success
rate percentage, the right axis the MAD of stable area in m/yr. On the x-axis the date of the first image used in the velocity pair.
Plotted is the difference of performance between the two tested methods.
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