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How Should an AI Trust its Human Teammates? Exploring

Possible Cues of Artificial Trust

CAROLINA CENTEIO JORGE, Delft University of Technology, The Netherlands

CATHOLIJN M. JONKER, Delft University of Technology and University of Leiden, The Netherlands

MYRTHE L. TIELMAN, Delft University of Technology, The Netherlands

In teams composed of humans, we use trust in others to make decisions, such as what to do next, who to

help and who to ask for help. When a team member is artificial, they should also be able to assess whether a

human teammate is trustworthy for a certain task. We see trustworthiness as the combination of (1) whether

someone will do a task and (2) whether they can do it. With building beliefs in trustworthiness as an ultimate

goal, we explore which internal factors (krypta) of the human may play a role (e.g., ability, benevolence,

and integrity) in determining trustworthiness, according to existing literature. Furthermore, we investigate

which observable metrics (manifesta) an agent may take into account as cues for the human teammate’s

krypta in an online 2D grid-world experiment (n = 54). Results suggest that cues of ability, benevolence

and integrity influence trustworthiness. However, we observed that trustworthiness is mainly influenced by

human’s playing strategy and cost-benefit analysis, which deserves further investigation. This is a first step

towards building informed beliefs of human trustworthiness in human-AI teamwork.
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1 INTRODUCTION

Artificial agents are becoming more intelligent and able to execute relevant tasks for our daily
lives, including in work environments, home assistance, battlefield and crisis response [39]. This
holds for chat-based agents, intelligent virtual agents and even robots. These tasks should com-
plement human’s sensory and cognitive abilities. For example, an intelligent agent can quickly
process large quantities of data, but it may require a human to make ethical decisions. In these cases,
humans and intelligent agents should learn to cooperate, coordinate and collaborate with people,
forming human-AI teams (also called human-agent, human-automation or human-machine teams).
Humans make use of trust in each other (as well as trust in themselves) to make decisions and
achieve effective teamwork, through communication and shared mental models [56]. For example,
how I trust someone for a certain task, e.g., drive a car, will affect how I behave, e.g., I may accept
a ride or suggest I drive instead. Similarly, we proposed in previous works [16] that AI teammates
could make use of the human notion of trust to make decisions in human-AI teams, e.g., acting
towards the team’s goal and risk mitigation. For the AI to be able to form beliefs of artificial trust1

in human teammates, we need to first study which characteristics make a human teammate trust-
worthy towards an AI teammate and how these characteristics can be perceived by the AI, as this
is not present in literature to the best of authors’ knowledge. To try to close this gap in literature,
we suggest in Reference [17] which characteristics may form this trustworthiness and how these
can be observed. This article extends this work by exploring how these metrics can actually be
used in an online experiment involving humans teaming up with artificial agents.

Using notions of trust for artificial agents is in fact not new for Multi-Agent System (MAS),
where artificial trust has been used among artificial agents for decision-making, see e.g., Refer-
ences [21, 55, 61]. However, we would like to similarly use artificial trust to enable AI teammates
to delegate or decide how to rely on their human teammates, taking into account the team’s goal
and possible risks. In particular, artificial trust should help the AI teammate know (1) whether a hu-
man teammate could do a certain task and (2) whether they would actually do that task. Although
artificial teammates are developed by humans and tailored to our needs, it is impossible to prepare
them for all of their possible teammates and situations. Furthermore, people change with time and
an artificial agent should be able to adapt throughout interactions. As such, artificial teammates
should have the capacity to observe their human teammates and build beliefs regarding their trust-
worthiness, which will allow them to assist better. More specifically, the agent would be able to
decide when to rely on someone and act accordingly, e.g., by helping the human or deciding on
task allocation, mitigating the risks and ensuring the team’s goal is reached [13]. We see reliance
as the resulting behaviour of artificial trust evaluation, whereas artificial trust is a construct, i.e., a
model composed of several aspects. Besides knowing the result of artificial trust evaluation (and,
consequently, reliance), knowing which aspects constitute trust, i.e., by knowing why someone
is or not trustworthy for a certain task, also contributes to better decisions and may improve the
interaction between the human and the agent.

We approach artificial trust from a functional perspective, in which trust is a relational construct
between the trustor x , the trustee y, about a defined (more or less specialized) task (τ ), as in [22].
More concretely, artificial trust of x iny is x ’s belief abouty’s trustworthiness [16]. Literature so far
explores how artificial agents can form beliefs regarding other artificial agent’s trustworthiness,
but not how they can form these beliefs regarding a human teammate. Thus, what makes a human
trustworthy (towards AI) in a human-AI team setting, and how could an artificial agent observe it,
given a specific task? We are presented with a large gap in the literature since:

1We use the term artificial trust as in Reference [6] to refer to AI’s computation of trust in other agents or humans. We

recognize that an agent’s computational assessment of someone’s trust differs from the human phenomenon of trust.
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(1) There is no theory of what human’s trustworthiness towards an artificial teammate is (i.e.,
what are the aspects of the construct) from social sciences’ perspective.

(2) There is, consequently, little to no research regarding how these aspects that may compose
this trustworthiness manifest (i.e., behavioural cues).

(3) No research has shown how this observable behaviour could be used for the formation of
artificial beliefs regarding human’s trustworthiness in a specific context and how these can
be used.

As such, in this article, we take a step towards answering these questions by exploring how man-
ifested (i.e., observable) behaviour could be used to establish different aspects of a human’s trust-
worthiness, and how those relate to self-reported trustworthiness and overall success metrics. We
depart from theories both in social sciences and multi-agent systems and investigate them through
an experiment where 54 participants collaborated with simple artificial agents by collecting prod-
ucts from a supermarket in a 2D grid world (inspired by search and retrieve task, such as Blocks
World for Teams [30] experiments). During the experiment, we collected logs of participant’s be-
haviour as agent observations, and self-reported measures regarding participant’s trustworthiness
and goals in the experiment.

This work contributes by:

(1) Theoretically exploring through a multidisciplinary perspective:
(a) How an artificial agent could break down a trustworthiness belief into different aspects

(partly presented in conceptual model from Reference [17]);
(b) How such an agent could form beliefs of these aspects regarding human’s trustworthiness

through observations;
(2) Presenting an experiment design which empirically explores how these aspects could be

observed and how they relate to each-other given a specific task and scenario;
(3) Analysing through Bayesian statistics how these observations relate with overall success

measures and human’s self-reported trustworthiness;
(4) Reporting important transversal methodological challenges that may affect the study of such

question;
(5) Relating these findings with human strategy to determine the next steps in allowing an

artificial agent to form trust in human teammates.

The rest of this article is organized as follows: in Section 2, we explore the literature and concepts
behind our model, then explain the experiment design in Section 3, and the results in Section 4.
We then discuss the results in Section 5, summarizing the model in Section 3, and finally conclude
in Section 6.

2 ASPECTS OF ARTIFICIAL TRUST

Most research on human–machine interaction has focused on how humans trust artificial agents,
see e.g., References [24, 27, 33, 38, 45, 47, 64] and not vice versa. However, there is some work in
this direction, for instance, how an artificial agent can detect whether a human is being trustwor-
thy, based on episodic memory [63], i.e., based on how many times the human was reliable in the
past, and on social cues from video of a human interacting with a robot [60]. Also, Reference [6]
has proposed a model to predict how much humans can be trusted to execute a task, in human–
robot teams, focusing only on a human’s capabilities. None of these works has tried to deconstruct
human trustworthiness, however, but rather looked at it as a simple metric, and mainly focusing
on performance. Instead, we propose that we should take several dimensions into account when
determining trustworthiness. By learning the mental model of the human teammates, we believe
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Fig. 1. Krypta and manifesta of human trustworthiness in human-AI teams, part of conceptual model previ-

ously presented in Reference [17].

the agent is better equipped to make informed choices, mitigating risks and eliciting appropriate
trust while still assessing trustworthiness. In this section, we present the theory behind our pro-
posed mental model of human trustworthiness in human-AI teams (in Figure 1). This theory is
based on existing concepts within the literature.

We start by exploring how artificial agents could use artificial trust, from a computational per-
spective. Reference [21] proposes that artificial trust can be deconstructed in two beliefs regarding
trustee’s trustworthiness, i.e., competence belief, and willingness belief. The competence belief re-
flects an evaluation of the trustee’s abilities, meaning that the trustee can produce the expected
results (i.e., can perform an action as expected). On the other hand, the willingness belief translates
to whether the trustor believes the trustee will do the task (independently of competence belief).
These beliefs may be affected by external factors like opportunities and interferences [21], which
can be part of activity context and process [29, 37].

As we do not know how humans manifest willingness and competence directly (willingness
is particularly difficult), we start by exploring which internal features makes the human more
or less trustworthy, and how these could be observed through behaviour. We follow [22], who
propose that trust beliefs are formed from the observable behaviour of an agent, the manifesta,
which are signals that indicate certain internal features, the krypta (inspired by Reference [8]).
In Section 2.1.1, we establish which krypta to use based on human–human trust models, and in
Section 2.1.2, we propose how to observe these in a human-AI teamwork scenario.

We also explore which factors are important in human’s strategy in Section 2.2. Factors such
as preference and perceived risk are often mentioned as elements that affect decision-making in
general [29, 42]. We claim that some of these factors form human strategy. Strategy is mainly
related to the goal, the task, and the consequence of taking the task. It also plays a role in the
decision-making of the trustee, determining whether a task will be performed, thereby affecting
the trustee’s trustworthiness.

In the following sections, we explore the relationships between manifesta, krypta and strategy.

ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 5. Publication date: January 2024.
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2.1 Human Trustworthiness

2.1.1 Krypta. Krypta is the set of internal features of an agent [8] that make them more or
less trustworthy. When transferring these notions to humans, we base our human krypta on the
ABI model of trust [42], which has been widely used to study trustworthiness in organizational
psychology. Although we do not know if this is the adequate krypta for human trustworthiness
in human-AI teams, this is the closest we find in literature. ABI says that human trustworthiness
depends on their internal features of ability, benevolence and integrity. The authors define trust
as the willingness of a party to be vulnerable to the actions of another party based on the expectation
that the other will perform a particular action important to the trustor, irrespective of the ability to
monitor or control that other party (p. 712). In this model of trust, trustworthiness is defined as
the extent to which an actor has the ability to execute relevant tasks, demonstrates integrity, and is
benevolent towards fellow team members [64] (p. 461). Furthermore, these are the definitions of
ability, benevolence and integrity that can be found in Reference [42]:

— Ability is that group of skills, competencies, and characteristics that enable a party to have
influence within some specific domain. (p. 717)

— Benevolence is the extent to which a trustee is believed to want to do good to the trustor, aside
from an egocentric profit motive. Benevolence suggests that the trustee has some specific attach-
ment to the trustor. (p. 718)

— The relationship between integrity and trust involves the trustor’s perception that the trustee
adheres to a set of principles that the trustor finds acceptable. (p. 719)

Compared with the definitions of competence and willingness from Reference [21], we can as-
sociate ability with competence, and all three (ability, benevolence and integrity) with willingness.
The next and final step of building our mental model is to explore ways of building a manifesta,
i.e., behaviours which can give us cues to the krypta, from the literature.

2.1.2 Manifesta. We looked into literature to find possible ways of observing ability, benevo-
lence and integrity, so that we can have cues of the human krypta, and finally form beliefs regard-
ing human’s trustworthiness (i.e., willingness and competence).

Ability in the context of human teams can be observed in how successfully a task is performed
(e.g., based on time or score of some kind), how much effort was put to do a task well, by con-
tinuously working thoroughly and accurately, and also in how appropriately the tools (such as
technology) were used [12].

Benevolence can take its time to meaningfully develop [42], since it is connected to the rela-
tionship between the trustor and trustee. This makes the process of observing it in first-time in-
teractions hard. In multi-agent systems, a benevolent agent is the agent that accepts the requests
of other agents, i.e., the one that voluntarily helps another agent, without this serving or harming
its own goal [40, 46]. We can then observe it through task support, i.e., when a teammate helps
another by helping or completing a task [12]. Benevolence is then intertwined with the personal
relationship between the trustor and the trustee, i.e., it has to do with the specific altruistic attitude
of the trustee regarding a certain trustor.

Integrity, finally, is by definition related to values and moral principles. These principles can
be such as honesty, truthfulness, sincerity, fairness, and ability to keep commitments (i.e., reli-
ability, dependability) [44, 51]. As such, we can observe it through credible communications, a
strong sense of justice, consistency of word and action, and availability [2, 12, 42]. It differs from
benevolence, since it is related to general principles and values of the trustee, rather than trustee’s
attitude towards the particular trustor. However, depending on the literature, there are traits that
are sometimes associated with benevolence and other times with integrity, which is the case of
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commitment and availability, for example. In fact, Reference [54] presented a schema in which
both availability and commitment are considered to be an antecedent of benevolence.

2.2 Strategy

2.2.1 Krypta. During our pilot studies, we could observe that participants might be following
a strategy, i.e., to select their perceived advantageous alternatives from the beginning and persist
on these lines of options [11]. However, what is advantageous for one participant might not be
for another. In fact, human decision-making is influenced by explicitness of positive and negative
consequences as well as the directness of probabilities for reward and punishment [11]. Although
this is not the main focus of this study, we believe it should still be addressed. For this reason, we
can see in Figure 1 a block for strategy, where perceived cost and perceived benefit are addressed
as the main krypta factors, not directly observable. Perceived cost-benefit is affected by several
factors, including goals, motivation, engagement, perceived risk, perceived effort, difficulty, time,
utility, and overall cognitive characteristics [35, 50, 57]. Overall, what is effort and how a certain
effort is rewarding to us depends on our characteristics (krypta) [26] (e.g., a person with good
photographic memory may find it effortless to collect a new product).

2.2.2 Manifesta. How an agent can observe the perceived cost and perceived benefit is still
an open question, as well as the relationship with the three trustworthiness dimensions. We do
speculate, however, that the agent might be able to calculate perceived effort, engagement and
reward, through observation of repeated human behaviour (see e.g., References [20, 32, 49]. How
the strategy can be observed will not be the focus of the design of the experiment, but it will be
further explored in the discussion (Section 5).

2.3 Summary

In this section, we explored the theory that indicates how we can measure ability, benevolence and
integrity. However, we still need to investigate how these can be in practice applied to human-AI
teamwork and how they should manifest. In particular, we aim at filling the gap in the literature
by exploring how to observe trustworthiness’s dimensions from humans, in human-AI teamwork.
We hypothesise that an agent can build trustworthiness beliefs of a human teammate’s ability,
benevolence and integrity (the krypta) based on observations of human behaviour (the manifesta).
Because it is challenging to compare our observations to a ground truth (if we could understand
trustworthiness perfectly, it would not be a challenge for an agent either), we cannot prove our
hypothesis. However, we can and will explore how our observations relate to self-reported trust-
worthiness and general metrics of success (which are direct consequences of trustworthiness). We
do not claim that people have a perfect perception of their own trustworthiness, but rather are
interested in exploring the relationships between self-reported and observed behaviour. Besides
this main focus of our article, we want to also investigate which other factors, part of human’s
strategy, might influence decision-making in this setting.

3 METHOD

We have conducted an experiment to explore how an agent can form beliefs regarding its human
teammate’s trustworthiness. The goal of this experiment is to explore how we can observe be-
haviour that is associated to ability, benevolence, and integrity. This experiment was done online,
where participants accessed through their browser from their homes, while on a call with the
experimenter. We collected data through logs regarding the human’s observable behaviour (i.e.,
choices, performance, etc) that we relate to ability, benevolence and integrity, as well as human’s
self-reported (subjective) metrics regarding their own ability, benevolence, and integrity during
the experiment.
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3.1 Participants

This research received ethical approval from the TU Delft HREC, nr 1672. Fifty-four participants
were recruited using the authors’ personal networks and, in some cases, participants recruited fur-
ther participants. The most frequent age group was 25–34 (42 participants) and ages were between
18 and 54 years old. Two-thirds of the participants identified themselves as Male and the rest as Fe-
male. The participants’ cultural background was mostly European (43) and their experience with
computer games ranged from low (11), and average (24) to advanced (19).

We first used four of the participants for the pilot. After the pilot, we added one final question
regarding the strategy (see in Section 4.4) to the experiment, as explained in Section 2.2. For this
reason, we used the data collected during the pilot in the analysis, except in the last question.

3.2 Environment

To observe ability, benevolence and integrity in human-AI teams, we needed a task which was
accessible to all participants, but could differentiate them along the three dimensions. As such, the
task was easy but (1) required some memory and keyboard ability as additional competences (so
we could observe ability), (2) presented two different agents asking for collaboration (so that we
could see benevolence), and (3) gave the participants the freedom to lie, give up and be fair (so we
could see integrity). In this experiment, artificial agents asked their human teammates to collect
products in a 2D grid world supermarket (inspired by the booming of click&collect shopping dur-
ing pandemic) developed using Matrx package23. The environment consisted of the supermarket
(Figure 2 where the participant interacted with the products and a chat, in which the participants
could interact with the agent.

Participants (marked as a yellow smiley) were asked to imagine themselves as workers, with
the role of collector, in the supermarket. (Imaginary) Customers ordered from the supermarket
online. These orders were processed by artificial Agent X and Agent Z, who were the participant’s
teammates (marked as yellow smiley with glasses, standing next to a basket and a letter “X” or
“Z”, respectively). During the experiment, the agents showcased the product that needed to be
collected in the light blue area below them and announced it in the chat. These products were
disposed in the several aisles of the supermarket and may not be visible to the participant from
the distance, depending on participant’s virtual capabilities (based on group characteristics, as
explained in Section 3.3). The participant could access the chat and communicate with the agents
through buttons “Help X”, “Help Z”, “Collected”, and “Give up”. The stochasticity present in this
experiment is limited to the products that appeared in the blue areas. In order to keep control of the
environment and different conditions, the agents present in this experiment were not intelligent
agents, i.e., they did not have autonomy nor learned actively. However, the participant does not
know the level of autonomy of the agent, so we do not think this affects how the participant
perceived the AI.

3.2.1 Task. The participant’s job was to help the agents collect as many products as possible,
during 10 minutes. Participants could check the products presented by the two agents and choose
which one to help (only one at a time), by pressing the button “Help [agent id]” (i.e., to help Agent
X, participant should press “Help X”). The other (i.e., Agent Z in this case) took it as a rejection and
presented another product (it counted as if the product was collected by another agent, so that the
participant could choose freely who they wanted to help). After committing to helping an agent,
the participant was expected to search for the product (participants moved with keys), bring it

2https://www.matrx-software.com/
3The code and raw data can be found in https://github.com/centeio/click-collect and https://doi.org/10.4121/21982991.v1.
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Fig. 2. Experiment environment, a 2D grid world supermarket. On the left side of the screen, the participant

(smiley face without glasses) had to help the agents (the smiley faces with glasses) collecting products. They

could communicate using the buttons on the chat side of the page (right side). Scores appear in the top left

corner.

to the agent and press the button “Collected” (counted as a success). “Collected” could be pressed
even if the product was not actually collected, allowing participants to lie to the agent (counted
as a lie). They could also give up on a task by pressing the button “Give up” (counted as give up).
Agents presented new products every time the participant gave up on, collected or rejected their
product.

In this setting, it was only possible to succeed at the task, without, otherwise being counted
either as a lie or as a give-up. We made this choice because we wanted to know the reason why a
task was unsuccessful. According to the pilot, the task was quite accessible, and the best someone
did, the more tasks that person would complete and more quickly. They would either purposely
deliver the wrong product and say it was collected (in which case it is a lie) or decide to give up. As
such, we counted for the number of successfully completed tasks as an indicator of participant’s
success.

Furthermore, there were two scores in the game for the participant, the personal score and the
team score. Rewards follow Table 1. We separated the score into team and personal to accommodate
the idea that sometimes personal and team goal may collide. In this case, when a person lied, they
could still get the success reward for personal score, but it harmed the team, reducing the team’s
score by 5 points. Different subjects may care differently about team or personal score.

3.3 Conditions

We divided the participants in four different groups. Our main objective was not to know how our
manipulations affected trustworthiness directly, but rather to provide some possibility of variance
among ability, benevolence and integrity (as we believed there was the risk that the environment
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Table 1. Reward System

Action Success Lie Give up

Personal 10 10 –5
Team 10 –5 –5

was not complex enough to show this variation without manipulation). As these groups were not
thought to be compared, this was not a comparative experiment. The groups were:

(1) Gn: This group was presented to the environment without adding anything to the narrative.
They could only see the products when standing from a certain distance.

(2) Ga: This group was given better virtual abilities, i.e., this was the only group that could see
all products in the supermarket, regardless of distance. The objective was to diversify ability.
We expect participants of this group to be able to complete the tasks faster, by finding the
products first, for example.

(3) Gb: This group was asked to imagine they had a close relationship of colleague/friends with
Agent X, whereas Agent Z was new to the supermarket (based on Reference [1]). Further-
more, based on Reference [48], we gave Agent X characteristics that motivated mindless
behaviour, by giving the Agent X’s and the human’s avatar the same colour (green), instead
of yellow (as Agent Z’s), and by giving Agent X a friendlier way of talking. The objective
was to diversify benevolence. We expect participants of this group to lean towards helping
one agent more over the other, showing higher benevolence towards one specific agent.

(4) Gi: This group was asked to imagine they were in a temporary job and that they would
earn money proportionally to their personal score. We expect participants of this group
to prioritize their personal motives, e.g., wanting to do the highest amount of tasks in the
shortest amount of time possible. This can lead to participants giving up more often, i.e.,
if they realize they cannot complete a certain task quickly, they may want to go for the
next one. Also, these participants may lie to the agent more often, by saying that a task is
completed when it is actually not, as they would get the same reward, which would then
convert in the money they would hypothetically get. The main objective was to diversify
the priority of principles among participants, thereby diversifying integrity.

3.4 Procedure

Foremost, each participant accessed to a previously shared online meeting room. The participant
was then asked first fill in the consent form online, and proceed to the demographic questions
regarding their gender, age, cultural background, and expertise in computer games. Then, they
were randomly assigned to one of the four conditions, and the researcher explained the task. They
could then try it out in a trial environment, where the researcher made sure they understood the
task and how to navigate in the environment. Finally, the participant played the task for 10 min
and after that answered the questions regarding their own trustworthiness.

3.5 Subjective Measures

3.5.1 Self-Evaluation of Trustworthiness. We adapted the validated questionnaire of
Reference [1] (also based on References [2] and [41]) regarding trust in (military) teams to
perceived own trustworthiness, as to have subjective measures of the participant’s self-estimation
of ability (in the original questionnaire as capability), benevolence and integrity. The questions
regarded (1) capability/ability, relating this dimension to self-perception of capability, knowledge,
qualification and communication and faith in self’s abilities; (2) benevolence, where participants
were inquired about their attitude specifically towards each of the agents, in terms of having
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agent’s best interests in mind, looking out for the agent, and working/wanting to protect the
agent; (3) integrity, where participants were self-evaluated regarding fairness, honour, honouring
their word, keeping promises and telling the truth. We referred to the questions regarding ability
as QA (which go from QA1 to QA5 and have a QA Mean of the five questions), benevolence towards
Agent X as QB and integrity QI in a similar fashion. The sum of all measures per participant
(subjective trustworthiness towards X) was STW. In summary:

— QA Mean: average of QA1, QA2, QA3, QA4, and QA5.
— QB Mean: average of QB1, QB2, QB3, QB4, and QB5.
— QI Mean: average of QI1, QI2, QI3, QI4, and QI5.

3.5.2 Strategy. Finally, at the end of the questionnaire, participants were asked what their goals
were during the experiment. This question was added in order to explore what might be behind
a participant’s strategy choice. It was a multiple choice question (allowed to tick more than one
box), in which the options were elaborated mainly based on different perceptions of cost and ben-
efit of the world, including perceived effort and value attributed to the scores. As the task was
part of a teamwork scenario, and this was highlighted in certain conditions, we also added op-
tions regarding their teamwork, where the strategy would mainly focus on helping the agents.
The options were: “Collect as many products as possible”, “Collect products as fast as possible”,
“Maximize personal score”, “Maximize team score”, “Collect the easiest products (based on icon)”,
“Collect easiest products (based on distance)”, “Collect according to the chat messages”, “Helping
both agents equally”, “Helping specifically agent X”, “Helping specifically agent Z”, “I do not know”,
and “Other”. When choosing “Other”, they could write a goal in their own words. This question
was mainly exploratory.

3.6 Agent Observations

Based on the subjective measures in Section 3.5 and literature in Section 2, we chose the human
teammate’s manifesta (as presented in Figure 1). These measures should translate the agent’s ob-
servations into the concepts related to the definitions of ability, benevolence and integrity, in a
similar way to how they were represented in the questionnaire. In this experiment, we logged the
main actions of the participants, with a timestamp number of moves since the start of the experi-
ment, and a Manhattan distance between the product position in the supermarket and an average
participant’s starting position. The events being logged were:

— A newly presented task by an agent, i.e., when an agent asked for a new product to be
collected by the participant. This happened every time (1) the participant declined their task
(by accepting the task of the other agent), (2) concluded successfully the task or (3) concluded
unsuccessfully the task.

— The participant accepted one agent’s task, by pressing “Help”.
— The participant concluded the task, whether it was by pressing “Collected” (which registers

whether this was successful, which counted as a success, or unsuccessful, which counted as
a “Lie”) or “Give up”.

With these logs, we calculated the number of presented tasks, accepted tasks, successful tasks,
lies, give-ups per agent for each participant. We also calculated average times and moves. Us-
ing these, we computed the agent observations of ability, benevolence, and integrity. Although
some of the measures may relate with more than one of the three definitions of ability, benevo-
lence, and integrity, we related them with the one that was closest to definition and questionnaire
questions.
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3.6.1 Ability. The observable metrics related to ability were:

— Time/Task: time spent per successful task. This was an indicative of higher performance
when lower, meaning that someone needs less time to complete a task.

— Moves/Task: steps needed to successfully complete a task. Just like Time, it was also an indi-
cation of higher performance when lower, as the subject needed fewer moves to find the
product and collect it (and return it). However, certain tasks required more moves than
others (since the products were randomly selected in the grid). Thus, we calculated this
metric as

Moves/Task

Mean task difficulty
, (1)

where Mean task difficulty is the shortest path to the required product).
— Moves/Time, i.e.,

Moves/Task

Time
. (2)

This metric should indicate better performance when higher, meaning the subject moved
fast.

3.6.2 Benevolence: As benevolence relates to whether the trustee wants good to the trustor, we
have used as metric a Favouritism factor, which was the ratio of number of successful tasks per
agent, i.e.,

# successful tasks for Agent X

# successful tasks for both Agents
. (3)

This indicated a participant helped more (favoured) one of the agents.

3.6.3 Integrity: For integrity, we looked at it from different perspectives, and combined the
factors believed to affect it. We computed:

— Honesty factor: number of lies over total tasks: i.e.,

# Lies for both Agents

# Accepted Tasks for both Agents
. (4)

— Commitment factor: number of given up tasks, i.e.,

# Give-ups for both Agents

# Accepted Tasks for both Agents
(5)

Although the number of give-ups can also indicate a lack of ability, we chose to associate
it with integrity since, as explained before, we considered the task feasible (and all partici-
pants tried it through a tutorial first). As such, when a person decided to give-up, it showed
more about persistence and “keeping promises”, which are traits of integrity according to
the questionnaire used.

— Fairness 1: According to the dictionaries of Cambridge and Merriam-Webster, fairness
can be defined as treating people equally, impartially, free from self-interest, prejudice or
favouritism. As such, for Fairness 1, we calculated the absolute difference between the lies
given to each agent, i.e.,

abs

(
# Lies for Agent X

# Accepted Tasks for Agent X
− # Lies for Agent Z

# Accepted Tasks for Agent Z

)
(6)

This fairness factor aimed at reflecting the fairness w.r.t. honesty. Although the difference
of lies between agents could be interpreted as a sign of higher benevolence (towards the
agent the participant lied the least), we considered this to be a signal of integrity since the
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participant was harming one more than the other (which is unfair). The difference between
this metric and Favouritism is that Favouritism is something positive, such as helping out a
friend (not necessarily with the intention of harming the other).

— Fairness 2. Similarly, this factor was absolute difference between the give-ups towards each
agent, i.e.,

abs

(
# Give-ups for Agent X

# Accepted Tasks for Agent X
− # Give-ups for Agent Z

# Accepted Tasks for Agent Z

)
(7)

This fairness factor aimed at reflecting the fairness w.r.t. commitment.

3.6.4 Trustworthiness: Although we frame trustworthiness as a combination of all the above,
we also computed the direct consequences of it through success metrics. This was mainly useful
to speculate how other metrics impacted overall trustworthiness in each situation. We see the
consequences of trustworthiness in terms of the success of the tasks, which is usually the main
goal in teamwork situations. In case of other goals, other metrics for trustworthiness may apply.
In particular, we divide success as a consequence of trustworthiness in two ways:

— TW abs: This is the absolute consequence of trustworthiness, and it was calculated by #
Successful tasks to Agent X. We called it absolute because it is the raw number of successes
during the 10 minutes of experiment. This has to do with how well a participant can do a
task, assuming that the more they successfully complete in 10 minutes, the fastest they will
do it (which, in this task, is the “how well” indicator).

— TW rel: The relative consequence of trustworthiness was calculated as the ratio of presented
tasks that were successful, i.e.,

# Successful tasks to Agent X

# Presented tasks by Agent X
. (8)

This was relative as it could be seen as the probability of one succeeding at a task when
asked. Thus, this suggests whether the participant would do a task when asked.

4 RESULTS

In this section, we report how the observations (manifesta) relate with each other, and how these
relate to participants’ self reports (of ability, benevolence and integrity). As mentioned before,
the purpose of separating the participants per condition was to create variation in the partici-
pants’ manifestation of ability, benevolence and integrity, though manipulation of narrative or
environment, but not of the task. The conditions were not created so that we could evaluate
each condition against a control group, necessarily, since we can group them and see the rela-
tionship among variables. Still, we compared the metrics among the conditions to see the effect
of our manipulation. We used R 4.2.2, with the packages First Aid 0.1 [7] for Bayesian t-tests and
correlations.

Bayesian methods have become more popular when analysing behaviour data, see e.g.,
References [3, 4, 9, 23, 52]. These have been found as an alternative to the more popular Fre-
quentist tests. Frequentist approaches usually try to prove a null-hypothesis through frequentist
statistical tests (which many times require certain assumptions from the data) and a p-value. Only
with a low enough p-value we can say something about our hypothesis. This can be very hard
to obtain with low quantity of behavioural data, which we usually get when doing research in
human-computer/human-robot interaction. Furthermore, we cannot really say how likely this is
to be a good hypothesis, only that it is (or not) statistically significant. Bayesian tests, on the other
hand, present probabilities, e.g., how likely it is that there is actually a difference between samples
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(instead of a yes/no). For these and other reasons, we chose to use Bayesian t-test and Pearson
correlation for our data. In this article, specifically, we do not try to prove one hypothesis. Instead,
we explore how the subjective measures and the agent observations relate and whether there was
any difference among the conditions.

For Bayesian tests, both t-test in Section 4.2 and Pearson correlation in Section 4.3, several
possible normal distributions that may fit to each of the metrics of our data are computed. This
means that each metric will have a distribution of credible means and standard deviations. The test
formula is then used for each of the credible combinations of means and standard deviations. Thus,
the test results will also have an average value. We report all these by their 95% High Density

Interval (HDI). Finally, we will evaluate the results of the tests by the probability of this average
being positive (meaning there is or not a difference) and interpret it according to Reference [34].
The closer to 0 or 1 the probability is, the more significant it is (depending on whether it is negative
or positive difference, respectively). When this probability is around 0.5, it means that this average
is around 0, which tells us that there is probably no difference between the two groups for that
formula. More on how Bayesian tests work can be found in References [34, 43].

4.1 Subjective Measures

The original questionnaire from Reference [1] is a validated one, where the authors ran both Ex-
ploratory Factor Analysis and Confirmatory Factor Analysis. However, since we adapted the tool,
we also ran a Cronbach alpha on our results. We found good Cronbach’s alphas [19] for ability
questions (α = 0.89) and integrity questions (α = 0.84), and excellent ones for benevolence ques-
tions (α = 0.93).

4.2 Differences Between Conditions

In this subsection, we look at the differences of the means of subjective measures and objective (ob-
served) metrics of ability, benevolence, integrity and overall trustworthiness between conditions.
We compare each group (Ga, Gb, Gi) with Gn. In particular, in Table 2 we compared Gb and Gn’s
metrics related to benevolence, both subjective (questionnaire benevolence-related items QB from
1 to 5 and the mean) and observed (Favouritism). Similarly, Table 3 compares groups Ga and Gn
in terms of ability metrics from questionnaire (QA1 to QA5 and mean) and observations related
to time and moves. Finally, Table 4 compares groups Gi and Gn in terms of integrity metrics, both
subjective (questionnaire items QI 1 to 5 and mean) and objective (Honesty, Commitment, Fairness
1 and 2).

In each of these tables, the first two columns show the average of the metrics for each of the
groups, with the limits of 95% HDI within brackets. The difference between means is showed in
Diff Means column, also with the limits of 95% highest density interval within brackets. The SD
columns show standard deviations in a similar fashion. Finally, the column % presents the prob-
ability of Diff Means> 0 and Evaluation column interprets the % column according to Reference
[18]. This evaluation present the risk of betting on such correlation, which can translate into how
probable a correlation is.

4.3 Correlations

After exploring the differences between conditions, we treated the dataset as one. In this subsec-
tion, we show the results of Bayesian Pearson correlation between metrics. Table 5 presents the
correlations between subjective and observed metrics. Furthermore, Table 6 presents the correla-
tions between observed consequences of trustworthiness metrics and observed metrics of ability,
benevolence and integrity.
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Table 2. Bayesian T -Test Between Benevolence (Gb) and Normal (Gn) Groups, Presenting Group’s

Possible Distributions’ Means and Standard Deviations, the Difference Between the Means, the

Probability of this Difference Being Positive and the Evaluation of this Probability, According to

Reference [18]

Metric Gb Mean Gn Mean Diff Means Gb SD Gn SD % Evaluation

QB1 4.8 [3.7, 5.9] 4 [2.5, 5.5] 0.8 [–1, 2.7] 1.8 [1.1, 2.9] 2.2 [1.2, 3.6] 0.8210 Casual bet
QB2 4.3 [3.4, 5.2] 3.4 [1.9, 5.1] 0.8 [–1, 2.6] 1.4 [0.8, 2.3] 2.4 [1.4, 3.9] 0.8282 Casual bet
QB3 4.4 [3.8, 5.1] 3.4 [1.8, 4.9] 1.1 [–0.6, 2.8] 1.1 [0.6, 1.7] 2.3 [1.3, 3.8] 0.9045 Promising but risky bet
QB4 4.8 [4.1, 5.5] 3.7 [2.4, 5] 1.1 [–0.3, 2.6] 1.2 [0.7, 1.8] 1.9 [1.1, 3] 0.9446 Promising but risky bet
QB5 4.7 [4, 5.4] 3.7 [2.4, 4.9] 1.1 [–0.4, 2.5] 1.1 [0.7, 1.8] 1.9 [1.1, 3] 0.9347 Promising but risky bet
QB Mean 4.6 [3.9, 5.4] 3.6 [2.3, 5] 1 [–0.6, 2.5] 1.2 [0.7, 1.9] 2 [1.1, 3.2] 0.8999 Casual bet
Favouritism 0.6 [0.5, 0.7] 0.6 [0.4, 0.7] 0.1 [-0.1, 0.3] 0.2 [0.1, 0.3] 0.2 [0.1, 0.4] 0.7661 Casual bet

As explained in Section 3.5, QB 1 to 5 correspond to each question regarding benevolence towards Agent X and QB

Mean is their average. Favouritism is the observed metric related to benevolence.

Table 3. Bayesian T -Test Between Ability (Ga) and Normal (Gn) Groups, Presenting Group’s Possible

Distributions’ Means and Standard Deviations, the Difference Between the Means, the Probability of this

Difference Being Positive and the Evaluation of this Probability, According to Reference [18]

Metric Ga Mean Gn Mean Diff Means Ga SD Gn SD % Evaluation

QA1 6.2 [5.5, 6.9] 5.5 [4.5, 6.4] 0.7 [–0.5, 1.9] 1 [0.5, 1.7] 1.4 [0.8, 2.3] 0.9019 Promising but risky bet
QA2 5.7 [4.9, 6.5] 5.2 [4.3, 6.1] 0.6 [–0.6, 1.8] 1.2 [0.7, 1.9] 1.3 [0.8, 2.2] 0.8355 Casual bet
QA3 5.4 [4.6, 6.3] 5.5 [4.6, 6.4] 0 [–1.3, 1.2] 1.3 [0.8, 2.1] 1.3 [0.7, 2.1] 0.4742 Not worth bet against
QA4 5.6 [4.7, 6.6] 5.4 [4.3, 6.5] 0.2 [–1.2, 1.7] 1.4 [0.8, 2.3] 1.6 [0.9, 2.7] 0.6309 Not worth bet on
QA5 5.7 [4.6, 6.8] 5.9 [5.2, 6.5] –0.2 [–1.5, 1] 1.6 [0.9, 2.6] 1 [0.6, 1.6] 0.3633 Not worth bet against
QA Mean 5.7 [5, 6.5] 5.5 [4.6, 6.3] 0.2 [–0.9, 1.3] 1.1 [0.6, 1.7] 1.3 [0.7, 2.1] 0.6783 Not worth bet on
Time/Task 50.8 [27.1, 77.2] 70.6 [32.3, 110.1] –19.4 [–65.9, 24.5] 35.6 [11.6, 63.5] 55.4 [27.6, 95.2] 0.1819 Casual bet against
Moves/Task 49.7 [44.5, 55.2] 59.5 [38.6, 81.4] –9.8 [–31.6, 12.4] 8 [4.3, 13.5] 31.1 [17.5, 51.1] 0.1753 Casual bet against
Moves/Time 1.2 [0.8, 1.5] 1.2 [0.6, 1.6] 0 [–0.6, 0.6] 0.5 [0.3, 0.8] 0.7 [0.4, 1.3] 0.5049 Not worth bet on

As explained in Section 3.5, QA 1 to 5 correspond to each question regarding ability and QA Mean is their average.

Time/Task, Moves/Task and Moves/Time are the observed metrics related to ability.

Table 4. Bayesian T -Test Between Integrity (Gi) and Normal (Gn) Groups, Presenting Group’s Possible

Distributions’ Means and Standard Deviations, the Difference Between the Means, the Probability of this

Difference Being Positive and the Evaluation of this Probability, According to Reference [18]

Metric Gi Mean Gn Mean Diff Means Gi SD Gn SD % Evaluation

QI1 5.9 [5.4, 6.4] 5.3 [4.1, 6.5] 0.6 [–0.7, 1.9] 1 [0.7, 1.4] 1.8 [1.1, 2.9] 0.8286 Casual bet
QI2 6.1 [5.5, 6.7] 6.1 [5.3, 7] 0 [–1.1, 1] 1.2 [0.7, 1.7] 1.3 [0.7, 2.2] 0.4792 Not worth bet against
QI3 6 [5.5, 6.5] 6.1 [5.2, 7] –0.1 [–1.2, 1] 1.1 [0.7, 1.5] 1.4 [0.8, 2.4] 0.4083 Not worth bet against
QI4 6.3 [5.7, 6.9] 7 [7, 7] –0.7 [–1.3, -0.1] 0.8 [0.4, 1.4] 0 [0, 0] 0.0254 Promising but risky bet against
QI5 6.7 [6.1, 7.1] 7 [7, 7] –0.3 [–0.9, 0.1] 0.6 [0, 1.1] 0 [0, 0] 0.0844 Promising but risky bet against
QI Mean 6 [5.6, 6.5] 6.1 [5.4, 6.9] –0.1 [–1, 0.7] 0.9 [0.6, 1.2] 1.1 [0.6, 1.8] 0.4092 Not worth bet against
Honesty 1 [0.9, 1] 1 [1, 1] 0 [–0.1, 0] 0.1 [0, 0.1] 0 [0, 0] 0.0972 Promising but risky bet against
Commitment 1 [1, 1] 1 [1, 1] 0 [0, 0] 0 [0, 0] 0 [0, 0] 0.4993 Not worth bet on
Fairness 1 1 [0.9, 1] 1 [1, 1] 0 [–0.1, 0] 0.1 [0, 0.2] 0 [0, 0] 0.0718 Promising but risky bet against
Fairness 2 1 [1, 1] 1 [1, 1] 0 [0, 0] 0 [0, 0] 0 [0, 0] 0.5016 Not worth bet on

As explained in Section 3.5, QI 1 to 5 correspond to each question regarding integrity and QI Mean is their average.

Honesty, Commitment, Fairness 1 and 2 are the observed metrics related to integrity.

We have also included Figures that illustrate the values in the tables. In particular, we have
picked one figure that shows the correlation between one subjective and one observed metrics,
such as the case of QB Mean (benevolence questions) and Favouritism in Figure 3. We also show
how the correlation between subjective trustworthiness (STW) and observed trustworthiness,
TW abs and TW rel, respectively, in Figures 4 and 5. In these figures, we can see the actual data
in the red bar charts on the axis and black circles (each representing an instance) in the middle of
the plot. The blue lines around the red charts show the credible normal distributions for our data.
As explained in the beginning of this section, the correlation is then run for the several credible
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Table 5. Bayesian Pearson Correlation Between Subjective and Observed Metrics, Presenting the

Means of the Correlation Among the Distributions of Two Metrics, the Probability of this Mean

Being Positive and the Evaluation According to Reference [18]

Metric 1 Metric 2 Mean % Evaluation

STW TW abs 0.3 [0, 0.5] 0.9855 Good bet - too good to disregard
STW TW rel 0.5 [0.2, 0.7] 0.9999 Nearing certainty

QA Mean Time/Task –0.2 [–0.5, 0.1] 0.1035 Casual bet against
QA Mean Moves/Task 0 [–0.3, 0.3] 0.5117 Not worth bet on
QA Mean Moves/Time 0.2 [–0.1, 0.4] 0.8590 Casual bet

QB Mean Favouritism 0.3 [0, 0.5] 0.9802 Good bet - too good to disregard

QI Mean Honesty 0.1 [–0.2, 0.4] 0.7757 Casual bet
QI Mean Commitment 0 [–0.3, 0.3] 0.4976 Not worth bet against
QI Mean Fairness 1 0.2 [–0.1, 0.5] 0.8692 Casual bet
QI Mean Fairness 2 0 [–0.3, 0.3] 0.5087 Not worth bet on

In particular, we present the correlations between (1) STW, which is an average of all the questions in the

questionnaire (i.e., QA, QB and QI), and observed trustworthiness, both absolute and relative, i.e., TW abs and

TW rel, respectively; (2) subjective metric of ability (QA Mean, which is the average of ability questions) and

objective metrics of ability (Time/Task,Moves/Task and Moves/Time); and in a similar fashion for metrics of

(3) benevolence and (4) integrity.

Table 6. Bayesian Pearson Correlation Between Metrics of Overall Trustworthiness and the

Observed Metrics of Each Aspect of Ability, Benevolence, and Integrity

Metric 1 Metric 2 Mean % Evaluation

TW rel Time/Task –0.1 [–0.4, 0.2] 0.2844 Not worth bet against
TW rel Moves/Task 0.3 [0, 0.5] 0.9740 Good bet - too good to disregard
TW rel Moves/Time 0.2 [0, 0.5] 0.9451 Promising but risky bet
TW rel Favouritism 0.8 [0.6, 0.9] 0.9999 Nearing certainty
TW rel Honesty 0.3 [–0.1, 0.5] 0.9416 Promising but risky bet
TW rel Commitment 0 [–0.3, 0.3] 0.4979 Not worth bet against
TW rel Fairness 1 0.3 [0, 0.5] 0.9583 Good bet - too good to disregard
TW rel Fairness 2 0 [–0.3, 0.3] 0.4975 Not worth bet against

TW abs Time/Task –0.7 [–0.8, –0.5] 0.0001 Promising but risky bet against
TW abs Moves/Task 0 [–0.3, 0.3] 0.4630 Not worth bet against
TW abs Moves/Time 0.7 [0.6, 0.8] 0.9999 Nearing certainty
TW abs Favouritism 0.2 [0, 0.5] 0.9411 Promising but risky bet
TW abs Honesty 0.2 [–0.1, 0.5] 0.8778 Casual bet
TW abs Commitment 0 [–0.3, 0.3] 0.5009 Not worth bet on
TW abs Fairness 1 0.1 [–0.2, 0.4] 0.7863 Casual bet
TW abs Fairness 2 0 [–0.3, 0.3] 0.5047 Not worth bet on

The table presents the means of the correlation among the distributions of two metrics, the probability of this

mean being positive and the evaluation according to [18].

distributions, creating a distribution of possible correlation values. On top of the figures, we can see
the distribution of the correlation possible values and their 95% HDI. The more similar the credible
distributions of the data are, the slimmest the correlation distribution will be and the more likely
it is that the correlation is the median value. The furthest this distribution is from 0, the more
probable it is that there is indeed a correlation, positive (if on the positive side) or negative (if on
the negative side).
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Fig. 3. Bayesian Pearson Correlation between subjective benevolence (QB Mean) and observed benevolence

(Favouritism). The black circles represent the instances of our dataset, and the metrics’ histograms are on

the red bar charts. The blue lines around the red charts show the credible normal distributions for our data.

The top plot presents the distribution of the correlation of possible values and their 95% HDI.

4.4 Strategy

In Table 7, we can see the results of the multiple choice question regarding participant’s strat-
egy when performing the task. We have ordered the table according to the original order in the
questionnaire and numbered them for reference simplicity. In the complementing text of “Other”,
3 participants reported “slightly” helping more agent X, whereas 1 reported similar regarding
agent Z.

5 RESULTS DISCUSSION

In this section, we discuss the results, highlight some interesting aspects and reflect on what they
might mean. We divide this section similarly to the result section to make it easier to follow. How-
ever, we find it relevant to highlight our main findings beforehand, as some of these findings affect
the interpretation of the several results presented. As such, our main findings looking at the num-
bers were:

(1) There were expected differences between conditions both for self-reported (subjective) and
observed metrics, meaning our manipulations had effect on the participants.

(2) STW highly correlates with both observed overall consequence of trustworthiness metrics
(TW abs and TW rel).

(3) There are probable yet low correlations (probable here means that after several correlation
tests with the possible distributions of the data, the correlation was mostly either positive
or negative, making it a safer bet), between subjective and one of the observed metrics for
each of the aspects of ability, benevolence and integrity.
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Fig. 4. Bayesian Pearson Correlation between STW and observed absolute trustworthiness (TW abs). The

black circles represent the instances of our dataset, and the metrics’ histograms are on the red bar charts. The

blue lines around the red charts show the credible normal distributions for our data. The top plot presents

the distribution of the correlation of possible values and their 95% high density interval.

Table 7. Number of Times Each goal was Chosen in Strategy

Question (Multiple Choice Allowed), Ordered as in Questionnaire

Option #

1. Collect as many products as possible 39
2. Collect products as fast as possible 34
3. Maximize team score 26
4. Maximize personal score 16
5. Collect easiest products (based on icon) 26
6. Collect easiest products (based on distance) 25
7. Collect according to the chat messages 3
8. Helping both agents equally 15
9. Helping specifically agent X 2
10. Helping specifically agent Z 2
11. I do not know what my goal was 1
12. Other 3

(4) Almost all observed metrics of ability, benevolence and integrity correlated with TW rel
and most of them also correlated with TW abs. These correlations were rather low except
for Favouritism (benevolence) with TW rel and Time/Task and Moves/Time with TW abs,
which were expected by definition.
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Fig. 5. Bayesian Pearson Correlation between STW and observed relative trustworthiness (TW rel). The black

circles represent the instances of our dataset, and the metrics’ histograms are on the red bar charts. The blue

lines around the red charts show the credible normal distributions for our data. The top plot presents the

distribution of the correlation of possible values and their 95% HDI.

(5) Most participants said they collected as many products as possible and as fast as possible.
They also mentioned they chose the easiest products to collect. This can be interpreted as
participants caring mostly about doing the task well and quickly, with the least effort asso-
ciated to it, and not paying so much attention to the details of the scenario.

Beyond the numbers, we found several interesting points transversal to all results. These were:

(1) Most participants only cared about the game/task itself, focusing on performing well at find-
ing and retrieving objects rather than paying attention to the context that was presented
initially (i.e., participants tend to forget that one of the agents was their friend, in benevo-
lence condition, or that it is their last day of work, and they need to make as much money as
possible, in integrity condition). They also rarely looked at the chat, from our observation.

(2) Probably related to the previous point, some participants mentioned that they do not see the
agents as their teammates. This may mean that our task could be improved by including, for
example, more interdependencies or autonomy.

(3) Very few participants lied or gave up on tasks. This may be because they feel observed
(which affects ecological validity) or because they do not feel compelled to lie/give up in
such scenario.

(4) It can be quite challenging to self-report measures of one’s ability, benevolence and integrity,
specially without a term of comparison. As such, we need to take these metrics’ results
critically.

(5) Some participants verbalized that they think it does not make sense for us to ask them the
questions related to benevolence (we can see in Figure 3 that there were several low average

ACM Transactions on Interactive Intelligent Systems, Vol. 14, No. 1, Article 5. Publication date: January 2024.



How should an AI trust its human teammates? Exploring possible cues of artificial trust 5:19

scores). This reflects that many of them did not feel like they were helping or “having the
back” of Agent X, for example. However, results tend to show that some participants did feel
that way, as there were also higher scores, different between groups, and a correlation with
Favouritism.

In the remaining of this section, we will go over each table and analyse the results in more detail,
keeping in mind the points stated above. At the end, we will compare our main findings with the
purpose of this study.

5.1 Differences Between Groups

It is interesting to see that all questions regarding self-reported benevolence (Table 2 show higher
scores in the benevolence group (Gb) than in the normal group (Gn), all of these with high prob-
abilities associated. In particular, QB3, QB4, and QB5 present the highest probabilities of in fact
differing between the two groups showing a “promising but risky bet” according to Reference [18],
with mean differences higher than 1 (in a 7-point scale). These questions are about having “worked
to protect Agent X", “watched teammate Agent X’s back (synonym: to look out for Agent X in case it
needs assistance)" and “looked out for teammate Agent X". It is worth mentioning that the question
that presents highest probability of difference (QB4) is the one that translates better to our chosen
metric for observed benevolence, i.e., give more assistance to Agent X than Agent Z. However,
Favouritism presents only a casual bet that it differs between Gb and Gn. This may mean that
although our narrative made participants care more about Agent X (as a feeling), there was not a
relevant difference in how much they actually helped one agent over the other (in action).

When comparing Ga with Gn (Table 3, we see that it is promising to bet that there is a difference
in answer to QA1, which is “As a teammate, I was capable at my jobs”, with a difference of 0.7
between the groups’ means. The other questions, however, do not show big differences among
the two groups, which leads to only a casual bet in the QA Mean comparison. In general it is
hard to have participants evaluate themselves regarding ability, since they do not know how other
participants performed. In particular, how good they actually were in the task might have been
evenly distributed among groups. We cannot know for sure if this was the case, but we can see that
Moves/Time, which indicates how fast participants were in general, should in that case not differ
between groups and it did not. If they were evenly distributed in terms of actual ability, that might
have made the manipulation of the group imperceptible for the participants in terms of how much
easier the task becomes. We did expect, however, that it would show a difference in the observed
metrics, such as Time/Task and Moves/Task, since the participants in Ga group could see at all
times when the product they should collect was, and in fact both suggest a casual bet (it is against
as the higher the time taken to perform a task, the lower expected ability). Interestingly, we can
see that the standard deviations in Ga are much lower than in Gn for Moves/Task and Time/Task,
which probably means that our manipulation created less difference among participants of Ga
regarding these two metrics. This makes sense as all participants in the group could see all the
products from afar, making the task simply easier for everyone, making their actual differences
less significant.

Finally, although Gi participants seem to score lower in self-reported subjective measures (QI
metrics) than in Gn, these are not very relevant in terms of Mean differences and percentage. This is
understandable when we look at the observed metrics, which mostly show either 0 or 1, indicating
that there were very few people lying and giving up. This means that the manipulation in terms
of integrity was not successful.

Although we can see there were expected differences between the groups, showing that we did
manipulate the participants in a certain way, results show that our manipulations did not work for
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all subjective (self-reported) and observed metrics. We speculate this happens because of several
reasons observed during the experiment (already stated in the beginning of this section).

5.2 Correlation Between Subjective and Observed Metrics

In Table 5, we can find the Bayesian Pearson correlations between subjective and objective met-
rics. Self-reported STW highly correlates with observed relative trustworthiness (TW rel) near
certainty, and it also a good bet that it positively correlates with absolute trustworthiness (TW
abs). This means that overall participants answered the questionnaire according to their perfor-
mance in the task and help towards Agent X. These results align with the very likely (98%) positive
correlation between both self-reported subjective and observed metrics for benevolence. The sub-
jective metrics of ability also seem to possibly (only a casual bet) correlate with two of the observed
metrics of ability, such as Moves/Time and Time/Task, although these would not be very high cor-
relations. Moves/Task, however, seems to not correlate at all. It may be that because of the nature
of the task, Moves/Task is not a good measure of ability. In our task, participants usually choose
to go through all the corridors until they find the product they need to collect. We expected some
participants to remember the corridors better than others and that would differ them in terms of
average Moves/Task. Although we cannot tell based on this correlation only that the measure did
not succeed in capturing participants’ ability, it probably did not suit our task. Finally, as said be-
fore, very few participants lied, it seems that their self-reported metrics of integrity possibly (87%)
correlate with observed metric Fairness 1 (low correlation). Measures of commitment and fairness
w.r.t. commitment (Fairness 2) do not correlate at all with self-reported Integrity. As we saw in the
previous section almost no participant gave up in the task, which makes it impossible to evaluate
these metrics.

Even though it is possible that most subjective metrics correlate with objective metrics in the
expected direction, most of these correlations are not high. The reasons for this may be (1) because
the self-reported measures do not actually represent the participants’ trustworthiness aspects of
ability, benevolence and integrity or (2) because the observed metrics are not sufficient to capture
the participants’ trustworthiness aspects of ability, benevolence, and integrity. Ideally, we would
compare these with a ground-truth values of ability, benevolence, and integrity, but unfortunately
there is no way we can have these. We can, however, see how the observed metrics of each aspect
relate to overall metrics of trustworthiness.

5.3 Correlation Between Observed Trustworthiness and Other Observed Metrics

The observed metrics for trustworthiness are by definition related with the observed metrics for
each of the aspects of ability, benevolence and integrity. For example, the number of successes
(which is taken into account for both absolute and relative trustworthiness, i.e., TW abs and TW
rel, respectively) is related to how fast a participant can do a task (Time/Task) and also how many
times the participant decided to help Agent X instead of Agent Z (Favouritism), and so on. In
this subsection, we analyse how actually these metrics correlate (in Table 6). We can see that TW
rel (which can be interpreted as how likely it is for the participant to collaborate with Agent X)
probably positively correlates with Moves/Time (95%) and Moves/Task (97%), Favouritism (1̃00%),
Honesty (94%) and Fairness 1 (96%). In particular, the correlation between TW rel and Favouritism
is extremely high (0.8), which is expected given their definitions, i.e., percentage of presented tasks
by Agent X that were successful and percentage of all successful tasks that were for Agent X. As
for TW abs (which can be interpreted with how much a participant actually helped Agent X in
absolute terms), we can see that it highly certainly (1̃00%) highly correlates with Moves/Time and
negatively with Time/Task (1̃00%, as it shows 0̃% for positive correlation). There is a high chance
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that it slightly correlates with Favouritism (94%) and, not as probable, with Honesty (88%). Again,
commitment and Fairness 2 do not correlate at all, probably given to the scarcity of these metrics.

5.4 Strategy

In Table 7, we have reported the results for the question related to strategy. We realized that many
times, strategy was based on the least effort for the participant, either by having already seen
that product icon before or because it was simply closer to them. Supported by literature [10, 65]
and our results, we speculate we should consider human’s cost-benefit evaluation, i.e., participants
choose whether or not the reward is worth the perceived effort, and this affects their decision. In
particular, the law of least effort plays a central role in decision-making, i.e., when presented to
two tasks with equal rewards, one will choose the least effortful [58]. This may mean that more
than paying attention to the task context in terms of benevolence and integrity, participants might
have been in fact playing according to their own perceived benefit with the lowest effort possible.
When determining how much someone should be trusted, then, it may be more helpful to know
what is for them a risk/effort and reward/benefit. This may also be helpful to predict where the
human teammates may do next, once we detect the strategy they are using (for example, going for
the icons they have already seen before).

5.5 Implications for Human Trustworthiness in Human-AI Teams

In this article, we wanted to study what makes a human trustworthy in a human-AI team setting,
and how could an artificial agent observe it, given a specific task. Although we knew we would not
be able to prove it (due to lack of ground-truth), we wanted to explore how cues on ability, benev-
olence and integrity could be used as observable trustworthiness. The goal was to take the first
step towards understanding how an artificial agent can form a belief of trustworthiness regarding
its human teammate. In particular, we wanted to explore how an agent could form beliefs on (1)
whether the human could do a task and on (2) whether they would do it. In light of these results
and the main purpose of this study, we believe that participants’ ability, benevolence and integrity
do affect their overall trustworthiness and the direct consequences of it, but may not be the best
human’s krypta in human-AI teamwork scenario, given low correlations and overall findings, as
we discuss in this subsection.

In terms of manifesta, the cue of Favouritism highly correlated with whether the human did the
task the agent asked for, and cues of performance (w.r.t. moves) and commitment seem to have
also affected this. Similarly, cues of performance w.r.t. to both time and moves highly correlate
with how well they would do it. However, the cues of integrity did not seem to be suitable for this
environment. Although these seem like promising krypta and manifesta, we suspect that this may
not be the best model for this type of task and environment. In particular, both benevolence and
integrity definitions and cues may not be appropriate, as most participants did not feel particularly
inclined towards teaming up with (and helping) one agent or giving up/lying.

From our understanding, there might be better ways of detecting the willingness to perform a
task successfully in human-AI team settings, particularly in short interactions, such as detecting
overall strategy or personal preferences. As we suspected during the pilot study, participants were
mostly paying attention to the task itself and to how to solve it efficiently, instead of caring about
the interactions with the agents or even getting points by just lying. Although this may have to do
mostly with our setup, we believe that in order to understand whether a person will do something,
we need to understand how, in general, the person is executing tasks (what is their strategy). This
may depend on, for example, what the execution of the task represents in terms of risk and reward
for that person. And, of course, risk and reward may be related to a person’s ability, benevolence
and integrity. It may also be related with something else, though, such as a personal preference.
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After this experiment, we also consider that different tasks may require different manifesta and
krypta apply. Overall, these measures must be further explored in different scenarios, as well as
compared with other possible trustworthiness models as krypta (and respective manifesta).

5.6 Limitations

The setting in which we ran the experiment presented some technical difficulties. The server pre-
sented a lag for all participants, the higher the further from it they were, which might have nega-
tively affected our results. Moreover, the setting of the experiment might have made participants
feel too “observed”, having slightly harmed the ecological validity of the study (possibly affecting
the give-ups and lies, as discussed in the beginning of this section). The task in our experiment was
a short one (10min) and did not involve high interdependence, which may have contributed to the
feeling of not being teammates. These characteristics of the task may also not be the most suitable
to benevolence and integrity. For such tasks, it may be more relevant to look at other models of
trust, such as swift trust, see e.g., References [25, 31]. In fact, future research should also consider
that if trust changes overtime, so can trustworthiness.

Overall, It is still an open question how to appropriately model the willingness of the human
teammate to perform an action, as such question is also not yet answered by social sciences. In
particular, it would be interesting to explore measures that do not assume complete knowledge
(i.e., measures that take into account only interactions with one agent). What’s more, our task did
not allow the participants to simply fail due to lack of ability. This is justified in Section 3.2.1, but
it might be interesting to explore a task where it is possible to (1) lie, (2) give up and (3) fail (due
to lack of ability), while being possible to tell these 3 apart.

Another limitation of our work mentioned before is the fact that there is no ground-truth or base-
line we can compare our results with. As such, we have proposed observed metrics for the aspects
we relate with trustworthiness (ability, benevolence and integrity) and two observed consequences
of trustworthiness metrics (TW rel and TW abs), but we cannot test them. We can only compare
them with subjective metrics which we are not certain about how well they capture what we want
to know (i.e., how trustworthy someone is), given its dependency on self and context awareness
of the participants. We look forward to exploring human trustworthiness in different scenarios
and with different tasks and more sophisticated agents, in order to compare with and improve our
current model.

5.7 Future Directions

Our future directions include exploring the manifesta and krypta further, their developments and
context dependencies in time and throughout interactions. We will work on using artificial trust
beliefs for decision-making support, both for autonomous decision-making of the artificial team-
mate and for human support. It is also important to explore ways of evaluating artificial trust
models, e.g., by creating test-beds for such experiments. Further explanation of the next steps of
our work can be found in Reference [15].

In this work, we see that both benevolence and integrity probably affect human actions in
human-AI teamwork and should be taken into account when designing such teams. However,
benevolence and integrity may not be the most direct aspects to either measure or use for predic-
tion. On the other hand, as we observed, there likely is an influence of participants’ strategy on
which task they choose and whether they succeed on it. As such, we want to work on modelling
willingness (i.e., factors other than competence that contribute to the success of the task) more con-
cretely, e.g., using aspects which are more task and context dependent, such as possibility, interest
in doing a certain type of task, preference, disposition, and so on). We want to use these aspects to
build a model for informed and justified decision-making of the artificial teammate, making use of
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principles of Interdependence Analysis and Coactive Design [28]. Such tool can also help human
decision-making in human-AI teamwork scenarios, by providing an overview of the feasibility of
different team configurations, for example. Furthermore, we want to update this decision-making
model through interaction using existing models such as Reference [5]. In future research, we
want to use scenarios where collaboration is more necessary and explicit. Ideally, these scenarios
also provide different levels of interdependence which allow the teammates to choose whether
to engage in certain tasks or whether to help a teammate, for example, and can include mixed-
motives. Such scenarios include search and rescue tasks, as in Reference [62], moving-out tasks,
as in Reference [14], or even cooking tasks, as in Reference [36].

Human’s trust and trustworthiness are also affected by the artificial teammate’s behaviour, see
e.g., Reference [14]. It would also be interesting to investigate the human’s trustworthiness in
situations where the artificial teammate behaves differently. For example, situations where the
artificial teammate does not obey to its immediate human teammate have been recently studied,
see e.g., References [53, 59]. Such situations can have mixed motives and knowledge, e.g., the
human may want to go straight whereas the artificial teammate knows that it is dangerous (e.g.,
the human does not have the skills required for what’s ahead), so it opposes. We would like to
explore how human’s trust and trustworthiness change in such situations and how they depend on
the outcome, i.e., if it turns out that the agent is right or wrong has any impact on the collaboration
and human trustworthiness (for example, changing the human’s willingness).

6 CONCLUSION

In this article, we take a first step towards implementing beliefs of artificial trust through in-
teraction. According to the previously presented model of human trustworthiness in human-AI
teams, we proposed a set of metrics for observable human behaviours (manifesta), representing
aspects of their trustworthiness through their krypta (in this case ability, benevolence and in-
tegrity). Both theoretically and empirically, we have explored these metrics and compared them
with self-reported subjective metrics of the same krypta. We have also compared both observed
and self-reported metrics with overall metrics of trustworthiness (based on absolute and relative
task success, from the perspective of one agent). Results showed that there was a high correla-
tion between the average of the self-reported subjective metrics and observed metrics of overall
trustworthiness. However, when dividing these metrics into ability, benevolence, and integrity, the
subjective-observed pair-wise correlations were not so high, which may mean that although these
metrics are relevant they may not correspond well to each of the aspects. We can see that ability,
benevolence and integrity do affect their overall trustworthiness and the direct consequences of
it, but may not be the best human’s krypta in human-AI teamwork scenario. On the other hand,
we observed that, the human teammate’s decision on whether to perform a task depended on a
strategy, related to participant’s goals and cost-benefit analysis. Unfortunately, we cannot have
ground-truth or other models to compare our results with, but these results shed light on how
different aspects of trustworthiness can be used for human behaviour prediction in human-AI
teamwork scenario. Although there is a need for further exploration of these metrics, this article
presents an important step towards building an intelligent agent capable of building beliefs of trust
in human teammates and therefore capable of making informed decisions to achieve the team’s
goal.

CODE AND DATA AVAILABILITY

The code used for the task presented in this article can be found in https://github.com/centeio/click-
collect. The resulting data, as well as the questionnaire used, can be found in https://doi.org/10.
4121/21982991.v1
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