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Abstract

This systematic review investigates the practices
and implications of human annotations in machine
learning (ML) research. Analyzing a selection of
100 papers from the IEEE Access Journal, the
study explores the data collection and reporting
methods employed. The findings reveal a preva-
lent lack of standardization and formalization in
the annotation process. Key details such as an-
notation sources, number of annotators, and for-
mal instructions are frequently neglected, possi-
bly compromising the quality and effectiveness of
ML algorithms. Domain-specific implications are
discussed, highlighting the need for comprehen-
sive annotation practices in areas like medical di-
agnostics, language processing, and intelligent ve-
hicle systems. The study contributes to the field by
emphasizing the importance of standardized proce-
dures and transparency in ML research. Future re-
search is recommended to develop systematic an-
notation methodologies and examine the impact of
subpar annotation on data quality.

1 Introduction
Machine Learning (ML) algorithms have recently seen an
increase in development and deployment across a wide
range of domains with significant societal impact, such as
healthcare, criminology, surveillance, and fraud detection
[1] [2]. To perform different classification tasks, these ML
algorithms employ data from diverse sources such as images,
videos, sound recordings, and text documents. The success
or failure of these algorithms is evaluated by comparing their
output to a reference, also referred to as the ‘ground truth.’
Ground truth is usually obtained through human annotators
who label and classify the data. Such annotations are em-
ployed during the training and evaluation phases of machine
learning algorithms. The efficacy of these algorithms is thus
contingent on the quality of these annotations. Inaccurate
annotations can potentially affect system performance and
hinder accurate assessment of their true performance.

Despite the critical role of ground truth in these ML
algorithms, there is a noticeable absence of systematic
reviews and best practices within the literature regarding
the process of collecting annotations from humans [3]. This
may lead to a compromise in the quality and usefulness of
ground truth data in societally impactful applications. An
illustrative example of the catastrophic societal impact that
can result from ML algorithm failures is the ‘Childcare
Benefits Scandal.’ The Dutch tax office implemented an
algorithmic system to identify suspicious tax-related activi-
ties. The system automatically flagged individuals with tax
debts over ten thousand euros as high-risk fraud cases [4].
This approach led to false fraud accusations affecting around
26,000 families and consequently impacted approximately
71,000 children [5], out of whom 1,115 were separated from
their parents as a result of high debts [6]. Although it is not

explicitly clear whether the ‘Childcare Benefits Scandal’
was a direct result of poor data annotation, it underlines the
potential for catastrophic societal effects when errors occur
in the operation of ML algorithms. Inaccurate annotation
could result in comparable scandals when used for ML
algorithms in societally impactful domains.

Previous studies like that by [3] have provided some
insights into this area, but there remains uncertainty sur-
rounding human annotation practices. The focus of that study
was directed towards a specific area, namely, ML application
papers in the field of social computing that use Twitter data.
The primary objective was to closely examine whether these
papers followed and documented well-established standards
for data labeling. This study revealed considerable variability
in following these practices and highlighting potential risks
associated with unreliable data. Whilst providing crucial
insight, their work invites further exploration as the link
between poorly reported annotation practices and subpar ML
system performance is not explicitly addressed.

Building upon the insights provided by [3], it is crucial
to further explore this link between poor-quality data and
ML system performance. Understanding a data set before
employing it for ML applications is essential, and any negli-
gence in this regard could result in inaccurate classifications
[7]. Gupta et al. [8] have also noted that understanding
the data is not the only vital aspect, but also the quality of
the data and its annotation, which can directly influence the
efficiency and precision of ML algorithms. An inadequately
documented annotation process can result in variability and
inconsistencies when assigning labels to data, which in turn
compromises the quality of the data. This could potentially
result in suboptimal training of ML algorithms, negatively
affecting their performance and reliability. It is therefore
crucial to investigate the human annotation practices across
diverse ML applications beyond the field of social computing
and Twitter data, and discuss the impact incorrect ground
truth could have on different domains.

To answer this identified gap, this research project aimed
to provide a systematic review, examining the practices em-
ployed in the collection and reporting of human annotations
across different ML applications. The study has specifi-
cally analyzed papers published in the IEEE Access Jour-
nal1, which is known for its broad coverage and highly cited
articles across multiple domains. The primary objective of
this study revolved around answering the following research
question: “What are the data collection and reporting
practices of human annotations/labels in societally im-
pactful applications of Machine Learning Research as re-
flected in top-cited papers from the IEEE Access Jour-
nal?”. This study seeks to uncover human annotation prac-
tices across different domains, trace data set origins, and ex-
amine methods employed by top-cited papers, as these papers
are the most likely to have had a societal impact in recent
years. It thereby aims to provide a better understanding of

1https://ieeeaccess.ieee.org/



the reliability and implications of human annotations in ML
applications.

2 Methodology
This study’s objective was to systematically review the pre-
vailing practices of human annotations in ML algorithms.
The adopted methodology consisted of three steps: selection
of papers, data extraction, and data analysis. This methodol-
ogy was inspired by Birhane et al.’s [9] similar study, which
focused on values within ML research. Their approach of an-
alyzing highly cited papers served as a valuable reference for
this research. PRISMA guidelines [10] were also applied to
ensure a systematic and transparent review. The following
subsections describe the steps in detail.

2.1 Selection of papers
The first step of the research involved the selection of top-
cited papers within the IEEE Access journal. The selected
papers had to meet some requirements as inclusion criteria.
The papers should have been published within the past three
years to ensure that the review covers current discussions and
practices in the field of ML. ML algorithms have seen rapid
advancements, and this could also hold for the annotation
practices within the field. Another requirement was that the
papers should be written in English to exclude any possible
errors resulting from incorrect translations.

The selection process relied on the use of Scopus2 as a
database. This choice is explained by the reproducibility
of the search results, as Scopus displays consistent records,
unlike search engines like Google Scholar, which may yield
variable results based on the user [11]. Additionally, Sco-
pus’s strong search capabilities allowed for the incorporation
of a targeted search string which helped apply the inclusion
and exclusion criteria with little effort.

The specific search string utilized for this study is as
follows: “TITLE-ABS-KEY( “machine learning” OR “deep
learning” OR “neural network” OR “supervised learning”)
AND TITLE-ABS-KEY( “annotation” OR “label” OR
“ground truth” OR “class” OR “categorization”) AND
(LIMIT-TO (EXACTSRCTITLE “IEEE Access”)) AND
(LIMIT-TO (PUBYEAR, 2023) OR LIMIT-TO (PUBYEAR,
2022) OR LIMIT-TO (PUBYEAR, 2021) OR LIMIT-TO
(PUBYEAR, 2020 ))”. This search string was designed to
exclude papers published prior to the year 2020 and those
not published in the IEEE Access journal. Furthermore,
it ensured that the selected papers contained at least one
of the following terms in their title, abstract, or keywords:
“Machine Learning,” “Deep Learning,” “Neural Network,”
or “Supervised Learning,” along with at least one of the
following terms: “Annotation,” “Label,” “Ground Truth,”
“Class,” or “Categorization.” This increased the likelihood of
including papers that involved ML techniques with human
annotations. It is important to note that the search terms were
not case-sensitive.

2https://www.scopus.com

The employed search criteria yielded a set of 2002 papers,
which were then sorted according to the number of citations.
From this set, the top 100 most-cited papers were selected
for the systematic review. The citation count of these papers
ranged between 32-234. It is important to highlight that the
selection of this set is subject to change and reflects the data
as captured on May 2, 2023.

2.2 Data Extraction
After concluding the paper selection process, a compre-
hensive review was conducted on the selected papers. This
review involved addressing fifteen questions related to the
human annotation practices drawn from and inspired by [3].
A more detailed description of these questions will be given
in the next section. Each paper was examined individually
and the answers to the questions were carefully recorded in
an Excel spreadsheet, with each row representing one paper.
The use of Excel not only provided an organized data set but
also facilitated the way for subsequent data analysis.

Apart from the review of the papers, an extensive exam-
ination was also carried out on each data source mentioned
in the papers. This was done to gain a better understand-
ing of the nature and extent of human annotation used and to
gather insights into how top-cited papers employ and incor-
porate external human annotations in their research. The data
sources were tracked down following the references in each
paper and were located using Google Scholar3 and Google
Search4. In many cases, the corresponding data source was
found. For each of these data sources, the same questions
were answered and reported in a second worksheet within the
same Excel file.

2.3 Data Analysis
The final phase of this research was the visualization and
interpretation of the collected data. This was done to iden-
tify the dominant patterns and trends within the selected pa-
pers regarding the data collection and reporting of the ground
truth. Possible implications that these patterns and trends can
have on the different domains (such as Medical Diagnostics,
Security, etc.) were then examined. It is crucial to under-
stand the potential effects and how these practices can shape
the future use of ML algorithms in societally impactful do-
mains. Questions such as - Are ML algorithms described in
the selected papers reliable? Is it safe to employ this data in
algorithms that might have a considerable societal impact?-
were then answered.

3 Geiger et al.-Inspired Questions for the
Systematic Review

This section provides an overview of the key questions that
were addressed for each paper in the course of the system-
atic review. Drawing largely from the study conducted by
[3], these questions have been slightly modified in formu-
lation to fit this research. Each question presented in this

3https://scholar.google.nl/
4https://google.nl/



overview came with precise instructions explaining how it
was answered. The aim was to ensure consistency throughout
the review process.

3.1 Original Classification Task
The first question addressed whether the selected paper repre-
sented an ‘original classification task.’ This term was defined
similarly to [3], where any paper that involved training a new
classifier using data was classified as an ‘original classifica-
tion task.’ A crucial aspect to consider was that the classifier
had to be trained specifically within the scope of the paper
and not pre-trained in other research. The relevance of this
question stems from the expectation that when training a new
classifier, the data (including the ground truth) used should be
explicitly mentioned and described in detail, as it is essential
for assessing the effectiveness of the trained classifier.

3.2 Utilization of Human Annotations
The second question aimed to answer whether a paper utilized
data that was labeled by humans. A paper was considered to
employ human annotations if it involved either original hu-
man annotations (new annotations gathered specifically for
the current research) or external annotations (annotations pre-
viously collected in other papers or data sets). Although one
might assume that this question is straightforward to answer,
it often required extensive reading and referencing to trace
the origins of the annotations used. Uncertainty arose when
there was a lack of explanation about data set creation, as
seen in [12]. Additional complexities appeared in situations
like medical cases, where data labels were represented by of-
ficial diagnostics by doctors, as referenced in [13], or when
participants were instructed to deliberately exhibit a specific
emotional state, as in [14]. To resolve this, a clearer definition
was adopted: any instance where a human was asked to label
existing data was regarded as human annotation. Therefore,
medical diagnostic scenarios were included, while cases like
the deliberate emotional state recordings were not.

3.3 Utilization of Original/External Human
Annotations

As mentioned in the previous section, a paper is considered to
utilize original human annotation, if within the scope of the
research, new annotations are gathered. External human an-
notations are defined as labels gathered in previous research
or external data sets. Some papers like [15] use both original
as external human annotations.

3.4 Human Annotation Source
Human annotation can be gathered in different ways. Dur-
ing the systematic review, the following options were encoun-
tered: Experts, Paper’s Authors, Crowdwork Platforms, Pub-
lic and Data Uploaders. In certain cases, it was not specified
who performed the data annotation. Experts were defined as
individuals with substantial knowledge in the domain of the
data. This category encompassed professionals such as ra-
diologists, professional annotators, and professors. Crowd-
work platforms such as Amazon MTurk5 and MeMoSa An-

5https://www.mturk.com/

notate6 were also identified during the review. These plat-
forms enable researchers to gather human annotations from
users within the respective platforms. Other forms of human
annotations involved public events or online engagement with
(a group from) the general public to annotate data. Addition-
ally, some papers in the review utilize data that is uploaded
on online platforms where annotations were requested along-
side the uploaded data. These annotators are defined as ‘Data
Uploaders.’ An example of such a paper can be found in [16].

3.5 Number of Human Annotators
The subsequent question aimed to determine whether the
number of annotators was specified in papers that utilized hu-
man annotations (original or external). In certain cases, pa-
pers did not explicitly mention the number of annotators but
instead provided information such as the number of annota-
tors per data point or the number of annotators for a specific
set of data points. If, with this information, the number of
annotators could be computed, the question was also affirma-
tively addressed.

3.6 Prediction of the Number of Human
Annotators

The sixth question in the systematic review examined
whether the authors of each paper had anticipated the num-
ber of human annotators required prior to the annotation pro-
cess. The question was answered affirmatively only if the
paper explicitly mentioned that the number of annotators was
predicted prior to commencing the annotation process.

3.7 Formal Definitions and Instructions Provided
The following question sought to determine if the authors had
explicitly defined annotation labels and if they had offered nu-
anced instructions to the annotators during the labeling pro-
cess. Explicit definitions and guidelines are crucial to ensure
consistency and reliability of the human annotations, thereby
enhancing the quality of the ground truth.

3.8 Training for Human Annotators Provided
Training is an important step as it equips annotators with the
necessary skills and knowledge to label the data accurately
and consistently. For this question, a paper was marked a
‘Yes’ only if it specifically mentioned that the annotators were
provided with test examples for annotation based on the given
instructions and definitions before they annotated actual data.
These training sessions often allowed annotators to highlight
any potential areas of confusion or ambiguity, which could be
clarified before the main annotation process began.

3.9 Pre-screening for Crowdwork Platforms
The ninth question of the systematic review considered the
use of pre-screening on crowdwork platforms such as Ama-
zon Mechanical Turk. Pre-screening is a process that allows
the researchers to filter out potential annotators based on their
expertise, past performance, or other relevant criteria. Such
practice ensures that only qualified annotators contribute to
the annotation task, thus increasing the quality of the data.

6https://memosa.my/



This question was answered affirmatively if a crowdwork
platform was employed for annotation and a pre-screening
phase was undertaken that resulted in the exclusion of certain
annotators.

3.10 Multiple Annotator Overlap
The next question determined the existence of multiple anno-
tator overlaps within the data. Employing multiple annotators
for the same task could significantly reduce the likelihood of
incorrect labeling, thereby improving the overall quality of
annotated data. This approach also entails an increase in re-
sources required for the annotation process. The answer to
this question was answered affirmatively if multiple annota-
tors were deployed to label the same items. Domains such
as medical image analysis often necessitate the use of multi-
ple annotators due to the high stakes involved - for instance,
detecting cancerous or unhealthy tissue.

3.11 Reporting of Inter-Annotator Agreement or
Another Metric

With the deployment of multiple annotators, there may be
scenarios where the same data item receives varying labels.
In such instances, there is a need for a mechanism to resolve
this ambiguity, such as an expert intervention or an agreed
consensus. This question addressed whether any type of inter-
annotator agreement or another metric was reported. If no
mention of an inter-annotator agreement was made, despite
the involvement of multiple annotators for each data item, the
response was marked as ‘No.’

3.12 Link to the Data Set Provided
The next question aimed to assess whether a link to the uti-
lized data sets (original and external) was provided in the pa-
per. Affirmation for this question was given only if all data
sets were appropriately referenced, while a negative response
was marked if none of the data sets were mentioned. In in-
stances where some but not all data sets were referenced, the
answer was answered with ‘Not All.’ It is important to note
that a link to the data set does not necessarily mean a direct
link to the data - a reference to the original paper from which
the data was sourced is considered valid as well.

3.13 Paper/Data Set Accessible
The final question sought to determine the accessibility of the
paper or data set. This is rather straightforward and was an-
swered affirmatively if the paper or data set could be accessed
through the internet using the link provided or referred to in
the paper. In some cases, the papers were behind a paywall,
yet, as long as they were accessible through a valid link, the
response was recorded as ‘Yes.’

4 Results
This section presents the results of the systematic review of
the 100 papers shown in Table 1. The table categorizes the
papers and their corresponding data sources into different
domains. To allow specific conclusions only about papers
published in the IEEE Access journal, the results obtained

from the selected papers are distinguished from those ob-
tained from the utilized data sources. The data is publicly
available and can be accessed through [17].

The data shown in Table 2 reveals that a majority of the pa-
pers (92 out of 100) introduced an original ML classification
task, and over half of the associated data sources (58/150)
were originally constructed/employed for an original classifi-
cation task. This highlights the effectiveness of the search pa-
rameters that were employed to collect the papers from Sco-
pus. As for the data sources that were linked in the papers, a
significant portion comprised of papers introducing new pub-
lic data sets, papers offering links to existing data sets, or
papers that developed an original data set for their specific
study.

Table 2: Original Classification Task

Papers Data sources
Yes 92 58
No 8 92

Table 3 presents the utilization of human annotations in the
studied papers and their linked data sources. It reveals that 70
out of the 100 papers used human annotations, as did 99 of
the associated data sources. On the other hand, human anno-
tations were not used in 23 papers and 39 of the data sources.
For 7 papers and 6 data sources, it was unclear whether hu-
man annotations were involved.

Table 3: Utilization of Human Annotations

Papers Data sources
Yes 70 99
No 23 39
Unclear 7 6

Table 3 explores the origin of human annotations. Out
of the 70 papers that used human annotations, a total of 63
papers used external human annotations, while 15 relied on
original human annotations. A total of 8 papers used both
external and original human annotations. In contrast, when
it comes to the data sources, 85 used original human anno-
tations, while 21 used external annotations. Out of those, 7
used a combination of both original and external annotations.

Table 4: Utilization of Original/External Human Annotations

Papers Data sources
Original 15 85
External 63 21

Table 5 investigates the sources of human annotations re-
ported in the papers and the data sets. Among the 70 papers
that utilized annotations, 22 sourced their annotations from
experts, 6 from the authors themselves, and 4 from public
or online events. Only a single paper mentioned the use of
a crowdwork platform. Notably, a significant portion of the



Table 1: Papers examined during the systematic review, categorized by domain and their respective utilized data sources

Domain Papers Data Sources
Agriculture [18] [19] [20] [21]

Computer Science [22] [23] [24] [25] [26] [27] [28] [29]

Computer Vision [30] [31] [32] [33] [33] [34] [35] [36] [37]
[38] [39] [40] [41] [42]

[43] [44] [45] [46] [47] [48] [49] [50] [51]
[52] [53] [54] [55] [56] [57] [58] [59] [60]

Cybersecurity [61] [62] [63] [64] [65] [66] [67] [68] [69]
[70] [71] [72] [73]

[74] [75] [76] [77] [78] [79] [80] [81] [82]
[83] [84] [85] [86]

Economics [87] [88] [89] [90] [91]

Education [92] [93] [94] [95] [96] [97] [98] [99] [100] [101]
[102]

Electrical Engineering [103] [104] [105] [106] [107] None

Emotion Recognition [108] [109] [110] [111] [112] [113] [114] [115] [116]

Intel. Vehicle Systems [117] [118] [119] [120] [121] [46] [47] [122] [123] [124] [125]

Language Processing [126] [127] [128] [129] [130] [131] [132]
[120] [133] [134]

[135] [136] [137] [138] [139] [140] [141]
[142] [143] [144] [145] [146] [46] [147]
[148]

Mechanical Engineering [149] [150] [151] [152] [153] [154]

Medical Diagnostics [155] [156] [157] [158] [159] [160] [161]
[162] [163] [164] [165] [166] [167] [168]
[169] [170] [171] [172] [173] [174] [175]
[176] [177] [178] [179] [180] [181] [182]
[183] [184] [185] [186] [187] [188] [189]
[190]

[191] [192] [193] [194] [195] [196] [197]
[198] [199] [200] [201] [16] [202] [203]
[204] [205] [206] [207] [208] [209] [210]
[211] [212] [213] [214] [215] [216] [217]
[218] [219] [220] [221] [222] [223] [224]
[225] [226] [227] [228] [229] [230] [231]
[232] [233] [234] [235] [236] [237] [238]
[239] [240] [241] [242] [243] [244] [245]
[246] [247] [248] [249] [250] [251] [252]
[253] [254] [255]

papers, 40 in total, did not disclose who provided the annota-
tions. There were two papers that employed multiple types of
annotators.

In comparison, the annotator types for the data sources
were more often disclosed. Out of the 99 sources, 52 cited
the use of expert annotators, while the authors and public or
online events contributed to 12 and 9 data sets respectively.
Crowdwork platforms were used for 6 data sources. Some
data sources referenced the use of ’Data Uploaders’, as de-
fined in the previous section, for gathering annotations. A
total of 20 data sources did not disclose the type of annota-
tors.

Table 5: Human Annotation Source

Papers Data sources
Experts 22 52
Crowdwork 1 6
Paper’s Authors 6 12
Data Uploaders 0 4
Public/Online Events 4 9
Not Mentioned 40 20

Table 6 illustrates whether the number of human annotators
was mentioned. Only 12 of the papers mentioned the number
of human annotators that were used. The majority, compris-
ing 58 papers, did not disclose this information. When look-
ing at the data sources, a similar pattern was found. Only 29
out of the 95 data sets provided the number of human annota-
tors, while 66 data sources did not include this information.

Table 6: Number of Human Annotators Mentioned

Papers Data sources
Yes 12 29
No 58 66

Table 7 presents information about whether any details
about the anticipated number of annotators prior to gather-
ing annotations were provided. Remarkably, neither of the 70
reviewed papers nor the 95 data sources attempted to predict
or estimate the number of human annotators required.



Table 7: Prediction of the Number of Human Annotators Needed

Papers Data sources
Yes 0 0
No 70 95

Table 8 provides data on whether the papers or data set
sources reported formal definitions and instructions for their
human annotators. Only a total of 7 papers and 26 data set
sources provided explicit instructions and definitions for their
annotation tasks.

Table 8: Formal Definitions and Instructions Provided

Papers Data sources
Yes 7 26
No 63 69

Table 9 highlights whether any training for human anno-
tators was reported. A total of 2 papers and 10 data sources
reported providing any form of training to annotators. The
rest of the papers (68) and data sources (85) did not mention
any type of training for the annotators.

Table 9: Training for Human Annotators Provided

Papers Data sources
Yes 2 10
No 68 85

Table 10 discusses pre-screening practices on crowdwork
platforms. While the one research paper that employed
a crowdwork platform did not specifically mention pre-
screening, its employment of MeMoSa, which is only used by
experts, served as an indirect form of pre-screening. Among
the data sources, pre-screening was used in 3 instances, while
in 3 others, no form of pre-screening was employed.

Table 10: Pre-screening for Crowdwork Platforms

Papers Data sources
Yes 1 3
No 0 3

Table 11 details the existence of multiple annotator over-
lap. Only 4 out of 70 papers had multiple annotators annotat-
ing the same data. Similarly, among the data sources, 21 out
of 95 had annotator overlap. The majority of the papers did
not (or did not report) the use of multiple annotators.

Table 11: Multiple Annotator Overlap

Papers Data sources
Yes 4 21
No 66 74

Table 12 examines whether the papers/data sources that
mentioned the use of multiple annotators for the same item

reported any metric of inter-annotator agreement. Of the 4
papers that mentioned the use of multiple annotators, 2 also
reported the inter-annotator agreement. On the other hand,
among the data sources, 9 out of the 21 mentioned a metric
for the inter-annotator agreement.

Table 12: Reporting of Inter-Annotator Agreement or Another Met-
ric

Papers Data sources
Yes 2 9
No 2 21

Table 13 demonstrates whether links to employed data
were provided. Out of the papers using any type of data (92),
the majority (68) provided a link to utilized data sources,
18 did not reference the data sources they employed, and 6
only referred to some of the data they used. In terms of data
sources, we see that a total of 133 referenced all employed
data, 4 did not reference the data sets they used, and one only
referred to part of the data sets in use. The remaining data set
sources (17) were either inaccessible or were public online
databases.

Table 13: Links to data sets Provided

Papers Data sources
Yes 68 133
No 18 4
Not All 6 1

Table 14 addresses the accessibility of the reviewed papers
and data set sources. All 100 papers that were reviewed were
accessible. For the data sources, 141 out of 150 were acces-
sible, 8 were not, and 1 was only partially accessible.

Table 14: Paper/Data set Accessible

Papers Data sources
Yes 100 141
No 0 8
Partly 0 1

5 Discussion
5.1 General Overview of the Results
The research examined a selection of 100 ML papers using a
tailored search string, and it was found that the vast majority
deployed ML algorithms for original classification tasks.
From the pool of papers, 70% used human annotations,
both original and external. This demonstrated the efficacy
of the search criteria that were mentioned in Section 2.
The papers were spread across 12 domains, showcasing the
expansive diversity that IEEE Access encompasses. These
papers were assigned to these domains manually, based on
the keywords mentioned in the articles. As a result, the
domains ranged from agriculture, computer science, and
computer vision to cybersecurity, economics, and education,



also spanning electrical engineering, emotion recognition,
intelligent vehicle systems, language processing, mechanical
engineering, and medical diagnostics. However, this classifi-
cation was self-imposed and may contain minor errors due to
the absence of a systematic methodology for classifying the
papers into various domains, as this was out of the scope of
this research.

A detailed exploration into the human annotations prac-
tices within the IEEE Access papers revealed that most
papers (74%) linked to the original data source. A notable
proportion of these papers (90%) also leveraged external
annotations. Although it was feasible to track back to the
original data sets, the review revealed that the papers did not
delve deep into the quality of the annotations within these
data sources. For instance, the human annotation source
was not mentioned in 57% of the papers, while the number
of annotators and formal instructions for them were left out
in 83% and 90% of the papers respectively. This suggests
that papers generally rely on the quality and the explanation
provided by the original data source.

In addition, papers often failed to report important in-
formation concerning the annotation process. No papers
reported performing any research prior to the annotation
process to estimate the number of annotators required, indi-
cating that researchers often do not focus on establishing data
quality needs and formalization prior to the data collection
and annotation process. The use of multiple annotators was
not mentioned in 94% of the papers. Of those that did 5%,
only half reported an inter-annotator agreement. But this
count is too small to conclusively determine the practice of
reporting inter-annotator agreement metrics in papers that
employ multiple annotators.

This research also revealed a wide variety of data types
across the cited data sources, reflecting the various domains
covered by the IEEE Access papers. Data types included
medical videos and images, audio and video tapes, images
sourced from the internet, and numerical data sets. This
variety of data types emphasized the need for specific and
unique data in many papers. As a result, most of the data
sources that employed human annotations opted for original
annotations, as seen in 86% of the sources.

In comparison to the papers analyzed, data set sources
demonstrated better human annotation practices. Only 20%
of the data set sources did not mention the annotation sources,
while 31% did mention the number of annotators, and formal
instructions were provided in 27%. The use of multiple anno-
tators was also slightly more prevalent in data set sources, and
around half of these reported an inter-annotator metric. How-
ever, none of the data set sources predicted the number of
annotations required before the annotation process, demon-
strating a similar trend in the absence of predictive measures,
as encountered in the analyzed papers.

Upon further analysis, it was observed that commonly used
data sets like ImageNet, COCO, and Pascal VOC had better
annotation practices, often featuring formal instructions and

definitions, which were mentioned in only 25% out of all
papers that used human annotations. Interestingly, COCO
and Pascal VOC also provided training for their annotators,
and all three data sets made use of Amazon MTurk to source
their annotators.

This research highlights that, although human annota-
tion practices tend to be superior in data sources, a gen-
eral lack of standardization and best practices still prevails
across all domains in reporting the collection of human an-
notations. While correct referencing and accessibility ensure
transparency and reproducibility, more efforts need to be put
towards formalizing annotation practices and planning the
necessary resources to gather high-quality annotations prior
to an annotation process starting.

5.2 Implications for Different Domains
The study highlights a prevalent lack of standard annotation
procedures across various domains. This absence under-
mines the transparency and reproducibility of the reviewed
papers. Ensuring the high-quality of data is important.
However, most papers lack discussions concerning the
impacts of poor-quality data or substandard annotation on
research outcomes. In many cases, it was observed that the
construction of ML algorithms was emphasized more than
the quality of the data used for their training. This critical
research aspect is often overlooked, although data quality is
central to the performance of ML algorithms. This aspect
should be given more attention, given the importance of data
to the performance of ML algorithms.

The collection of papers was classified into 12 different do-
mains, as noted before, and each domain could be variably
affected by poor annotation practices. Some studies did not
focus on a specific societal domain but conducted research
within scientific fields, like Computer Science, Mechanical
Engineering, Electrical Engineering, Cybersecurity, and Eco-
nomics. These studies often made minimal use of human-
annotated data sets or involved only simple human annota-
tions. For instance, a cybersecurity data set might be clas-
sified into ‘attack’ and ‘normal’ modes based on an IP ad-
dress. For these types of studies, extensive human annotation
practices might not be a primary concern. Their main focus
should be on comprehensive data collection practices, which
were usually described in detail. Other domains might neces-
sitate more robust annotation practices to ensure the produc-
tion of high-quality ML algorithms.

In the domain of Intelligent Vehicle Systems, four papers
were reviewed, three of which employed human annotations.
These studies typically focused on ML algorithms for object
detection or driver emotion recognition. Considering the
increasing impact of intelligent vehicles on society [256],
subpar annotation quality could translate into poor data,
potentially leading to serious consequences. For example,
studies on object detection often dismiss ambiguous in-
stances, leaving ML classifiers untrained for such situations.
If an intelligent vehicle’s object-detection classifier fails to
identify an object due to these ambiguities or poorly anno-
tated data, accidents could occur. This makes high-quality



data and comprehensive annotation crucial in this domain.

In the Language Processing domain, most papers analyzed
textual content to predict sentiment based on language use.
Formalization of the annotation practices was generally
absent. Only one paper provided a detailed outline of the
annotation process, including the number of annotators, their
training, and inter-annotator agreement metrics. Despite the
seeming insignificance of these papers to societal issues,
their findings could impact applications like AI chatbots or
online content moderation. Poor annotation practices might
compromise sensitive content detection or sentiment analysis.

The Emotion Detection domain was limited to just three
papers and focused on classifying video-recorded emotions.
Two of these papers relied on human annotation and sur-
passed other papers by specifying the number of annotators
and providing formal instructions. This consistency was
mirrored in their data sources. Emotion detection, with
potential applications in psychology [257], holds significant
importance. However, flawed machine learning algorithms
in this area could affect patients. For instance, improper
emotion recognition could misdirect therapeutic strategies or
misinterpret patients’ needs.

The systematic review included several papers within
computer vision, with a subset specifically focusing on
agriculture. Many of these papers relied on large, frequently
used data sets such as COCO [47], ImageNet [46], Pas-
calVOC [48], and Places365 [147], either as standalone
models or for pre-training. These data sets are annotated
through Amazon MTurk, providing a relatively detailed
overview of the annotation process. Smaller, paper-specific
data sets often neglected to discuss the annotation process.
While using a limited number of data sets within a vast
domain might aid result comparability, it also risks intro-
ducing biases towards data specific to these selected data sets.

The systematic review frequently encountered papers
within the medical diagnostics domain. These papers carry
significant societal implications, as incorrect diagnoses can
lead to severe patient outcomes. As the global population
grows, the medical sector will increasingly rely on computa-
tional aids for diagnostics [1]. These papers, however, often
present limitations. For example, expert annotators, although
essential, are often few compared to the volume and signifi-
cance of patient data under analysis. Also, papers often offer
limited details about the annotation process besides indicating
expert involvement. There is also a lack of reliable, extensive
medical data, which leads to improvisation by researchers.
Less reliable sources such as Radiopaedia7, which is a pub-
lic database with uncertified medical data from all over the
world, is used in many papers. The lack of data verification
and consistency within these sources could impact the relia-
bility of machine learning applications in healthcare.

7https://radiopaedia.org/

6 Conclusion and Future Work
This systematic review investigated the data collection and
reporting practices of human annotations in ML algorithms
and its possible implications on societally impactful applica-
tions. To accomplish this, the research question that guided
the study was formulated as follows:

“What are the data collection and reporting practices
of human annotations/labels in societally impactful
applications of Machine Learning Research as reflected
in top-cited papers from the IEEE Access Journal?”

The analysis of the results obtained from the systematic
review of papers from various domains revealed a prevalent
lack of formalization in the annotation process. While the
majority of papers and data sources used human annotations,
the reporting of important annotation details was often
insufficient. The lack of information on annotation sources,
the number of annotators, and formal instructions undermine
the transparency and reproducibility of the research findings.
This could also compromise the quality of the data and may
negatively affect the efficacy of the ML algorithms.

The discussion highlighted the implications of these
findings across various domains. Within these domains, it
was observed that different practices and challenges exist.
For example, in the domain of Intelligent Vehicle Systems,
comprehensive annotation practices are crucial to ensure the
reliability of object detection algorithms and driver emotion
recognition systems. In Language Processing, poor anno-
tation practices can compromise the accuracy of sentiment
analysis and content moderation applications. Emotion
Detection research requires robust annotation practices to
avoid misinterpretation of patients’ emotions and misguided
therapeutic strategies. In the Medical Diagnostics domain,
the use of reliable and extensively verified medical data is es-
sential to avoid erroneous diagnoses and ensure patient safety.

To address these concerns and improve the reporting and
standardization of human annotation practices in machine
learning research, the following recommendations for future
work are proposed:

• Construction of a systematic and standardized method-
ology for the collection of human annotations.

• Conducting further research to investigate the actual im-
pact of poor annotation on data quality and the subse-
quent performance of ML algorithms.

• Investigating the influence of data in pre-trained models
on classifier performance and generalization to new data.

7 Responsible Research
Responsible research involves addressing potential ethical
issues while ensuring that research methods are transparent
and reproducible. In reflecting upon this research, several
aspects related to ethical conduct are worth considering.



The first aspect is related to the sample of papers reviewed
in this study. The collection of papers reviewed in this study
does not represent the actual population published within
the IEEE Access Journal, rather it provides a cross-sectional
snapshot of papers that met specific search criteria. It‘s
therefore essential to interpret the results of this study
bearing in mind that they may not necessarily apply to all
papers published in the journal or to all fields of machine
learning research.

Another key consideration relates to the classification of
the research papers into different domains. This task was
performed manually without using any formal or systematic
classification approach. This could potentially limit the
reproducibility of this research as other researchers could
classify papers differently, leading to different outcomes.
This highlights the need for using a more systematic classifi-
cation method to enhance reproducibility.

The study might also be impacted by the author’s expertise
and possible biases. As this study was conducted by a
Computer Science student, the researcher might not have
extensive expertise in all domains represented in the papers
reviewed, including the psychology behind the annotation
practices. This limitation could result in unintentional bias or
errors in the interpretation of results.

Another issue related to this study was its execution by
a single researcher, which can present both advantages and
drawbacks. Lack of validation/verification increases the
potential for errors during the review process and reporting
of the results. However, the consistency in the approach
towards the review process is likely to be enhanced since
only one reviewer conducted the research. One solution to
overcome this limitation could include adding secondary
researcher to independently validate outcomes and report any
inconsistencies or errors back to primary researcher.
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[230] Società Italiana di Radiologia Medica e Interventistica
(SIRM), “COVID-19 Database,” Available at: https:
//www.sirm.org/category/senza-categoria/covid-19/,
2020.

[231] J. C. Monteral, “COVID-Chestxray Database,” Avail-
able at: https://github.com/ieee8023/covid-chestxray-
dataset, 2020.

[232] T. R. Muhammad, E. H. Chowdhury, A. Khandakar,
R. Mazhar, M. A. Kadir, Z. B. Mahbub, K. R. Islam,
M. S. Khan, A. Iqbal, N. Al-Emadi, and M. B. I. Reaz,
“COVID-19 CHEST X-RAY DATABASE,” Available
at: https://www.kaggle.com/tawsifurrahman/covid19-
radiography-database, 2020.

[233] C. Imaging, “This is a thread of COVID-19
CXR (all SARS-CoV2 PCR+) from my hos-
pital (Spain). I hope it could help,” Avail-
able at: https://threadreaderapp.com/thread/
1243928581983670272.html, 2020.

[234] X. Wang, Y. Peng, L. Lu, Z. Lu, M. Bagheri, and
R. M. Summers, “Chestx-ray8: Hospital-scale chest
x-ray database and benchmarks on weakly-supervised
classification and localization of common thorax dis-
eases,” in Proceedings of the IEEE conference on com-
puter vision and pattern recognition, 2017, pp. 2097–
2106.

[235] P. Mooney, “Chest X-Ray Images (Pneumo-
nia),” Available at: https://www.kaggle.com/
paultimothymooney/chest-xray-pneumonia, 2018.

[236] C. Health and B. Health, “Coronavirus disease 2019
(covid-19) clinical data repository,” Accessed from
https://covidclinicaldata.org/., 2020.

https://www.kaggle.com/datasets/tourist55/alzheimers-dataset-4-class-of-images
https://www.kaggle.com/datasets/tourist55/alzheimers-dataset-4-class-of-images
http://www.eng.usf.edu/cvprg/mammography/database.html
http://www.eng.usf.edu/cvprg/mammography/database.html
https://odir2019.grand-challenge.org/dataset/
https://www.sirm.org/category/senza-categoria/covid-19/
https://www.sirm.org/category/senza-categoria/covid-19/
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/ieee8023/covid-chestxray-dataset
https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
https://www.kaggle.com/tawsifurrahman/covid19-radiography-database
https://threadreaderapp.com/thread/1243928581983670272.html
https://threadreaderapp.com/thread/1243928581983670272.html
https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
https://covidclinicaldata.org/.


[237] B. T. Wyman, D. J. Harvey, K. Crawford, M. A. Bern-
stein, O. Carmichael, P. E. Cole, P. K. Crane, C. De-
Carli, N. C. Fox, J. L. Gunter, D. Hill, R. J. Killiany,
C. Pachai, A. J. Schwarz, N. Schuff, M. L. Senjem,
J. Suhy, P. M. Thompson, M. Weiner, C. R. Jack,
Jr, and Alzheimer’s Disease Neuroimaging Initiative,
“Standardization of analysis sets for reporting results
from ADNI MRI data,” Alzheimers. Dement., vol. 9,
no. 3, pp. 332–337, May 2013.

[238] C. S. Zhu, P. F. Pinsky, B. S. Kramer, P. C. Prorok,
M. P. Purdue, C. D. Berg, and J. K. Gohagan, “The
prostate, lung, colorectal, and ovarian cancer screen-
ing trial and its associated research resource,” J. Natl.
Cancer Inst., vol. 105, no. 22, pp. 1684–1693, Nov.
2013.

[239] National Lung Screening Trial Research Team, “Data
from the national lung screening trial (NLST),” 2013.

[240] P. Leavey, A. Sengupta, D. Rakheja, O. Daescu,
H. B. Arunachalam, and R. Mishra, “Osteosarcoma
UT southwestern/UT dallas for viable and necrotic tu-
mor assessment,” 2019.

[241] S. Bakas, M. Reyes, A. Jakab, S. Bauer, M. Rempfler,
A. Crimi, R. T. Shinohara, C. Berger, S. M. Ha,
M. Rozycki, M. Prastawa, E. Alberts, J. Lipkova,
J. Freymann, J. Kirby, M. Bilello, H. Fathallah-
Shaykh, R. Wiest, J. Kirschke, B. Wiestler,
R. Colen, A. Kotrotsou, P. Lamontagne, D. Marcus,
M. Milchenko, A. Nazeri, M.-A. Weber, A. Mahajan,
U. Baid, E. Gerstner, D. Kwon, G. Acharya, M. Agar-
wal, M. Alam, A. Albiol, A. Albiol, F. J. Albiol,
V. Alex, N. Allinson, P. H. A. Amorim, A. Amrutkar,
G. Anand, S. Andermatt, T. Arbel, P. Arbelaez,
A. Avery, M. Azmat, P. B., W. Bai, S. Banerjee,
B. Barth, T. Batchelder, K. Batmanghelich, E. Battis-
tella, A. Beers, M. Belyaev, M. Bendszus, E. Benson,
J. Bernal, H. N. Bharath, G. Biros, S. Bisdas,
J. Brown, M. Cabezas, S. Cao, J. M. Cardoso, E. N.
Carver, A. Casamitjana, L. S. Castillo, M. Catà,
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