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We consider a target selection problem for multitarget tracking
in a multifunction radar network from a game-theoretic perspective.
The problem is formulated as a noncooperative game. The radars
are considered to be players in this game with utilities modeled us-
ing a proper tracking accuracy criterion and their strategies are the
observed targets whose number is known. Initially, for the problem
of coordination, the Nash equilibria are characterized and, in order
to find equilibria points, a distributed algorithm based on the best
response dynamics is proposed. Afterward, the analysis is extended
to the case of partial target observability and radar connectivity and
heterogeneous interests among radars. The solution concept of cor-
related equilibria is employed and a distributed algorithm based on
the regret matching is proposed. The proposed algorithms are shown
to perform well compared to the centralized approach of significantly
higher complexity.
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[. INTRODUCTION

Radar networks that employ multiple distributed sta-
tions have attracted a lot of attention due to the improve-
ments in tracking and detection performance they may
offer over conventional standalone radars. Furthermore, re-
cent advances in sensor technologies enabled a large num-
ber of controllable degrees of freedom in modern radars.
One such system is the multifunction radar (MFR), and
it typically employs phased array antennas that allow the
radar beam to be controlled almost instantaneously [1]-[3].
Thus, the MFR is much more flexible than conventional
dedicated radars by being capable of performing multiple
functions simultaneously—Volume surveillance, fire con-
trol, and multiple target tracking, to name a few. In this
paper, we focus on the latter function [4]—[8]; specifically,
each MFR performs the track filtering of several targets.

The aforementioned flexibility introduces a need to ef-
fectively manage available radar resources to achieve spec-
ified objectives while conforming to operational and tech-
nical constraints [9], [10]. Even for a standalone MFR,
the radar resource management plays a crucial role. Most
of the existing approaches to MFR resource management
roughly fit into the following two categories [11]-[13]. The
first category consists of the rule-based techniques [14]-
[16], which control the resource allocation parameters in-
directly, under low computational burden. The main draw-
back of these techniques is that they are hard to say what
performance can be achieved since it highly depends on the
application scenario and on the sensors being deployed. The
other category is related to the methods that formulate the
problem as an optimization one; and thus, they may achieve
the optimal performance, see [1], [8], [17]-[19], and the ref-
erences therein. In the network setting, which is the focus
of this paper, the first category of approaches is difficult to
be extended, whereas the second one may involve exces-
sive complexity due to the network dimension [20]-[21].
Thus, to reduce such complexity, one may aim to find, in
either centralized or distributed way, a close-optimal solu-
tion to the radar management problem that is considered,
see e.g., [21]-[23]. In this paper, we propose a distributed
approach based on game theory (GT), so as to model target
selection for multitarget track filtering in an MFR network.

GT is the mathematical study of conflict and coop-
eration between intelligent rational decision-makers [24].
Apart from economics and political sciences, over the last
decade, GT is being applied to control, signal processing
and wireless communications, mainly due to the issues
dealing with networking [25]-[32]. More recently, GT has
been applied to solve certain radar problems, mostly re-
lated to the multiple-input multiple-output radar networks.
For instance, the problem of waveform design has been in-
vestigated [33]-[36]; in [33], by formulating a two-player
zero-sum (TPZS) game between the radar design engi-
neer and an opponent, in [35], by a potential game in
which the radars choose among the prefixed transmit codes,
and a proof of the uniqueness of the Nash equilibrium
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(NE) of a potential game waveform design problem was
presented in [36]. Next, the interaction between a jammer
and a radar has also been modeled as a TPZS game [37],
[38]. Furthermore, the problem of transmission power con-
trol was addressed by using noncooperative GT in [39] and
by employing a coalitional game-theoretic solution con-
cept, called the Shapley value, in [42]. Although not deal-
ing with radar management, a useful work in [43] related to
the multitarget tracking application uses correlated equilib-
rium (CE) to solve the data association problem at a single
radar, and by introducing an exponential forgetting factor,
it has been extended in [44] to deal with a varying num-
ber of targets. Finally, the works in [11], [45], and [46]
utilize a market mechanism, called the continuous double
auction, in order to choose the global optimum parameters
for each individual task given the global (finite) resource
constraint. The method provided a superior performance
over its competing heuristic-based algorithms; however, its
main drawback is in the implementation complexity [21].

In this paper, we apply game theory to multitarget track
filtering in an MFR network and extend the initial results
from [47]. The main contributions of this article are the
following ones.

* A new formulation of the track selection problem for a
multitarget tracking scenario in a resource-limited MFR
network using the noncooperative games is proposed.

» The track selection problem is analyzed using the NE
of the underlying coordination game for the setting with
full target observability and radar connectivity as well as
the homogeneous interests (target priorities) of radars.
Also, to solve the problem in a distributed manner, a
low-complexity algorithm based on the best response
dynamics (BRD) is proposed.

» The track selection problem is extended to the case of
partial target observability and radar connectivity and
heterogeneous interests among radars. Due to the partic-
ularities of this case, the solution concept of correlated
equilibria is employed and a distributed algorithm based
on the regret matching (RM) is proposed.

The structure of this paper is as follows. Section II pro-
vides some background on game theory and the solution
concepts employed in this paper. The problem formulation
is given in Section III. Next, Sections IV and V deal with
the analyses of the scenarios where the observability and
connectivity conditions as well as radar interests are be-
ing equal and heterogeneous, respectively. Specifically, in
Section 1V, the former scenario is modeled as a coordi-
nation game, its NE are characterized in terms of their
existence conditions and efficiency, and a distributed algo-
rithm based on the BRD is proposed. On the other hand,
Section V provides a distributed algorithm that tracks the
set of correlated equilibria points. In Section VI, the ef-
fectiveness of the proposed algorithms is demonstrated via
computer simulations. Finally, Section VII summarizes this

paper.
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[I.  BRIEF PRELIMINARIES ON GAME THEORY

In this section, we provide notation and recall some
formal definitions and solution concepts related to game
theory that will be used throughout this paper. The focus is
put on noncooperative game theory, the dominant branch
of game theory, and specifically on so-called normal-form
games [24].

DEFINITION 1 A finite, N-person normal-form game is a tu-
ple ' = (N, S, u), where the following statements hold.

« N isa finite set of N players.
e §=38; x--- x Sy, where S; is a finite set of actions
(strategies) available to player i, Vi € A/. Each vec-

tor s = (sy,...,sy) € S is called an action (strategy)
profile.
e u=(uy,...,uy) where u; : S — R is a real-valued

utility (or payoff) function for player i, Vi € N.

To reason about multiplayer games, one can rely on
solution concepts, i.e., principles according to which inter-
esting outcomes of a game can be identified. Some funda-
mental concepts, which will be used throughout this paper,
are described in the sequel. A basic and the most widely
accepted one is the celebrated NE. Formally, in case where
players make deterministic choices (pure strategies), the
NE is defined as follows [24].

DEFINITION 2 A strategy profile s = (sy, ..., sy)is a pure-
strategy NE if, for all players i and for all strategies s; # s;,
it holds that

ui(si, s—i) > u;(s;, s—;)

where s_; = (s1,...,8i-1,8+1,...,Sy) is defined as a
strategy profile s without player i’s strategy.

Otherwise stated, an NE is a state of a noncooperative
game where no player can unilaterally improve its utility
by taking a different strategy, if the other players remain
constant in their strategies.

Next, we define the concepts of Pareto domination and
Pareto optimality.

DEFINITION 3 Strategy profile s Pareto dominates strategy
profile s” if Vi € N, u;(s) > u;(s’), and there exist some
j €N for which u;(s) > u;(s’). Also, strategy profile s
is Pareto optimal if there does not exist another strategy
profile s’ € S that Pareto dominates s.

To evaluate the (in)efficiency of NE, there is a notion
called the price of anarchy (PoA), which is defined as the
ratio of a centralized solution to the worst case equilibrium
in terms of the utility sum that is in economics literature
known as “social welfare.”

DEFINITION 4 The PoA is given as

MaXses D _ien Ui(s)
minseSNE Zie/\/ u;(s)

PoA =
where SNE is the set of NE of the game.
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Fig. 1. Track selection problem in multitarget tracking.

Note that in case where the equilibria are fully efficient,
the PoA is equal to 1.

Finally, we define the notion of CE, which is a general-
ization of NE [48], [49].

DEFINITION 5 A CE consists of a probability vector' 7 on S
such that the following is satisfied, Vi € A and Vs;, s/ € S;:

D wlsiy s Dluilsiy ) — uils], s-)1 = 0.

s €S-

To interpret the above-mentioned inequality, let us first
divide it by the marginal probability 7 (s;), which yields

Z m(s—i|s)lui(si, s—i) — ui(s;, s—)] > 0.

S_i ES,I’

Thus, an intuitive interpretation of CE is as follows. Sup-
pose that a strategy profile s € S is chosen at random, e.g.,
by some virtual referee, according to the joint distribution
7. Each player i is then given, by the “referee,” its own rec-
ommendation s;. The above-mentioned inequality means
that player i cannot obtain a higher expected utility by se-
lecting strategy s/ instead of the “recommended” one, i.e.,
s;. Also, in every finite game, the set of correlated equilibria
is nonempty, closed, and convex.

[ll.  PROBLEM FORMULATION SECTION

Let us consider a network of MFRs that aims at track-
ing several targets, e.g., see Fig. 1. Let N denote the set
of N radars and 7 denote the set of T targets. We con-
sider that the position of each radar node® i € N is known.
Although there are works in the tracking literature that con-
sider unknown number of targets, e.g., [6] and [7], in this
paper, we focus on the case where the number of targets at
each time instant is known. The current positions of targets
are assumed to be known approximately. Also, the targets
are assumed to be well separated; thus, the data associa-
tion problem is trivial and different transmission beams are
required so as to illuminate distinct targets. Furthermore,
assume that there is no central processing node to perform

A probability vector is a vector whose coordinates are all nonnegative
and sum up to 1.
%In this paper, we use the terms radar and node interchangeably.
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track filtering; in other words, fusion is done at each radar
node.

Next, the dynamics of each target j € 7, at each dis-
crete time k, are represented using the so-called white noise
constant velocity model [4], [17] given by

Xjxr=F-Xjo1+wji (1)
2 =m0 +09) 2
Joke = ARk .k
where the following conditions hold.

- The state vector x for each target j is comprised
of the two-dimensional (2-D) coordinates (x;,y;)
and velocity?(vj x, vj.y) 5 i€, Xj = [X}, Y}, Vjx, Uiyl
where [-]T stands for the transposition of the argument.

- Fis a4 x 4 matrix corresponding to the deterministic
target dynamics given as follows:

I 1,
F=[o 1}@»12 3

with ® being the Kronecker product, /5 stands for a
2 x 2 identity matrix and ¢, is the update time that is
fixed.

- The process noise w is Gaussian with zero mean and
covariance

13/3 12/2

2
= 0. .
© Y22,

® L “)

where o2 models maneuverability.
- The measurement vector z(j')k, at each radar i € N, con-

s of d azimuth. ie. 2 — [0 07"
sists of range and azimuth, i.e., z;}3 = |7, a4, | -

- The nonlinear transformation h(J.i)(x ;) is given by

Ve —x)?+ (v — )2

h(x)) =
i arctan ((y; — yi)/(x; — x;))

&)
0

- The measurement noise v ; is zero-mean Gaussian with

covariance R;; = diag {[or(j)]z, [O’LSI;_)]Z}, where ar(f) and
aéj,) stand for the standard deviation in range and az-
imuth, respectively.

The radars have limited time budget in the sense that
they cannot take measurements of all targets during the
same time slot. Thus, the number of measurements per scan
that each radar can make is given by m < |7'|. Since there is
no central entity that may coordinate actions of the radars, a
distributed approach is needed. Therefore, the main aim of
this paper is to propose distributed solutions to the problem
of target selection in order to perform multitarget track
filtering.

Furthermore, radars may experience different target ob-
servability conditions; thus, the set of the targets that are
observable at each radar i is denoted by 7;, and it satisfies

3Although here we assume a 2-D case, the extension to a 3-D case is

straightforward.
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7; € 7. The interaction among the radars is existing but
limited to sharing the measurements {z?;)k} related to the
selected targets. The communication neighborhood of any
particular radar i, together with radar i, is denoted as N,
where N; € N. The total number of transmissions each
radar i collects from its neighborhood N;, and which are
related to some target j € ;. ~; Zi, is denoted as m;(i ).
For notational simplicity, in the rest of this section, we drop
the index j for targets where no confusion is possible.

At each radar i and for each target j, the tracking pro-
cess is performed by an extended-Kalman filter. First, the
prediction step occurs, i.e.,

Xip—1 = F - Xp—1jk—1 (6)
P11 = FPp FT +Q (7)

where Xj k-1 and Pyx— are the state estimate and the error
covariance matrix for time step k given all measurements
till time step k — 1. Then, the updating step takes place
where each available measurement for target j of some
radar n € NV is used in a cyclic manner. In particular, for
eachp e{l,.. .,m}(n)}

T T -1
Ky = e (] (e (2] +5)

(®)
xil = x )+ K (20— (x5 ")) ©)
PR = (1= kPHE) PG (10)

where P,fll,? denotes the error covariance matrix after p in-
cremental updates at the same time step k, with P,S&) =
Pyjk—1 and X§<(|)1)c = Xgjk—1- The linearized measurement ma-
trix of radar n at time k is H,") = 9h™ /dx evaluated at

x,({"’l:l). Note that, due to the fact that the coordinates (x,,, y,)
of each radar n € A are known, the radars do not need to
exchange { H; ,} matrices in order to implement the above-
mentioned algorithm.

In the following, we study a natural game-theoretic vari-
ant of this problem. Specifically, we assume that the radars
are autonomous decision-makers interested in optimizing
their own tracking performance. In other words, the selec-
tions of each radar are autonomous in the sense that there
is no entity to tell radars what to do in a hierarchical type
of structure, nor is there any negotiation among radars. We
analyze two indicative scenarios with respect to the observ-
ability conditions, communication topology as well as the
radars’ interests.

1) Scenario 1: A scenario where each radar i observes
all targets, i.e., ﬂi v Zi =7, communicates with all
neighbors (all radars communicate through the full
graph), i.e., N; = N, and is interested in tracking all
targets in 7 (all targets have the same importance).

i1) Scenario 2: A more general scenario where the radars do
not necessarily have the same target interests and where
the observability and communication equalities above

BOGDANOVIC ET AL.: TARGET SELECTION FOR TRACKING IN MULTIFUNCTION RADAR NETWORKS

(full observability and full connectivity conditions) do
not need to hold, i.e.,3i e N |N; CN VT CT.

For both scenarios, the fact that each radar (or the radar
operator) autonomously and rationally decides to track the
targets that increase its utility can be modeled as a one-
stage noncooperative game in normal form, which is the
most fundamental representation type in game theory [24].
In following two sections, we analyze the track selection
problem in each scenario separately.

IV. SCENARIO 1: THE PROBLEM OF COORDINATION

First, note that there are many classes of normal-form
games; however, due to the particularities of the scenario
considered, in this section, we focus on coordination games,
which do not rest solely upon conflict among players. In-
stead, as their name suggests, more emphasis is put on the
coordination issue where players may have an incentive to
conform with or to differ from what others do. In the latter
case, this kind of games are usually called anticoordination
games [24], [S0]-[51].

A. Game-Theoretic Model

We assume that the players are rational and their ob-
jective is to maximize their payoff, i.e., the tracking ac-
curacy of all targets. Formally, the track selection game
'Y = (N, S, u) has the subsequent components.

 The players are the radars represented by the set .

» The strategy of each radar i is represented by a T -tuple
S; = (S,‘ql, Si2s ey S,‘,T), where Si,j=a if radar i de-
votes a transmission beams to a target j with a < m.
Each strategy tuple has at most m transmissions, i.e.,
ZLI si,j < m. Also, note that

N
mi@)=m,=>"s ;. (1)
i=1
» The utility for each radar i is given by
T
ui(si, s—;) = Zgainj(m’j) (12)

j=1

where the term gain j(m’j) represents the tracking accu-
racy gain for target j € 7 and it is defined by

. (m?)
gain,(m') = Tr {P,-,H,(_l - Pj_k-(k} (13)
where Tr{-} stands for the trace operator and all radars
are assumed to have the same initial guesses X; oo and

Pj oj0-

In other words, the strategy of radar i defines the number
of transmissions per target, at a given time slot, see Fig. 2.
Due to the fact that radars share their measurements , their
tracking accuracy gains for a specific target are dependent
on all radars’ measurements related to that target.
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Fig. 2. Example strategy profile displayed as a matrix for
T={a,...,e}and |[N|=m = 3.
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Fig. 3. Example of a track allocation in terms of gains per target where
T ={a,...,e}and |IN| = m = 3. Each box represents a gain increment
due to a measurement, and the number of measurements per target m’]
varies between 1 and 4 across targets in 7 . In case (a), the gains are equal
for the same number of measurements, whereas in case (b) they differ.

Note that the gain in (13) can be expressed as follows:

Y AgY, ifm > 1

gain; (mtj) = 0 o mg o (14)
where

Agy) = Tr(Pjl” = Pl (15)

and Agij ) = gain ;(1). To analyze the proposed game, we

proceed by adopting the following practical assumptions,
forall j € 7 and p € {l,...,m?}withmtj > 1.
ASSUMPTION I The gain function in (13) is increasing with
the number of measurements m’j ,1.e., Ag;’ )< 0.

ASSUMPTION 2 Estimation accuracy gain increment Agﬁf )

decreases as the order of measurements p grows, i.e.,
) )

Agp” > AgyLy

Finally, the following two cases are analyzed:
a) Agﬁ,j) = Agp. forall jeTand p e {l,..., m;}; and
b) Agy # AglD, for j#¢, and minjcrAgy >

maxngg;Jll.

Case a) represents an idealistic case where all nodes
would have very similar measurements among themselves

and are related to all targets, see Fig. 3(a). A more real-
istic scenario, corresponding to case b), is illustrated in
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Fig. 3(b). In Section IV-B, we characterize the NE of the
aforementioned cases.

B. Nash Equilibria

Generally, in a coordination game, there are multiple
NE. If the players have the same payoffs , and the equilibria
are equal, the game is a pure coordination one. In fact, in
such a game, all NE are Pareto optimal. On the other hand,
in a ranked one, the NE differ and usually there is only one
Pareto optimal equilibrium [52].

Now, the main findings related to the NE for cases a)
and b) are provided.

PROPOSITION 1 The game for case a) has PoA = 1, and
any track assignment is an NE, if Zsz 1 8i,j = m, and if the
following statements hold:

. m’] < 1,Vj € 7, for a scenario where N-m < T; and
. maxj,g67{|m’j —mj|} <1, Vj, £ €T, for a scenario
where N-m > T.

PROOF First, let us assume that there is a radar i such
that ZJT.ZI s;,; < m and that the corresponding s* is an NE.
Then, radar i can change its strategy by taking an additional
measurement. Due to the fact that , for mz > 1, the radar’s
gain function in (13) is increasing with the number of mea-
surements, its utility will be increased. But that contradicts
our initial assumption that s* is an NE; thus, as per our in-
tuition, each radar should make all possible transmissions
toward the target(s) at each time instant. Next, note that
if the total number of measurements is less than or equal to
the number of targets, the radars are worse off if more than
one measurement in total are devoted to the same target.
Also, due to the structure of gain function, NE are precisely
ﬁ outcomes in which each measurement is devoted to
a distinct target. On the other hand, if N-m > T, the corre-
sponding condition states that all targets should be covered
as equally as possible. Here, each NE corresponds to a bal-
anced allocation. For instance, the allocation in Fig. 3(a)
is not an NE since the payoffs can be increased if some
players move its measurement from target b to any other
target. Finally, since the gain of any target is the same for
the same number of measurements, the game appears to be
a pure anticoordination one. Thus, every NE is also Pareto
optimal, which finally implies that PoA=1. |

PROPOSITION 2 The game for case b) has PoA > 1, and
any track assignment is an NE, if Zle s;,j = m, and if the
following statements hold:

e for a scenario with N-m < T, each radar chooses its
most accurate target that has not been selected; and

e for N-m > T, the first (%1 — 1levels are filled in, i.e.,
m'; > [A27] —1,Vj €T, and for the [22]-th level,
each radar chooses its most accurate target that has not
been selected by others, where [-] is the ceiling function.

PROOF Similar arguments hold as for Proposition 1. Yet,
the above-mentioned game seems to be a ranked antico-
ordination game. Note that here are still multiple NE, but
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not all NE are necessarily equal, and hence, not every NE
is Pareto optimal (only one is). So, the above-mentioned
conditions are not sufficient to have also a Pareto optimal
NE, and consequently, PoA is strictly greater than 1. |

C. BRD-Based Distributed Track Selection Algorithm

In the sequel, we present a simple low-complexity dis-
tributed algorithm based on the BRD [24], [26], [27] liter-
ature, that looks for the NE of the analyzed game. Toward
this goal, let us first define the notion of radar is best re-
sponse to the vector of strategies s_;, denoted by BR;(s_;),
as the set-valued function

BR;(s_;) = arg max u;(s;, s_;).
S,-ES,‘

Note that there are two versions of BRD that can be
used; namely, the sequential version

Si(k + 1) € BR; (Sl(k +1),...
csick+ 1), 500, L sy (k)

where s;(k 4 1) is the action selected by radar i at time step
(k + 1) and the simultaneous one where all players update
their actions synchronously

si(k + 1) € BR; (s_j(k)).

Although the former one is more frequently used [27],
it requires the definition of a cyclic path that covers all
nodes, which is an NP-hard problem [53], [54], and fur-
thermore, it has limited applicability in large and delay-
intolerant networks if the whole cycle has to be performed
at each time instant. Thus, we focus on the simultaneous
BRD implementation which, on the other hand, may expe-
rience the problem of a coordination failure due to strategic
uncertainty (see Fig. 4). Nevertheless, this problem can be
alleviated if radars select their best responses with some
probability « < 1. For instance, o can be set to be 0.5 and
can be kept fixed.

In the above-mentioned games where N -m > T',1in gen-
eral, two types of NE may arise: one where a radar illumi-
nates only different targets; and the other where it chooses
the same target more than once. In practice, it is of interest
to exploit the radars’ diversity; thus, we focus on the former
type. Let ’];(e']) denote the set of targets selected by radar i.

Then, a summary of the proposed algorithm is provided
in the following.

In the context of general BRD algorithms, players
need to observe the actions played by the others; how-
ever, in our algorithm, it can be verified that the knowl-
edge of the numbers of transmissions per target j, i.e.,
{m'}i_,, is sufficient. Specifically, note that {m'}7_, are
aggregate functions of the radars’ actions and, due to
ui(si, s—;) = u;(m}, ..., m%), observing the actions them-
selves is not necessary.

Note that there are no convergence results for general
games using BRD, i.e., a BRD-based algorithm may miss
an NE [24], [27]. Fortunately, for some special classes
of games, there exist sufficient conditions under which the
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Fig. 4. Coordination failure example: (a) initial track allocation, M (b)
four radars decide to change their current track choices (gray boxes) and
illuminate target d, and (c) track allocation in the following time instant
and possible radar choices (denoted by the arrows) that may result into
the cyclic behavior.

Algorithm 1: Low-complexity BRD (LC-BRD)
Based Distributed Scheme for Track Selection.
e Start with any strategy profile s(0).
e Ateach time instant k = 1, 2, ..., each radar
i € N performs the following steps:

s1) Count m’/., Vj € 7, and reallocate the measure-

ments for Vj € 7;(;1) satisfying s; ; > 1 to a target
argmin,,_ {T\ngf}m@ .
s2) With some fixed probability «, reallocate the mea-
surement from target j to ¢ until
* 3j € T such that m'; > [ %] and the mea-
surement for £ is the most accurate one of those
satisfying argmin, {T\ngl;}m;, or
i 4
m’[ = min ge {T\zg)}m;, and if measurement for
£ is more accurate than the one for j.
s3) Transmit/receive measurements, and Vj € 7, exe-
cute (6) and (7) and employ all available measure-
ments in (8)—(10).
s4) (optional) it wi(sitk), s_i (k) < ui(si(k —
1), s ik — 1)) revert back to the strategy
from k—1 and skip the first 2 steps, i.e.,

S,’(k + 1) = Si(k — 1)

sk r ro__ .
m m, =1, where m; = max,  om and
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convergence of the sequential BRD to a pure NE is always
guaranteed. For instance, one such class is related to the so-
called potential games [55], which we will define further.

DEFINITION 6 A finite, N-person normal-form game I =
(N, S, u) is called a potential game* if there exists a func-
tion ® : S — R such that Vi € NV and for all (s;, s_;),
(s/,s-) €S

ui(si, s—i) — ui(s;, s—;) = ®(s;, 5-;) — (57, 5-;)

and such a function @ is called potential function of the
game.

In every finite potential game, every improvement path
is finite. Since a finite game has a finite strategy space,
the potential function takes on finitely many values and the
above-mentioned sequence must terminate in finitely many
steps in an equilibrium point.

Unlike the sequential BRD, there does not seem to exist
general convergence results for the simultaneous BRD, yet
only a few application-specific proofs [27]. Nevertheless,
the proposed Algorithm 1 does converge to a pure NE.

THEOREM 1 The proposed Algorithm 1, with the s4)
step, does converge to a pure NE of the proposed one-
shot track selection game 'V = (N, S, u), as defined in
Section IV-A.

PROOF Let us first analyze a hypothetical sequential ver-
sion of the proposed algorithm. Note that one may construct
apotential function @ for the analyzed game, i.e., by setting
® = u;(s), Vi € N. Thus, a sequential BRD-based strategy
for the analyzed game would converge. Now, for the pro-
posed (simultaneous) algorithm, note that in general case,
® is not nondecreasing as time progresses; however, due to
the s4) step, only the states where @ is not smaller than the
best previous ® value are actually kept. Specifically, in case
where the players at time & select a coordination failure pro-
file that may resultin ®(k) < ®(k — 1) (suchasone givenin
Fig. 4), this step ensures that ®(k 4+ 1) = ®(k — 1). Then,
due to & < 1, there is a nonnegligible probability that only
one player will update (as in the asynchronous version)
and ® will increase; thus, the algorithm will eventually
converge. |

REMARK 1 Strictly speaking, the proposed algorithm
with the s4) step is not a traditional simultaneous BRD,
since it requires that each player also stores in memory the
action and the utility value from the previous time step. This
additional yet small memory requirement is sufficient but
not necessary for the algorithm to converge. For properly set
«, our simulations have shown that the proposed algorithm,

4Strictly speaking, the game defined in the above-mentioned definition
is formally known as exact potential game. There are other variants of
potential games, where probably the most general one is the so-called
ordinal potential game in which the condition u;(s;, s—;) — u; (s, s_;) >
0 iff d(s;, s—;) — D(s/, s_;) > 0 holds. Most importantly, both types of
potential games are still guaranteed to have pure-strategy NE.
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even without the s4) step, actually converges and performs
well (see also [47]).

Dynamic scenario: Note that the tracking accuracy gain
in (13), which constitutes the utility of each radar in (12),
generally depends on measurement noise covariance R; ;,
deterministic target dynamics F, and process noise covari-
ance Q. To account for time-varying accuracy measures,
i.e., range and azimuth variances, and to deal with possi-
bly high target dynamics, the proposed algorithm can be
modified in one of the following ways:

» the LC-BRD algorithm can be repeated every K time
instants, where K is an integer number that can be set by
the radar operator(s), so as to search for other NE during
the tracking process; or

» each radar running LC-BRD may randomly change its
strategy in step s2) (regardless of the conditions in this
step) with a small € probability. In other words, step s2)
in LC-BRD is run with probability 1 — €.

The above-mentioned modifications achieve similar
performance, as it will be shown in Section VI.

V. SCENARIO 2 COORDINATION AND CONFLICT

In Section IV, we have analyzed the scenario where all
radars share the same interests; thus, the main challenge has
been to tackle the problem of coordination among radars. In
practice, not all targets are necessary of the same priorities,
so proper weights should be introduced in the radar utilities.
To determine target priorities, one may use the so-called sit-
uation assessment or threat assessment function [4], which
is the highest level of abstraction in the tracking process.
In a setting where there is a single MFR, it is clear that
the radar (actually, the radar operator) may have different
priorities over different targets. On the other hand, in a net-
work setting, there are two cases: first, that all radars have
the same priorities per target; and second, that their pri-
orities may differ for specific target(s). On the one hand,
the former case is suitable for modeling situation where
there is a homogeneous radar network system, or simply
a single network operator, where the radars are part of the
same mission. Therefore, the target weights are the same
for each radar, which can be seen in scenario 1, which was
considered in Section I'V. On the other hand, the latter case,
in which radar priorities may differ for specific target(s),
may model situations where there are several radar opera-
tors controlling different parts (different radars) of the radar
network. For instance, radar operators can be interested only
in a specific region and/or in a specific type of targets. Also,
radar operators may have different but overlapped areas of
responsibility, so that tracking an object leaving some area
and entering another one can be of different importance to
the corresponding operators. These situations may arise in
military and safety missions, air-traffic control, space de-
bris tracking, vehicle-to-vehicle networks, etc. Yet, in such
situations, it is still important to exploit the network coop-
eration, as in the scenario analyzed in Section IV. Thus,
here we focus on a more demanding scenario where radars
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Fig. 5. Track selection problem in a scenario with partial observability,
limited communication, and different interests among radars.

may have different interests and where issues of conflict
may also arise. Specifically, we assume the following state-
ments about radars that they:

i) do not necessarily have the same target interests;
ii) are limited to partial target observability; and
iii) do not communicate with all other radars.

An example of such a scenario is depicted in Fig. 5. For
instance, radar 1 in Fig. 5, denoted as R;, communicates
with only two neighboring radars (R, and Rj), observes
only two targets (77 and 7) while being interested in track-
ing three targets (71, 7, and 73) , i.e., there are three nonzero
weights, which correspond to Ty, 7>, and T3 , in its weight
vector wi. On the other hand, R; has different yet over-
lapped interests and different neighbors and observability
conditions.

A. Game-Theoretic Model

Here, we redefine the track selection game I'® =
WV, S, u) as follows.

 The players are the radars represented by the set .
» The strategy of each radar i is represented by a T -tuple

S; = (S,',l, Si2s ey si,T) where
a, ifjed;
Si,j = . (16)
0, otherwise

where a is the number of transmission beams that radar
i devotes to target j € 7; and it holds that a < m.
Each strategy tuple has at most m transmissions, i.e.,
> jeT Sij S m. Now, the number of transmissions each
radar i collects from AN; and related to some target
J € Uien; Tiis givenas mi(i) = 3z 8ij-

» The utility for each radar i is given by

T
ui(si,s_;) = Z Wi, j gainj (mlj(z))

j=1

A7)

.
with gainj (mt](l)) =Tr {Pj,k‘kfl - P;TZ‘]]S))
being the weight that a radar i gives to some target j. In
fact, w; j canbe seenas (i, j)thelementof N x T matrix
W that defines the target interests across all radars. Also,
note that u;(s;, s_;) = u; ({S]}[EM).

and w; ;
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Fig. 6. Assume a track allocation across the network as in Fig. 3(b).
Due to limited connectivity and different interests, at time &, radar 1 (R;)
experiences the gains given in (a), and those in (b) are for radar 3 (R3)
that decides to change its selection. At time k + 1, (c) R; has a (great)
loss while (d) R3 has a (relatively small) gain.

B. Correlated Equilibria and RM

The scenario considered in the previous example resem-
bles the well-known Battle of the Sexes game [24] where
players have a common interest to coordinate (or in our case
to anticoordinate), but they have different preferences re-
garding the (anti)coordinated states of the game (which are
NE). However, for a general setting of our above-defined
game, it is not easy to characterize possible NE neither in
terms of their efficiency nor even their existence. Further-
more, we cannot ensure that the game is potential. This is
due to the fact that, in general case, it is difficult to construct
a potential function ® since an action profile change can
influence different players in an arbitrarily different way
(see an example in Fig. 6).

Remark 2: In the extreme case where radars have to-
tally different interests (with no overlap w.r.t. the interests
and communication topology), there it would be easy to
define a potential function (just the sum of all utilities).
However, the solution (NE) is trivial since the problem
is totally decoupled (there is no interdependence); each
radar’s utility depends only on its own strategy selection
ui(s) =u;(s;), Vi e N.

For the above-mentioned reasons, here we focus on
the solution concept of CE. Note first that, as mentioned in
Section II, a CE always exists in a finite game [49]. Actually,
every NE is a CE and NE correspond to the special case
of a CE for which the joint distribution over the strategy
profiles 7 (s;, s_;) factorizes as the product of its marginals,
1.e., the play of different players is independent [48], [49].
Furthermore, in certain settings, the set of CE may include
even the distribution that is not in the convex hull of the NE
distributions.

Next, we will exploit a class of simple adaptive algo-
rithms, called RM , in order to reach a CE of the analyzed
track selection game. It does not entail any sophisticated
updating, prediction, or fully rational behavior [56]. The
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approach can be summarized as follows: At each time in-
stant, a radar may either continue playing the same target
strategy as in the previous time instant, or switch to other
strategies, with probabilities that are proportional to how
much higher his accumulated accuracy gain would have
been had he always made that change in the past. Specifi-
cally, at each time instant k£ and for any two distinct strate-
gies s/ # s;, the regret that radar i experiences at time k for
not playing s; is given by

Ri (s, s;) = max {D; x(s;, s;), 0} (18)

where the term D; i (s;, s7) represents the average payoff at
time k for not having played, every time that s; was played
in the past k, < k, the different strategy s;

D; x(si, s7)
1
= = 2 [ (5ikp), s-ihy) — wi (si(kp), 5-iCky)) ]

k,<k
(19)

Next, the probability at time k + 1 for radar i to play some
strategy s; € S; is a linear function of its regret vector, i.e.,

for all s/ # s;

otherwise

7T,-/(+1(Si’) = I%Ri,k(si’ 1),

T i) = 1= P 7 D,
where the fixed constant p > 0 is selected to be large
enough such that nik+1(s,-) > 0. Finally, for every k, we

define the empirical distribution 7 of the strategy profiles
played up to time %, i.e., foreach s € S

(20)

1
Me(s) = z#{kp <k:sky) =s} 21
with #(-) stands for the number of times the event inside the
brackets occurs while s(k,) is the action profile played at
time k.

THEOREM 2 If every radar i selects targets according to the
probability distribution in (20), then the empirical distribu-
tions 7, converge almost surely as k — oo to the set of CE
distributions of the game I'®.

PROOF For the proof, see [56]. [ |

Dynamic scenario: Due to possibly time-varying accu-
racy measures and high target dynamics, as explained at the
end of Section IV-C, as well as time-varying radar interests,
the suggested approach has to be modified so as to take into
account the aforementioned effects. In fact, by incorporat-
ing an adaptive mechanism in the calculation of the average
regret, it can be shown that the resulting algorithm can track
the changes if they are sufficiently small.

First, note that the average regret in (19) can be com-
puted recursively, i.e.,

’ k—1 /
D; i (si,s;) = = D; i—1(si, s;)

1
+o (i (5{(K), 5 (K)) — wi (i (k) s (k)] -
(22)
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Also, the average regret in (19) and (22) exploits the history
of all past selections. This is not desirable due to the fact
that the tracking accuracy gains slight change in time due to
the aforementioned effects. Thus, to compute the average
regret, each radar should exponentially discount the influ-
ence of its past selections. Specifically, similarly to [57],
we rewrite the average regret recursion as follows:

D (i, 8]) = Dj j—1(si, s})
o 00 (5100, 5-4(K)) = s (siCK) 4000

— D j—1(si, Sf)]
(23)

where 6; is a positive step size. In case where the step
size 0, is decreasing with time, the algorithm will converge
with probability 1 to the correlated equilibria of a static
game. In fact, if 6, = %, then the recursions in (22) and (23)
are identical; thus, the convergence arguments from [56]
directly apply. However, for the decreasing step size, the
algorithm may not adapt to the changes caused by the target
dynamics. On the other hand, with the fixed step size 6, = 0,
the algorithm is able to adapt to the changes and can be
proved to converge to the set of CE by using the arguments
from stochastic averaging theory [58]. For a more detailed
discussion, see [57].
Finally, we provide the algorithm based on RM.

Algorithm 2: RM-distributed Scheme for Track
Selection.

e Start with some initial probability vector ! (s)
e Ateach time instant k = 1,2, ..., each radar
i € N performs the following steps:

s1) Select target(s) according to probabilities nik(slf)
and ni" (s7) Vsi/ # s;, and denote the selection by s;.

s2) Calculate D; i (s;, s)) using (23).

s3) Calculate regret R; x(s;, s;) using (18).

s4) Find probabilities for the following time instant,
ie., mF(s/) and 75T (s;) using (20).

Computational complexity: It is of interest to comment
on the computational complexity of the distributed algo-
rithms proposed in this paper. For illustration only, let us
consider that the number of observed targets is the same for
allradars, i.e., |7;| = |7,|, Vi, n € N, and that the radars are
interested in all targets that are observable to them. Then,
the RM-based algorithm has the complexity that is linear in
the number of radars but exponential in m, i.e., O(N -|Z;|™).
This is in contrast to the centralized approach that can be re-
alized by an exhaustive search and that has the exponential
complexity also in the number of radars, i.e., O(|7Z;|V"™).
On the other hand, note that the LC-BRD proposed in
Section IV is the most efficient from the computational
perspective; its complexity is in the order of O(N -m-|7;]).
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Fig. 7. Coordinates of radars and targets.
TABLE 1
Radar Positions
z [km] | y [km]
radar 1 -10 0
radar 2 3 0
radar 3 10 0
TABLE 11
Target Parameters
z [km] | y [km] | v, [km/s] | vy [km/s]
Target 1 1 6 0.5 0.1
Target 2 0.5 7 0.35 -0.1
Target 3 1.5 3 -0.3 0
Target 4 2 4 -0.2 0.1
Target 5 2.5 5 0.3 0.2

VI.  SIMULATIONS

In this section, we provide some computer simulations
that verify the main findings and demonstrate the effective-
ness of the proposed algorithms.

First, we consider an MFR network of N = 3 radars,
each of them making m = 2 measurements per scan and
aiming at tracking T =5 targets, see Fig. 7. Specifically,
the coordinates of radars are given in Table I. The targets
follow white noise constant velocity trajectories with initial
x, y coordinates and velocities provided in Table II. Ini-
tial guesses X; oo are noisy versions of the initial states
X0 and initial covariances are equal to P; oo = Popo =
diag {(0.1km)?, (0.1km)?, (0.1km/s)?, (0.1 km/s)*}. The
update time is #, = 0.25s, and in order to model moder-
ate maneuverability, o is set to 2.5 x 107> km?/s>. Also,
the standard deviation in azimuth is oéf_) = 0, = 2 mrad,
whereas the range accuracy varies among the radars and
targets as crr(f) = b; ; - 0,, where 0, = 15m and coefficient
b; jis taken from the interval [1, 4.5].

Most figures present the weighted sum of Tr{P;’rzlf:))}

over all targets and over all radars, i.e.,
N

T
)
DD wiyTr {P./,kl'k }

i=1 j=1

(24)

as a function of time k. Initially, we focus on the case ana-
lyzed in Section IV and compare the following strategies.

BOGDANOVIC ET AL.: TARGET SELECTION FOR TRACKING IN MULTIFUNCTION RADAR NETWORKS

= = =(a) Standalone

= = =(b) Distributed random - K=10
= = =(c) Distributed random - K=1 i
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Time, k

Fig. 8. Sum of traces of error covariance matrices for all targets during
time in the setting with 7 = 5 targets, N = 3 radars, m = 2

measurements per scan, and update time #, = 0.25s.

a) Standalone—The standalone radar that does not
send/receive measurements. It sequentially chooses m =
2 different targets at each time instant.

b) Distributed random with K = 10—Distributed strategy
where the radars exchange the measurements while each
of them randomly selects targets each K = 10 time in-
stants.

¢) Distributed random with K = 1—Same as in (b), ex-
cept that targets are being randomly chosen at each time
instant, i.e., K = 1.

d) Proposed LC-BRD distributed with K = 10—The pro-
posed low-complexity BRD-based distributed algorithm
seeking NE while being reinitialized every K = 10 time
instants. The probability « is set to the value of 0.5.

e) Approximated centralized with K = 10—The approx-
imated centralized approach based on analytically re-
solved measurements-to-target allocation every K = 10
time instants. Due to its exponential search complexity in
the total number of measurements, i.e., O(7¥""), the cen-
tralized exhaustive search is computationally challeng-
ing even for the considered scenario of 7 =5, N = 3,
and m = 2. For this reason, the coefficients in noise vari-
ances ar(;), which are in the interval [1, 4.5], are set in
such a way that the best centralized measurements-to-
target allocations can be easily analytically determined
and changed every K = 10 time instants.’

Fig. 8 compares the above-mentioned strategies. The
results are averaged over 100 realizations. Not surprisingly,
due to the high process’ dynamics, a standalone noncoop-
erative radar experiences weak performance since it uti-
lizes only its own measurements that are not sufficient to
cover all targets. Although approach in (b) uses N-m = 6
measurements, due to the lack of coordination it performs
poorly. However, the distributed random strategy can be
significantly improved if strategies are constantly being

3This is only done for the purpose of a comparison. In the scenarios with
limited observability, and thus less computational complexity, we will
provide the exhaustive search results as a benchmark.
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Fig. 9. Setting with T = 15 targets, N = 3 radars, m = 6
measurements per scan, and update time #, = 0.25s.

10° T T T T T T T T

- - -(a) Standalone

= = =(b) Distributed random - K=10

= = =(c) Distributed random - K=1

—— (d) Proposed LC-BRD distributed - K=10
(e) Approx. -K=10

F
3
:

Sum of trace (P)

Time, k

Fig. 10. Setting with T = 5 targets, N = 5 radars, m = 2, and update
time 1, = 0.25s.

changed, given that there are no track migration costs in-
volved. Note that the proposed LC-BRD distributed algo-
rithm, which learns underlying NE allocations, outperforms
the aforementioned strategies. On the other hand, it closely
approaches the performance of the approximated central-
ized one while mitigating its inherent complexity.

The results related to a setting with more targets and
measurements per scan than in the previous setting are plot-
ted in Fig. 9. Here, we also include the following.

f) €-LC-BRD distributed—The proposed low-complexity
BRD-based distributed algorithm seeking NE and where
each radar may change its strategy (even if in an NE)
with a small € probability. The probabilities « and € are
chosen to be 0.5 and 0.02, respectively.

Although without the curve for approximated central-
ized solution as a benchmark, the results that Fig. 9 provides
are similar to those in Fig. 8. Also, note that the two versions
of the proposed LC-BRD algorithm exhibit pretty similar
performance.

For the plots in Figs. 10 and 11, two additional radars in
the network are considered w.r.t. the setting in Fig. 7, i.e.,
(x4, y4) = [—4km, Okm], (x5, y5) = [7 km, O km]. This is
probably the least favorable scenario for LC-BRD w.r.t. the
distributed totally random (K = 1) algorithm due to the fact
that now mod(N -m, T) = 0, i.e., all targets can be selected
with the same number of measurements. In Figs. 10 and
11, the update time is set to #, = 0.25s and 7, = 0.025s,
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Fig. 11. Scenario is the same as in Fig. 10 except that 7, = 0.025 s and
the comparison is made with the proposed distributed algorithm based
on RM.

At time instant k=10

—&— (d) Proposed LC-BRD distributed
—&— (e) Approx. centralized

0.35

Sum of trace (P)

005 A Y S S B
5.5 5 45 4 35 3 25 2 15 1
Noise spread (max/min)
Fig. 12. Performance comparison as a function of the measurements
diversity in terms of the noise variance spread, for the same setting as
in Fig. 11.
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Fig. 13. Scenario with3 < |7;| < 5,5 < |[N;| <6and W = 1y - I‘TT‘,
where it holds Uie/\/i T =T,VieN.

respectively. Also, in Fig. 11, the following strategy is used
in the comparison.

g) RM distributed—The proposed distributed algorithm
based on RM that tracks CE, with 6, = 0.5.

It can be noticed that the RM distributed algorithm
clearly outperforms other distributed strategies. This is due
to its more sophisticated learning mechanism, which comes
at the expense of somewhat higher computational complex-
ity than the other distributed strategies.

Regarding the LC-BRD algorithm, it should be men-
tioned that its performance difference w.r.t. the central-
ized approach mainly depends on the measurement diver-
sity, as suggested by Propositions 1 and 2 in Section IV.
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Fig. 14. Scenario with |7;| =4 and N; = N, with T =5, N = 6,
m = 1, and f, = 0.25s. The case where all radars have the same interests
(all targets) is in (a), and the case where their interests differ in general is
in (b).

Specifically, the more similar measurements’ quality is, the
gap w.r.t. the centralized approach is smaller (PoA — 1).
This is illustrated in Fig. 12 by simulating the performance
of the LC-BRD and the approximated centralized solution
as a function of the noise variance spread in the network
over all targets, i.e., maxi,j(ar(j))/mini,j(a,(j)).

So far, the focus has been on the scenarios where all
radars had the same interests, full observability, and the
radar network was fully connected. Now, let us remove
these restrictions by first analyzing the scenario where the
observability of each radar varies between 3 and 5 and
the radar connectivity for some radars is not full while
all radars are still interested in all targets. We set 7 =5
targets, N = 6 radars, m = 1 measurements per scan, and
update time 7, = 0.25 s. Note that the compared algorithms
were modified accordingly in order to take into account the
above-mentioned constraints. As it can be seen in Fig. 13,
the LC-BRD algorithm clearly outperforms the distributed
random one (K = 1) due to the fact that the equally bal-
anced target allocations (from a single radar perspective)
are not necessary reasonable, in contrast to the scenario in
Figs. 10 and 11.

Finally, we compare the proposed strategies with the
centralized solution based on exhaustive search, i.e.,

h) Exhaustive search—The centralized search is imple-
mented with full knowledge of all radars’ interests, ob-
servability, and connectivity conditions, and at each time

BOGDANOVIC ET AL.: TARGET SELECTION FOR TRACKING IN MULTIFUNCTION RADAR NETWORKS

instant, the best allocation optimizing the sum of all
radars’ utilities is selected.

Fig. 14 shows that the LC-BRD performs well given its
complexity. Note also that for the case where the interests
of the radars are not necessary the same four targets, there
are no theoretical guarantees that the NE exist(s) nor that
a BRD-based algorithm may achieve an NE point; how-
ever, the LC-BRD still preforms relatively well. On the
other hand, the RM-based algorithm, which is designed for
more general scenarios, performs better than the LC-BRD
and it closely approaches the centralized exhaustive search
solution.

VII.  CONCLUSION

In this article, we have proposed a new formulation of
the track selection problem for a multitarget tracking sce-
nario in an MFR network using the noncooperative games.
The target selections of each radar are considered to be au-
tonomous; there is no central entity to tell radars what to
do nor is there any negotiation process among the radars.
We have analyzed two indicative scenarios with equal and
heterogeneous conditions of observability and connectivity
as well as radar interests. In the former scenario, the NE
of the underlying anticoordination games have been ana-
lyzed and a simple yet effective distributed algorithm that
introduces a balancing effect in track selections has been
proposed. Afterward, for a more demanding scenario, the
solution concept of correlated equilibria has been employed
and a more sophisticated distributed algorithm based on
the RM has been proposed. Finally, computer simulations
have verified that both proposed algorithms closely approx-
imate the centralized solution while mitigating its inherent
complexity.
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