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ABSTRACT

Psychology research has shown that song lyrics are a rich
source of data, yet they are often overlooked in the field
of MIR compared to audio. In this paper, we provide an
initial assessment of the usefulness of features drawn from
lyrics for various fields, such as MIR and Music Psychol-
ogy. To do so, we assess the performance of lyric-based
text features on 3 MIR tasks, in comparison to audio fea-
tures. Specifically, we draw sets of text features from the
field of Natural Language Processing and Psychology. Fur-
ther, we estimate their effect on performance while statisti-
cally controlling for the effect of audio features, by using a
hierarchical regression statistical model. Lyric-based fea-
tures show a small but statistically significant effect, that
anticipates further research. Implications and directions
for future studies are discussed.

1. INTRODUCTION

Popular Western music very often contains lyrics. Social
science research has shown informative relationships be-
tween popular songs and their lyrical content: e.g., coun-
try music lyrics rarely include political concepts [1], songs
with more typical [2] and more negative [3] lyrics appear
to be more successful, and the psychological content of
song lyrics appears to correlate with cultural changes in
psychological traits [4]. As for music consumption, lyrics
have also been shown to be a salient component of mu-
sic in the minds of listeners [5]. Furthermore, [6] showed
that patients are more likely to choose music with lyrics
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when participating in music-based pain reduction interven-
tions; [7] showed that lyrics enhance self reported emo-
tional responses to music, although melody had an overall
larger effect, and [8] showed a number of additional brain
regions were active during the listening of sad music with
lyrics, vs. sad music without lyrics.

In the Music Information Retrieval (MIR) field, some
interest for lyrics and how they can be used to improve
MIR tasks has been shown. Popular uses of lyrics for MIR
tasks consider mood classification [9–12], genre classifi-
cation [13,14] and topic detection for indexing and brows-
ing [15, 16]. [17] also proposed a metric to assess the nov-
elty of lyrics, and suggested that novelty can play a role in
music preference.

From these findings, one can conclude that lyrics are a
rich data source. Although MIR interests have historically
focused more on audio, lyrics information may fruitfully
be leveraged for various MIR tasks. Still, there are many
possible ways to extract information from lyrics text, and
it is an open question what information extraction proce-
dure will turn out most fruitful. To gain more insight into
this, we present a study investigating several textual feature
sets. In shaping these sets—acknowledging potential value
of the topic for social science research—we are inspired by
the way text analysis has been performed in the Psychol-
ogy domain, and draw several of our extractors from prior
work in that field. We will assess the performance of these
textual feature sets on 3 common MIR tasks, and will sta-
tistically control for the effect of each chosen feature set,
including an audio feature set for comparison. Our anal-
ysis will be performed on a large dataset from the online
Musixmatch lyrics catalogue.

In the remainder of the paper, in Section 2, we discuss
relevant previous work on text information extraction in
the Psychology literature. Section 3 will subsequently ex-
plain our research design, after which Section 4 discusses
the feature sets we used. Section 5 describes the data col-
lection and pre-processing procedures, after which Sec-
tion 6 details the experimental design. Section 7 justifies
our chosen analytical strategy, followed by a presentation
of results in Section 8 and the conclusion in Section 10.

†
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Figure 1. Overview of the experimental pipeline.

2. RELATED WORK

The field of Psychology has long pondered the impor-
tance of the words people choose to use, and how this
reflects their individual differences [18]. The features
we use in present work are primarily inspired by two
prior lines of work in which Natural Language Process-
ing (NLP) techniques were applied in psychology research:
one employing closed-vocabulary lexicon approaches, the
other employing open vocabulary approaches. Firstly, [19]
used NLP techniques to derive estimates of personality
for music genres. Specifically, they created a lexicon (a
meaningful group of words) from psychology research
that described personality dimensions, as well as a cor-
pus of lyrics, separated into music genres. They then
computed the similarity between the lyrics of music gen-
res and the groups of personality dimension words, and
considered this result to be an estimate of the person-
ality dimension represented in the lyrics of each genre.
Lexicon-based approaches have generally been popular,
also thanks to the release of the Linguistic Inquiry Word
Count (LIWC) lexicon-based software [20]; e.g., in the
context of lyrics, [21] used it to examine psychological dis-
tress in the lyrics of musicians that committed suicide vs.
those who had not.

Secondly, [22] demonstrated the usefulness of an open
vocabulary approach vs. a lexicon approach while ex-
amining personality in the context of online social net-
works. Although lexicons are carefully curated and mean-
ingful, they are also time-consuming to create and context-
specific. In contrast, data-driven techniques can automati-
cally estimate latent topics from groups of words that tend
do appear together. [22] showed relationships between per-
sonality scores and automatically extracted latent topics.
Further, they showed that the open vocabulary approach
may have stronger correlations to self-reported personality
scores than the closed-vocabulary lexicon approaches.

3. RESEARCH DESIGN

In this study, we seek to examine the relative importance of
lyric-based text features—especially features drawn from
psychology research— for various popular MIR tasks. We
wish to compare this importance to that of conventional
audio based features.

An overview of our experimental pipeline is given in
Figure 1. Various feature sets will feed into various sys-
tems, that are appropriate for various MIR machine learn-

ing tasks. We employ a full-factorial experimental design
for feature sets, tasks, and the systems attached to each
task, which means we research all the possible combina-
tions of those factors. For each combination, we will em-
ploy the traditional train-validation-test machine learning
setup. Performance results on the test sets will feed into
our statistical analysis, where we will explicitly control for
the effect of each of the feature sets.

4. FEATURE SETS

In this work, we will consider 5 lyric-based text feature
sets and an audio-based feature set. More details are given
in the following subsections; a summary of the dimension-
alities of all feature sets is given in Table 1.

4.1 Linguistic Features

As baseline textual features for this study, we first extract
several simple linguistic features:

• NumWords: the number of words included in the
lyrics text.

• NumUniqueWords: the number of unique words in
the lyrics text.

• NumStopWords: the number of stop words in the
lyrics text 1 .

• NumRareWords the number of words that appeared
in less than 5 lyrics.

• NumCommonWords the number of words extremely
commonly used within a lyrics corpus. We set the
threshold as the 30% percentile of the document fre-
quency of words.

Along with the absolute number, we also compute the
ratio over the total number of words for each lyrics text.

4.2 Topic Modeling

As a more advanced feature extraction technique, we em-
ploy probabilistic Latent Semantic Analysis (pLSA) [24]
for topic modeling. We treat each of the lyric texts as a doc-
ument, and will take the found topic distribution for a given
document as the document feature. We chose the num-
ber of topics K = 25, which maximizes validation log-
perplexity. Taking advantage of the unsupervised learning
setup, we use the total pool of songs to setup the training-
validation-test split.

4.3 LIWC

Linguistic Inquiry Word Count (LIWC) is a software pack-
age built on a lexicon that has been validated for text anal-
ysis in psychological studies [20]. It uses a curated lexi-
con, separated into 73 categories (e.g., the category ‘So-
cial Processes’ includes references to family and friends).
The software outputs the counts of words in a given text
for each of the 73 categories. We employ the latest LIWC,
released in 2015.

1 As we will focus on English lyrics in this study, we used the English
stop words corpus from the Natural Language Toolkit (NLTK) [23]



4.4 Psychology Inventory Scores

We will consider two more feature sets, inspired by psy-
chology inventory scores: a feature set focusing on person-
ality and a feature set focusing on values. In both cases, we
will use lexicons from literature. However, rather than per-
forming a word count as was done in LIWC, we will use
more contemporary NLP techniques based on word em-
beddings.

Contemporary personality theory is derived from lex-
ical studies: it has been suggested that meaningful indi-
vidual psychological differences between people are cap-
tured in the adjectives that describe people [25]. Although
the number of meaningful clusters of adjectives (called
Personality Dimensions) is under debate, the OCEAN or
Big-Five model is often used. It is composed of 5 traits
: Openness to Experience, Conscientiousness, Extrover-
sion, Agreeableness and Neuroticism [25]. Our personal-
ity feature set consists of 2 word clusters per dimension,
comprised of words representing positive and negative as-
pects for each personality dimension, derived from prior
research [26].

Personal values are another important component of
identity, though less studied. They are stable over time
and represent who people want to be, targeting the most
important things for them in life at the most abstract level.
The traditional way to obtain people’s personal values is
through questionnaires, but recent works focused on NLP
techniques to extract them from text [27–29]. In our work,
we used the value inventory and lexicon from [28].

Both for the personality and values feature sets, we will
exploit the word2vec model [30] to approximate dis-
tances between lyrics and the various inventory categories
in the feature sets. For this, we use the model pre-trained
on the Google News dataset 2 . The average distance score
sd,c for each lyric text d, and category c is computed by
taking the average cosine distance between the words be-
longing to the lyrics and the categories, respectively:

sd,c =
1

|Wd||Wc|
∑

n∈Wd

∑
m∈Wc

〈vn,vm〉
||vn|| · ||vm||

(1)

whereWd andWc represent the set of words belonging to
the lyrics text d and the category c. vn and vm denote the
pre-trained word vectors corresponding to word n in the
lyrics and word m in the category, respectively.

4.5 MFCC

Finally, we employ a set of audio features based on the
Mel-Frequency Cepstral Coefficients (MFCC). We include
these, such that the effect of the lyric-based text features
can be compared to a commonly used feature set from the
primary modality of interest in many MIR tasks. Specifi-
cally, we adopt the feature computation introduced in [31]
with 40 mel bins.

2 https://code.google.com/archive/p/word2vec/

Feature Set Dimensions
Audio 240
LIWC 73
Values 49
Topics 25

Personality 10
Linguistic 9

Table 1. Number of dimensions per feature set

5. DATA COLLECTION

We analyzed the lyrics contained in the Musixmatch
dataset 3 , which is the official lyrics metadata selection in-
tegrated in the Million Song Dataset (MSD) [32], a col-
lection of relevant data and metadata for one million pop-
ular contemporary songs. Musixmatch is a lyrics and mu-
sic language platform. The Musixmatch community drives
the content production by adding, correcting, syncing and
translating lyrics of songs. The process of lyrics quality
verification involves several steps, including spam detec-
tion, formatting, spelling and translation checking. These
steps are accomplished by the use of both artificial intelli-
gence and machine learning models. In addition, they are
manually verified by more than 2000 Curators worldwide,
and a local team of Musixmatch Editors, who are native
speakers in different languages.

The data used for the purpose of this project consists of
182, 808 lyrics, plus relevant metadata such as the unique
identifier, artist and title. The data encompasses 20, 219
unique artists over various genres of music.

5.1 Preprocessing

For the given lyrics dataset, we consider the following pre-
processing steps: the sentence strings are 1) tokenized and
2) lemmatized, followed by 3) stop-words filtering and 4)
filtering extremely rare and extremely common words (see
Section 4.1). Finally, we filter out non-English lyrics by a
filtering process using the topic modeling. More precisely,
we fit the topic model to detect whether the topics contain
non-English words above a certain threshold. Songs that
mostly load on non-English topics are removed.

6. EXPERIMENT

6.1 Tasks & Systems

As shown in Figure 1, to assess the lyrics feature set, we
consider 3 popular MIR machine learning tasks; for each
of these, we use 3 different commonly used types of sys-
tems, and a task-specific performance measure is consid-
ered, as detailed below.

6.1.1 Music Genre Classification

Music Genre Classification (MGC) is a multi-class classi-
fication problem. Typically, a set of music genres is given
as the classes, and music audio content or features are used
as the observations. In this study, we examine 3 machine

3 http://millionsongdataset.com/musixmatch/

https://code.google.com/archive/p/word2vec/
https://www.musixmatch.com/
http://millionsongdataset.com/musixmatch/


learning based systems: Gaussian Naive Bayes (GNV),
Logistic Regression (LR) and the Multi-Layer Perceptron
(MLP). For performance quantification, we opt for classi-
fication accuracy.

For this task, we use the data in the intersection between
our lyrics database and the part of the MSD for which the
music genre mapping introduced in [33] can be made. By
choosing the intersection with the MSD, our audio features
can be extracted from the MSD preview audio excerpts.
Due to genre label availability, this leads to 67, 719 songs
being used in this task.

6.1.2 Music Auto-Tagging

Music Auto-Tagging (MAT) is often formulated as a multi-
label classification problem in which multiple positive la-
bels may exist for one input music observation. We used
the same set of systems as in the MGC task 4 . Again,
we cross-match to the MSD, now also considering MSD’s
LastFM social tags. Similarly to [31], we choose to focus
on the 50 most frequent tags from the dataset. The Area
Under Curve - Receiver Operating Characteristic (AUC-
ROC) is used as the performance measure, which will be
referred to as AUCsong for the rest of this paper 5 . Due
to tagging label availability, 137, 095 songs are used under
this task.

6.1.3 Music Recommendation

Finally, Music Recommendation (MR) is considered for
a user-related retrieval task. In particular, we consider a
cold-start scenario, in which a batch of songs is newly in-
troduced to the market, and required to be recommended
to users. Due to the lack of previous interaction history,
in such a scenario, a model will be maximally dependent
on item attributes. As this is a substantially different type
of task than the previous classification tasks, a different
set of the systems common to the recommender systems
field is used. Item Nearest Neighbor (INN) is a memory-
based collaborative filtering method, which recommends
the items closest to those that the user had consumed. We
employ the feature vector introduced in Section 4 to com-
pute the distance between entities using the cosine dis-
tance. We also use the Feature-augmented Matrix Factor-
ization (FMF) [34] method, as well as the Factorization
Machine [35] (FM). These models are more sophisticated
collaborative recommenders, which also are capable of ex-
ploiting item attributes. The systems are developed and
evaluated using the MSD-Echonest dataset [32]. Due to
limits on available computational resources, we exploit a
densified subset with 96, 551 users and 66, 850 songs from
the initial song pool with the lyrics 6 . Finally, the bina-
rized normalized Discounted Cumulative Gain (nDCG) is

4 We employ a one-vs-rest strategy for the LR and GNV, which trans-
forms a multi-label classification problem to multiple binary classification
problems.

5 We employed song-wise aggregation for this study
6 We initially matched the original Echonest dataset to our initial song

pool and 30% of randomly sampled users. Consequentially, we apply a
filter, such that users who interacted with more than 5 songs remain, and
vice versa for songs.

considered as performance measure, for the top-100 songs
recommended.

6.2 Task Simulation Setup

All MIR tasks above are machine learning tasks, but the
systems and data we choose to use for them did not yet ex-
ist in a real-life system. Therefore, we ran the machine
learning procedures to initiate them. For this, for each
task, we randomly split the available song data into train-
ing/validation/test subsets by a ratio of 8 : 1 : 1. Each
model is trained using the training set and evaluated on
the validation set to tune the hyper-parameters. Once the
optimal hyper-parameters are found, final performance is
measured on the the test set.

For MLP and FMF, which have more than one hyper-
parameter, automatic hyper-parameter tuning is conducted
through a Bayesian approach, using the Gaussian Pro-
cess 7 8 . Every search process iterates through 50 training-
validation procedures to reach the optimal point. For the
MGC and MAT tasks, the hyper-parameters are searched
at every trial, while in the MR task, the search process runs
only once and is used for all the other trials.

7. ANALYTIC STRATEGY

We wish to assess the usefulness of each of the feature sets
for the 3 MIR tasks. Therefore, the resulting performance
score from each trial run in our experimental setup (see
Section 3) forms the measurement that is our outcome vari-
able of interest. We seek to estimate the relative contribu-
tion of each feature set, while statistically controlling for
the contribution of all other variables in the analysis. In
addition, we assess whether feature sets perform better or
worse, depending on the task.

Our data has a nested structure. Specifically, we might
say that our systems are nested within the tasks: each task
is likely to influence the score, as will the underlying sys-
tems that were used for each task. Further, not all systems
were used in all tasks. To account for this structure, we
employed hierarchical regression models which allow for
the modeling of variances of nested data.

The typical example for this category of models is the
task of modeling the standardized test scores of various
students within various schools. Test scores may be due to
the performance of the student, but the school itself may
also influence the scores. In this case, the students are said
to be nested within the school. If we wanted to accurately
assess the effect of e.g. a specific teaching technique on the
scores of the students, we would want to statistically con-
trol for the effect of the nested structure. A hierarchical
regression allows for us to estimate the variance in both
intercept and slope of the school, to more accurately as-
sess the effect of the teaching technique on the score of the
student. For example, the following equations allow us to
model the varying intercepts and slopes of each school:

7 We use the implementation from the scikit-optimize package.
8 We do not search the hyper-parameters for FM and use a manually

tuned setup, mostly due to the computational complexity required for this
specific model.

https://scikit-optimize.github.io/stable/index.html


yi = aj[i] + βxi + εi (2)

αj = a0 + b0uj + ηj1 (3)

βj = a1 + b1uj + ηj2 (4)

where i refers to the individual students, and j[i] refers to
the school that student i attends. The first line is similar to
a classic regression, where the x represents a predictor at
the level of student, the teaching technique in our example,
and the ε represents the error term of the main regression.
However, equations (3) and (4) allow for the modeling of
the intercept and slope respectively, where the u and η ex-
pressions are the predictors and error terms at the school
levels.

By statistically controlling for these additional vari-
ances, hierarchical modeling allows for a more precise es-
timate of the variables of interest. A more complete dis-
cussion can be found in [36].

In our study, we treat the task similarly to the school in
our example, and the systems similarly to the students. By
controlling for these variances, we estimate the effect of
each feature set. From the resulting parameter estimates,
we extract 95 % confidence intervals, which we then inter-
pret for our results.

This approach also allows for the comparison of mod-
els containing different specifications, where the specifica-
tions refer to which specific parameter estimates are com-
puted. As some parameters may not meaningfully con-
tribute to the variance, their effects will be estimated at
very close to 0, and may be removed to improve model
fit. Indices of fitness, i.e. Akaike and Bayesian Informa-
tion Criteria (AIC and BIC respectively) give an estimate
of model fit, which is penalized by the number of terms.
We can therefore arrive at the best-fitting model with the
fewest parameters estimated, by systematically removing
poorly performing parameter estimates, comparing succes-
sive fit indices e.g. with a Likelihood Ratio Test.

Following from our strategy, we examined the useful-
ness of the inclusion of the various features sets on the 3
considered MIR tasks. Our variables of interest are 1) bi-
nary indicators for the inclusion of each of the feature sets:
linguistic, topic, LIWC, personality, and values, as well as
the set of audio features, where (0 = not included, 1 = in-
cluded), 2) a categorical variable representing each of the
MIR tasks, 3) a categorical variable representing the sys-
tems implemented within each task, and 4) the resulting
Measurement scores which were standardized within each
task for comparability. We further estimate whether feature
sets perform better or worse for certain tasks, by examin-
ing interactions between each feature set, and our task vari-
able. Feature sets had differing numbers of sub-dimensions
which were not individually analyzed (see Table 1) 9 .

We ran multiple models and compared the results of our
feature sets across specifications (see Figure 2). Model
specifications varied based on 1) how we accounted for the
nested structure (i.e. task and systems), as we can estimate

9 Analyses were conducted on two servers running R 3.6.3. and 3.4.4.

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

0.0

0.2

0.4

0.6

1 2 3 4 5

pa
ra

m
et

er
 e

st
im

at
e

term
●

●

●

●

●

●

audio

linguistic

liwc

personality

topic

value

A

|| || |
|| || |

|| || |
|| || |

|| || |
|| || |

|| || |

|| |
|| |

|| || |
|| || |

|| ||

|
|

task (intercept!)
model*task (intercept!)

model*task (model−slope!)
liwc*task[MGC]

liwc*task[MR]
value*task[MGC]

value*task[MR]
task[MGC]

audio
liwc

value
personality

linguistic
topic

(Intercept)

1 2 3 4 5

model number

va
ria

bl
es

B

Figure 2. A: Parameter estimates of 5 hierarchical re-
gression models. Error bars are 95% confidence intervals,
bootstrapped 500 times. B: Specific parameters that are
estimated in the each of the models. Parameters that form
the structure of the model are denoted both in red and with
a “!” symbol, feature sets of primary interest are denoted
in black, and variables for which two terms separated by a
“*” are interaction terms.

intercepts for task, for system, for system within task, as
well as as slopes for tasks, for systems, and for systems
within task, etc., and 2) the interaction terms we specified,
i.e. whether we estimated an interaction term for a given
feature set and our task variable.

8. RESULTS

We assessed models with two nested structures specified,
where the parameters estimated are referred to as “random
effects”. The first included intercepts for each task, and the
system used within task. The second estimated the same
intercepts, and additionally estimated a slope for each sys-
tem. For each of these two random effects structures, we
then determined which parameters to estimate, referred to
as “fixed effects”. Specifically, we estimated parameters
for each feature set, and interactions between all feature
sets and the tasks. We first specified a “maximal” model,
with all features and the task variable, and all two-way in-
teractions among these variables. To remove unnecessary
parameters, we ran a protocol which iteratively removed
parameter estimates, retaining only those that either 1) sig-
nificantly decrease model fit if not included, or 2) do not
significantly decrease model fit if excluded. The Step func-
tion in the lmerTest package, was used for this phase [37].
What remained were two interaction terms: the interac-
tion between values and task, and between LIWC and task.
As such, we estimated models with no interaction terms,
as well as models with and without each of those inter-
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Figure 3. A: Parameter estimates of model 4. Error bars
are 95% confidence intervals. Interaction terms are de-
noted with the “*” symbol. B: Predicted scores for the
inclusion of LIWC on each of three MIR tasks, where 1 in-
dicates that it was included and 0 indicates that it was not.
C: Predicted scores for the inclusion of values on each of
three MIR tasks, where 1 indicates that it was included and
0 indicates that it was not.

action terms. When we assessed the interaction term, we
also included the main effect of task. Thus, we also ran
models with and without task included. The 5 models in-
cluded for interpretation were those that converged without
error. Parameter estimates are shown in Figure 2A, and
Figure 2B shows which parameters were estimated in each
model. For the full specification of our models, we refer
the readers to the reproducibility package 10 accompany-
ing this paper.

As is shown in Figure 2A, we observe a consistent,
large, positive effect of audio features on the score, and
no meaningful effects of topic and personality feature sets.
Further, we observe a consistent, small, positive effect of
values across our specifications. This effect size increases
in model 4, where the interaction between values and task
was included. Similarly, LIWC shows a small but positive
effect, that appears to decrease when the interaction term
of LIWC and task is included. This suggests that LIWC and
values may perform differently, depending on the task.

To clarify if this is the case, we examined the parame-
ter estimates of model 4, which included interaction terms
for both LIWC and values (see Figure 3A). Although both
interaction terms were statistically significant, we observe
that the confidence intervals for the main effect of task are
very wide. This was expected, as 1) we were assessing an
interaction effect which might increase the width of a the
confidence interval, and 2) we were largely accounting for
this variance by standardizing the score within each task,
and by including task in the random effect structure. Fig-
ures 3A and 3B show the predicted values for both LIWC
and values across tasks. Although the score was higher
when LIWC was included in the MR task and when values
was included in the MAT task, the predicted estimates are
imprecise, as evidenced by the wide confidence intervals.
As such, a more sensitive study design is likely required to
obtain estimates of these interaction effects, e.g. analyses

10 https://github.com/mmc-tudelft/
lyricpsych-ISMIR20

on individual dimensions of feature sets, to establish the
most informative features, and/or more systems and more
MIR tasks. Thus, we conclude that linguistic and values
feature sets show the most consistent positive effects, and
that LIWC and values may vary in performance based on
task.

9. LIMITATIONS AND FUTURE WORKS

Several limitations are still present in our current study.
Firstly, although our feature sets did show promising yet
small effect sizes, we did not assess the performance of
individual dimensions. Given that the feature sets vary
greatly in both in terms of the number and content of sub-
dimensions (see Table 1), reducing the overall set may re-
sult in a more sensitive set of features to examine.

Secondly, we did not consider subgroups of users, or of
groups of songs. It may be possible that some users are
more sensitive to the content of lyrics than others, and that
lyric-sensitive users would benefit far more from lyric fea-
tures than others. Further, it may be the case that lyrics are
very important in some groups of songs vs. others (e.g Hip-
Hop music vs. electronic dance music). Further research
could examine the potential existence of a lyric-sensitive
sub-group of users, lyric-sensitive songs, and how these
two may interact.

Thirdly, aspects of our experimental design can be elab-
orated in future work: 1) Although we strategically sam-
pled a limited number of MIR tasks and a limited number
of systems, we did not fully address all possibilities. For
instance, future work can include more contemporary sys-
tems such as deep learning, thereby increasing generaliz-
ability of our results. 2) Certain task metrics could be im-
proved, although we strategically designed our experiment
to prevent local noise from skewing our conclusions: e.g. a
different performance measure for the genre classification
(i.e. AUC-ROC) could deliver a more accurate experimen-
tal result, given its skewed class distribution.

Lastly, the reliability of all of our feature sets could be
better assessed in the future. This is particularly true of
our personality features: they contain words that have been
shown to describe individuals that have or lack in personal-
ity traits, but it is not clear that individuals with those traits
use the specific words that describe them.

10. CONCLUSION

Although the audio features in our analysis most positively
affected performance on various MIR tasks, our lyric-
based text features did show some promise. More specif-
ically, linguistic and values feature sets showed consis-
tent, small effect sizes. Given that the interactions between
LIWC and task were significant, it may be the case that
LIWC features are also useful. We can conclude that text-
based features drawn from Psychology literature anticipate
further research, and that further investigations addressing
the current limitations will lead to better data-driven un-
derstanding of the role lyrics play in music consumption.

https://github.com/mmc-tudelft/lyricpsych-ISMIR20
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