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ABSTRACT 

 

A switched-capacitor power amplifier (SCPA) is a very desirable solution to the problem of enabling amplitude 

modulation while utilizing high-efficiency switching PA topologies for non-constant envelope wireless RF signals, 

due to its highly linear AM curve, low complexity, and high scalability. However, drawbacks exist in the form of low 

efficiency at lower input amplitude levels and strong harmonic distortion. 

In this master thesis, an SCPA is designed in an advanced technology node for wireless signal transmission. 

Special considerations are taken to explicitly suppress the harmonics of second and third order by manipulating 

multiple waveforms. A feedback loop is designed in order to facilitate proper suppression in the presence of 

variations. The issue of power back-off efficiency is addressed through the method of impedance matching utilized. 

The system operates between the frequencies of 2.4 GHz and 2.5 GHz. For a carrier frequency of 2.4GHz, a peak 

system efficiency of 42.75% and a -6dB back-off system efficiency of 22.52% are achieved. The system presents 

high AM curve linearity with an IIP3 of 42.3 dB. Second- and third-order harmonics remain well below the 

specification of -41 dBm in all process corners, provided that proper tuning is performed.  
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1: INTRODUCTION 

 

1.1: Background 

Switching power amplifiers (PAs) have become increasingly popular for integrated RF applications due to their 

superior efficiency. Class-D amplifiers, in particular, are inverter-based designs which can benefit greatly from the 

increased switching speed and decreased power consumption provided by modern CMOS scaling [1]. Thus, such 

topologies are desirable for high-frequency wireless transmitters. Considering the fact that many wireless 

communication devices such as smartphones, wearables, and sensors are battery-powered, the demand for high 

power efficiency becomes clear. 

However, despite their high efficiency, class-D amplifiers suffer from a lack of linearity; the drain voltage of an 

inverter can only fluctuate between its two supply rails. Although this is no issue for constant-envelope modulation, 

modern nonconstant-envelope schemes also employ amplitude modulation. A challenge thus arises in the linear 

operation of a class-D-based design. 

A digital power amplifier (DPA) [2] is an amplifier architecture consisting of multiple amplifier units connected 

together. A digital code controls the number of active units so as to provide amplitude modulation; output power is 

increased as more units are enabled, and a nonconstant-envelope signal can be constructed. This is similar to the 

operation of a digital-to-analog converter (DAC), and a system utilizing this architecture for high-frequency signals 

can be referred to as an RF-DAC. 

A switched-capacitor power amplifier (SCPA) [1] is an RF-DAC design which employs class-D amplifier units, each 

with its own dedicated unit capacitor. Charge is shared among the capacitors, performing voltage division related 

to capacitor ratios. As these ratios can be very precisely set, the result is a highly linear amplitude modulation 

curve. The SCPA architecture is ideal for high-performance wireless transmitters, especially when considering the 

exceptional power efficiency provided by its class-D cells.  

 

1.2: Design Goals 

Although SCPA efficiency can be very high at maximum input amplitude, dynamic power dissipation still takes 

place due to the process of charging and discharging of the capacitor array each cycle. This phenomenon becomes 

more prominent at lower input amplitudes, or power back-off (PBO). When additional factors are considered, such 

as from CMOS dynamic power dissipation or passive ohmic losses, overall PBO system efficiency can reach very 

low values.  

 

Since nonconstant-envelope modulation schemes can display significant peak-to-average power ratios (PAPR) [3],  

it is important that efficiency at power back-off is kept high. Figure 1.1 displays a plot for ideal power-added 

efficiency of a typical SCPA, as will be described later in this thesis, versus input power. The average signal power 

Figure 1.1: Ideal SCPA Power-Added Efficiency vs. Input Power. Also: Average Power for QAM. 
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for QAM, a popular nonconstant-envelope modulation scheme, is also pictured. Maximizing efficiency for reduced 

input amplitudes is an important design goal, although not one unique to this specific architecture. 

Minimizing harmonic output is another important aspect of the design process. Transmitted signals must comply to 

regulations regarding unwanted emissions, meaning that signal components beyond the designated out-of-band 

frequency range must be suppressed [5]. Class-D-based architectures are highly prone to violating these 

standards, due to the powerful harmonics present in their pulse-shaped output waveforms, as can be seen from 

the spectrum of figure 1.2. 

Figure 1.2 also displays a plot for the gain frequency response of an 𝐿𝐶 resonator, as typically used in SCPA 

designs [1]. By itself, this network may not provide adequate suppression, and additional filtering can be very costly 

in terms of efficiency and area, especially for on-chip implementations. Therefore, alternative harmonic suppression 

methods must be examined. 

1.3: Target Specifications 

In this thesis, a switched-capacitor power amplifier is proposed, designed, and simulated. The PA must be able to 

transmit signals between the frequencies of 2.4 𝐺𝐻𝑧 to 2.5 𝐺𝐻𝑧 at a peak output power level of 13 𝑑𝐵𝑚, or ~20 𝑚𝑊. 

A DAC resolution of 7 bits is desired for amplitude modulation, meaning that 128 distinct power levels should be 

available.  

 Output power for harmonics of second and third order must be kept below −41 𝑑𝐵𝑚. As this is the primary goal of 

the project, the methods, techniques, and design principles employed to achieve this are discussed in great detail 

throughout the thesis. Additional measures are also taken to ensure proper operation in the presence of process 

variation. 

 The above specifications are also displayed in table 1.1. Although not as strictly defined, additional parameters 

are taken into account during the design and implementation process. Efficiency is considered throughout, as the 

set specifications must be achieved without inducing excessive power dissipation. A method of increasing efficiency 

is employed, specifically pertaining to lower input amplitudes. 

 

    Carrier Frequency Range 2.4 𝐺𝐻𝑧 − 2.5 𝐺𝐻𝑧 

Fundamental Output Power 13 𝑑𝐵𝑚 

DAC Resolution 7 𝑏𝑖𝑡𝑠 

2nd Harmonic Output Power < −41 𝑑𝐵𝑚 

3rd Harmonic Output Power < −41 𝑑𝐵𝑚 

Table 1.1: Targeted Specifications. 

Figure 1.2: Spectrum of Square Wave and  𝑆21 Plot of Example LC Resonator. 
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2: SCPA THEORY 

 

2.1: Operating Principle 

A switched-capacitor power amplifier (SCPA) [1], in its simplest form, is composed of an array of capacitors 

connected in parallel through their top plates, with each capacitor individually connecting to a switch on its bottom 

plate. The switches, often implemented as simple CMOS inverters, can bring the bottom-plate voltage to either 

𝑉𝐺𝑁𝐷 or 𝑉𝐷𝐷, depending on their input voltages.  

 

A change in voltage 𝛥𝑉𝑖 on the bottom plate of a capacitor 𝐶𝑖 

brings forth a charge difference Δ𝑄𝑖 = 𝐶𝑖  𝛥𝑉𝑖. This charge is 

then shared with the entire array capacitance 𝐶𝑎𝑟𝑟𝑎𝑦, creating 

a change in the common top-plate voltage, as seen in the 

illustration of figure 2.1. 

 

 

𝛥𝑉𝑡𝑜𝑝,𝑖 =
𝛥𝑄𝑖

𝐶𝑎𝑟𝑟𝑎𝑦
=

𝐶𝑖

𝐶𝑎𝑟𝑟𝑎𝑦
𝛥𝑉𝑖 (2.1) 

The capacitor array performs voltage division, with a ratio equal to that of switched capacitance over total array 

capacitance. Assuming an array composed of 𝑁 equal unit capacitors 𝐶𝑢𝑛𝑖𝑡, of which 𝑛 are connected to 𝑉𝐷𝐷 and 

𝑁 − 𝑛 are grounded, as seen in the schematic of figure 2.2, the top-plate voltage can be calculated as: 

𝑉𝑡𝑜𝑝 =
𝑛 𝐶𝑢𝑛𝑖𝑡

𝐶𝑎𝑟𝑟𝑎𝑦
 𝑉𝐷𝐷 =

𝑛

𝑁
𝑉𝐷𝐷 (2.2) 

If the 𝑛 active units are switched between 𝑉𝐷𝐷 and 𝑉𝐺𝑁𝐷 at the LO frequency 𝑓𝐿𝑂, the top-plate voltage will display 

a similar waveform, with an amplitude set by the number of active units. Figure 2.3 presents a schematic of this 

configuration. If a square wave clock signal is used to trigger the switches, the input voltage 𝑣𝑖𝑛 at the bottom plates 

of the active unit capacitors will be a rail-to-rail square waveform of frequency 𝑓𝐿𝑂.  

Through capacitive voltage division, the top-plate waveform 𝑣𝑡𝑜𝑝 is also a square, albeit with an amplitude adjusted 

through a factor of 𝑛/𝑁. The fundamental component of this waveform can be calculated as: 

𝑣𝑡𝑜𝑝,1(𝑡) =
2

𝜋
 𝑉𝐷𝐷

1

𝑁
𝑛(𝑡) cos(𝜔𝐿𝑂𝑡) (2.3) 

Figure 2.1: Schematic of Voltage Division 
on Parallel Capacitor Array. 

Figure 2.2: Schematic of Voltage Division on Unary Capacitor Array. 



 

4 
C. P. Charalampidis #4943236   Final Draft 

 

 The system operates as an RF-DAC, or mixing-DAC, since a digital word controlling the number 𝑛(𝑡) of active 

units at a given moment is upconverted to the RF carrier frequency. 

The top-plate voltage of the capacitor array is transferred onto the load 𝑅𝐿 through a series inductor 𝐿, which 

resonates with the total array capacitance 𝐶𝑎𝑟𝑟𝑎𝑦 at the desired frequency 𝜔𝐿𝑂, as shown in the schematics of figure 

2.4.  

𝐿 =
1

𝜔𝐿𝑂
2 𝐶𝑎𝑟𝑟𝑎𝑦

 (2.4) 

It can be seen from the Thevenin equivalent of the array that a constant capacitance is seen at the shared capacitor 

top plate. Therefore, there is no code dependency on the matching. Additional reactive components may be used 

in order to transform the load impedance into an appropriate value, so as to achieve the desired output power. For 

the sake of simplicity, only 𝑅𝐿 will be considered for the following examples. 

  

2.2: Efficiency 

During the fast switching of the active units, current is drawn from the supply, charging and discharging the entire 

array capacitance each cycle. This results in switched-capacitor dynamic power consumption [1]: 

𝑃𝑆𝐶 = 𝐶𝑖𝑛 𝑉𝐷𝐷
2  𝑓𝐿𝑂 (2.5) 

Figure 2.3: Schematic of RF-DAC Operation of Switched-Capacitor Array. 

Figure 2.4: Left: Schematic of Switched-Capacitor Array with Resonator and Load. Right: Thevenin Equivalent. Adapted from [1]. 
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In order to calculate the value of this expression, the input capacitance 𝐶𝑖𝑛 seen from the supply must be quantified. 

Figure 2.5 displays the equivalent circuit as seen from the bottom plates of the active PA units during the switching 

edges. 𝐶𝑖𝑛 is the series combination of switched and grounded capacitors. 

𝐶𝑖𝑛 =
𝑛(𝑁 − 𝑛)

𝑁2 𝐶𝑎𝑟𝑟𝑎𝑦 (2.6) 

This expression curiously becomes equal to zero in the case of 𝑛 = 𝑁 i.e., when all PA units are active. Indeed, 

the top and bottom plates of all capacitors are then equal to 𝑉𝐷𝐷, with no charge inside any of the capacitors. 

The fundamental RMS output power to the load can be derived from the voltage expression produced above in 

equation 2.3, and is equal to: 

𝑃𝑜𝑢𝑡 =
2

𝜋2

𝑛2

𝑁2

𝑉𝐷𝐷
2

𝑅𝐿
 (2.7) 

In the ideal case, where only 𝑃𝑜𝑢𝑡 and 𝑃𝑆𝐶 are considered, the power-added efficiency of the SCPA is: 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙 =
𝑃𝑜𝑢𝑡

𝑃𝐷𝐶
=

𝑃𝑜𝑢𝑡

𝑃𝑜𝑢𝑡 + 𝑃𝑆𝐶
= 1

1 +
(𝑁 − 𝑛)𝜋2𝑅𝐿 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂

2𝑛

⁄  (2.8)
 

A few important deductions can be made from this expression. Most importantly, SCPA efficiency is code-

dependent; the plot of figure 2.6 displays the relation of PAE to input amplitude, represented as the ratio of 𝑛/𝑁 in 

dB, where it can be seen that the system can become largely inefficient at power back-off. Simply explained, a 

large amount of capacitance 𝐶𝑖𝑛 is being charged every cycle, with little power to the output at low amplitudes. At 

Figure 2.5: SCPA Equivalent Circuit for Calculation of Input Capacitance. Adapted from [1]. 

Figure 2.6: Plot of Ideal PAE vs. Input Amplitude and Array Capacitance. 
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maximum amplitude, 𝐶𝑖𝑛 = 0, meaning that the SCPA reaches 100% ideal PAE as all of the expended power 

reaches the load. 

Reducing the load resistance 𝑅𝐿 can improve PAE, by virtue of increasing output power with no additional cost to 

switched-capacitor dynamic power. However, 𝑅𝐿 cannot be infinitely small, as ohmic resistance related to active 

and passive components will disproportionally load the PA, severely limiting efficiency. 

The factor 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂 stemming from the expression of dynamic power dissipation is also very important. Higher 

frequencies will naturally result in more edges, and thus instances of charge expenditure, per second. The amount 

of charge per cycle, however, is set by the total array capacitance 𝐶𝑎𝑟𝑟𝑎𝑦. Limiting factors to this design parameter 

are related to impedance matching and will be discussed later in this thesis. 

 

2.3: Harmonic Suppression 

The capacitor array top plate voltage 𝑣𝑡𝑜𝑝 displays a square waveform. As such it contains odd-order harmonic 

components, with amplitudes of: 

𝐴𝑛 =
2

𝑛𝜋
𝑉𝐷𝐷, 𝑛 = 2𝑘 + 1 (2.9) 

The third harmonic (HD3) can be especially troublesome; not only does it have a large amplitude of only 1/3 of 

that of the fundamental, but it also appears at a relatively low frequency which can infringe on other signals. 

Therefore, effort must be made to reduce HD3 in particular. 

The resonator composed of 𝐶𝑎𝑟𝑟𝑎𝑦 and 𝐿 does not provide perfect suppression of the third harmonic, as it operates 

as a band-pass filter of only first order. Additional filtering may be implemented, but at the cost of area and 

efficiency, as more passive components are involved. Moreover, adequately suppressing HD3 without affecting 

the fundamental would require a complex high-order filter. A low-pass filter will be recommended as a future 

improvement upon the design proposed in this thesis, but at significantly lower complexity. 

2.3.1: Duty Cycle Tuning 

Duty cycle tuning, or conduction angle calibration [4], is another approach that can suppress the third harmonic. It 

involves modifying the input LO waveform controlling the SCPA switches, and thus the array top-plate voltage, so 

as to cancel the third harmonic.  

A pulse waveform 𝑖 can be broken down as follows: 

𝑣𝑖(𝑡) = ∑
2

𝑛𝜋
𝛢𝑖

𝑛

sin(𝑛𝜋𝑑𝑖) 𝑒𝑗𝑛(𝜔𝑖𝑡+𝜑𝑖) (2.10) 

Wherein 𝐴𝑖, 𝜔𝑖, 𝜑𝑖, and 𝑑𝑖 refer to the amplitude, angular frequency, phase, and duty cycle of waveform 𝑖.The 

normalized Fourier coefficients for the first three components of a pulse waveform of duty cycle 𝑑 are: 

𝐹𝑢𝑛𝑑𝑎𝑚𝑒𝑛𝑡𝑎𝑙: 𝑠𝑖𝑛(𝜋𝑑) , 𝐻𝐷2:
1

2
𝑠𝑖𝑛(2𝜋𝑑) , 𝐻𝐷3:

1

3
𝑠𝑖𝑛(3𝜋𝑑) 

Figure 2.7: Plot of Normalized Amplitude for Fundamental, Second-, and Third-Order 
Harmonic Components vs. Duty Cycle. 
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The plot of figure 2.7 provides visualization of the above expressions. Setting 𝐻𝐷3 = 0 results in a duty cycle of 

either 𝑑𝛼 = 1/3 or 𝑑𝛽 = 2/3. Two things are worth noting here. First, the amplitude of the fundamental is reduced 

to sin (𝜋/3), or 86.6% of its maximum value for either of 𝑑𝑎,𝛽 compared to the original 𝑑 = 1/2. This predictably 

reduces PAE at 𝑛 < 𝑁 as discussed previously, since the switched-capacitor dynamic power dissipation will remain 

constant regardless of duty cycle. 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙 (𝑑 =
1,2

3
) = 1

1 +
(𝑁 − 𝑛)𝜋2𝑅𝐿 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂

3𝑛 2⁄  
⁄

 (2.11)
 

Additionally, setting the duty cycle to any value other than 𝑑 = 1/2 will result in a non-zero 𝐻𝐷2. This second 

harmonic appears at a lower frequency, while having a higher amplitude than HD3, possibly violating the spectral 

purity requirements. 

A solution to this issue can be found by adding together waveforms of both 𝑑𝑎 = 1/3  and 𝑑𝛽 = 2/3 with equal 

amplitudes. As can be seen in figure 2.7, the individual HD2 components of these signals are equal in magnitude 

and opposite in phase, the resulting waveform should be devoid of both second- and third-order harmonics.  

Adding together the two waveforms = 𝑣𝑎 and 𝑣𝛽: 

𝐻𝐷2: 
1

2
[𝑠𝑖𝑛 (

2𝜋

3
) + 𝑠𝑖𝑛 (

4𝜋

3
)] = 0, 𝐻𝐷3:

1

3
[sin(𝜋) + sin(2𝜋)] = 0  

A time domain visualization of the resulting waveform can be seen in figure 2.8.  

2.3.2: Phase Tuning 

It is worth noting that the two component waveforms are considered to be of equal amplitude, frequency, and 

phase, as established in equation 2.10. These parameters, however, can provide alternate ways to suppress 

second- and third-order components.  

Providing a phase shift Δ𝜑 between waveforms 𝑣𝛼 and 𝑣𝛽 of equal duty cycle 𝑑 will result in the following 

expressions for the harmonics of interest: 

𝐻𝐷2:
1

2
(1 + 𝑒𝑗2𝛥𝜑) sin(2𝜋𝑑) , 𝐻𝐷3:

1

3
(1 + 𝑒𝑗3𝛥𝜑) sin(3𝜋𝑑) 

Setting 𝛥𝜑 = 𝜋/3 , or 60°, and 𝑑 = 1/2 will bring both harmonics to zero [6]. The resulting waveform can be seen 

in figure 2.9. Compared to the waveform created through duty cycle tuning, no differences can be discerned. 

Indeed, calculating the fundamental voltage in both of these cases results in a factor of cos (𝜋/6), or 86.6% of that 

of a typical SCPA. 

Figure 2.8: Component Waveforms and Output Waveform for Dual-Waveform Duty Cycle Tuning Configuration. 
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2.4: Waveform Combination 

In order to compare the effects of these two multi-waveform methods – duty cycle tuning and phase tuning – on 

efficiency, a method of combination must first be established. The switched-capacitor array already provides linear 

summation of voltages, and can do so regardless of the phase, frequency, or amplitude of the waveforms controlling 

the switches. Therefore, driving half the units at phase 𝜑𝛼 with the rest at 𝜑𝛽 will result in the desired top-plate 

waveform. The same is also true for the combination of 𝑑𝛼 and 𝑑𝛽 in the multi-duty-cycle configuration. 

Figure 2.10 displays a schematic of a single-array, dual-waveform configuration, specifically the multi-phase 

variant. For a given code 𝑛, waveform 𝑣𝑎 at phase 𝜑𝛼 drives 𝑛 units, whereas another 𝑛 are driven by 𝑣𝛽 with 𝜑𝛽. 

Thus, each input contributes to 𝑣𝑡𝑜𝑝 with a factor of 𝑛/2𝑁. The top plate voltage is calculated as: 

𝑣𝑡𝑜𝑝(𝑡) =
𝑛

2𝑁
 (𝑣𝛼(𝑡) + 𝑣𝛽(𝑡)) (2.12) 

 

In such a scheme, increasing 𝑛 by 1 would mean activating two units, one at 𝜑𝛼 and one at 𝜑𝛽. Thus, one bit of 

resolution is lost, requiring double the number of units to compensate. A multi-phase array of capacitance 𝐶𝑎𝑟𝑟𝑎𝑦 

can be considered as having 2𝑁 units, with code 𝑛 having a maximum value of 𝑁 when all 2𝑁 units are active. 

Figure 2.9: Component Waveforms and Output Waveform for Dual-Waveform Phase Tuning Configuration. 

Figure 2.10: Schematic of Single-Array Dual-Phase Waveform Combination. 



 

9 
C. P. Charalampidis #4943236   Final Draft 

More importantly, using multiple phases under a single array can severely impact efficiency. In order to calculate 

the equivalent input capacitance, and thus the PAE of a multi-phase array, an edge-by-edge analysis can be 

performed. 

Figure 2.11 illustrates the equivalent circuits at four moments in the cycle; the rising and falling edges of both 

waveforms 𝑣𝛼 and 𝑣𝛽. The array is segmented into three equivalent capacitors:  

𝐶𝛼 = 𝐶𝛽 =
𝑛

2𝑁
𝐶𝑎𝑟𝑟𝑎𝑦, 𝐶𝑜𝑓𝑓 = 𝐶𝑎𝑟𝑟𝑎𝑦 − (𝐶𝛼 + 𝐶𝛽) =

𝑁 − 𝑛

𝑁
 𝐶𝑎𝑟𝑟𝑎𝑦 

𝐶𝛼 and 𝐶𝛽 refer to the total capacitance of active SCPA units at phases 𝜑𝛼 and 𝜑𝛽, respectively. 𝐶𝑜𝑓𝑓 is the 

remaining capacitance, whose bottom plate remains grounded throughout the cycle. The inductor connecting the 

array top-plate to the load acts as an open during the waveform edges, thus it can be considered that the current 

supplied by the source is exclusively used to charge the capacitors. 

Prior to edge 𝟏, the rising edge of waveform 𝑣𝛼, all three capacitors are grounded through their bottom plates. The 

top-plate voltage is also equal to ground; thus, no charge exists within any of the capacitors. 

During edge 𝟏, the bottom plate of 𝐶𝛼 is brought to 𝑉𝐷𝐷. Through capacitive division, the shared array top-plate 

acquires a voltage of: 

𝑉𝑡𝑜𝑝,1 =
𝑛

2𝑁
𝑉𝐷𝐷 (2.13) 

The charge provided by the supply during edge 𝟏 is equal to the change in charge for 𝐶𝛼: 

𝛥𝑄1 = 𝛥𝑄𝛼,1 = 𝑄𝛼,1 = 𝐶𝑎(𝑉𝐷𝐷 − 𝑉𝑡𝑜𝑝,1) = 𝐶𝑎 (1 −
𝑛

2𝑁
) 𝑉𝐷𝐷 =

𝑛

2𝑁
𝐶𝑎𝑟𝑟𝑎𝑦 (1 −

𝑛

2𝑁
) 𝑉𝐷𝐷 

 

𝜟𝑸𝟏 = (𝑵 −
𝒏

𝟐
)

𝒏

𝟐𝑵𝟐 𝑪𝒂𝒓𝒓𝒂𝒚𝑽𝑫𝑫 (2.14) 

The charge within 𝐶𝛽 can also be calculated as: 

𝑸𝜷,𝟏 = (−
𝒏

𝟐
)

𝒏

𝟐𝑵𝟐 𝑪𝒂𝒓𝒓𝒂𝒚𝑽𝑫𝑫 (2.15) 

In this case, the charge is considered to have a negative value, as the bottom plate of 𝐶𝛽 is at a lower voltage than 

its top plate. 

During edge 𝟐, the rising edge of waveform 𝑣𝛽, the bottom plate of 𝐶𝛽 is brought from ground to 𝑉𝐷𝐷, whereas 𝐶𝛼 

maintains its prior position. The top-plate voltage becomes equal to: 

Figure 2.11: Equivalent Circuits for Calculation of Input Capacitance in Dual-Waveform Configuration. 
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𝑉𝑡𝑜𝑝,2 =
𝑛

𝑁
𝑉𝐷𝐷 (2.16) 

 The two capacitors now have charge equal to: 

𝑄𝛼,2 = 𝑄𝛽,2 = 𝐶𝑎(𝑉𝐷𝐷 − 𝑉𝑡𝑜𝑝,2) = (𝑁 − 𝑛)
𝑛

2𝑁2 𝐶𝑎𝑟𝑟𝑎𝑦𝑉𝐷𝐷 (2.17) 

The charge provided by the supply is equal to the change in charge for both capacitors: 

𝛥𝑄2 = 𝛥𝑄𝛼,2 + 𝛥𝑄𝛽,2 = 𝑄𝛼,2 − 𝑄𝛼,1 + 𝑄𝛽,2 − 𝑄𝛽,1 (2.18) 

𝜟𝑸𝟐 = (𝑵 − 𝒏)
𝒏

𝟐𝑵𝟐 𝑪𝒂𝒓𝒓𝒂𝒚𝑽𝑫𝑫 (2.19) 

Similarly, during edge 𝟑, the falling edge of waveform 𝑣𝛼, the bottom plate of 𝐶𝛼 is moved to ground, with 𝐶𝛽 

remaining connected to 𝑉𝐷𝐷. The top-plate voltage is now equal to: 

𝑉𝑡𝑜𝑝,3 =
𝑛

2𝑁
𝑉𝐷𝐷 (2.20) 

This is a similar state as that of edge 𝟏, only with 𝐶𝛼 and 𝐶𝛽 swapping roles. The supply provides charge equal to 

the change in charge for 𝐶𝛽. It can be calculated as: 

𝛥𝑄3 = 𝛥𝑄𝛽,3 = 𝑄𝛽,3 − 𝑄𝛽,2 

 

𝜟𝑸𝟑 = (
𝒏

𝟐
)

𝒏

𝟐𝑵𝟐 𝑪𝒂𝒓𝒓𝒂𝒚𝑽𝑫𝑫 (2.21) 

During edge 𝟒, all capacitors are grounded. No charge is provided by the supply, and all the existing charge is lost.  

𝜟𝑸𝟒 = 𝟎 (2.22) 

The total charge drained for the supply per cycle is: 

𝑄𝑖𝑛 = ∑ 𝛥𝑄𝑖

4

𝑖=1

= (2𝑁 − 𝑛)
𝑛

𝑁2

𝐶𝑎𝑟𝑟𝑎𝑦

2
𝑉𝐷𝐷 (2.23) 

The equivalent input capacitance for this configuration can then be calculated as: 

𝐶𝑖𝑛 = (2𝑁 − 𝑛)
𝑛

𝑁2

𝐶𝑎𝑟𝑟𝑎𝑦

2
 (2.24) 

In contrast with the input capacitance of a typical SCPA configuration, as displayed in equation 2.6, this expression 

cannot be reduced to zero for 𝑛 = 𝑁. Even when all units are active, the capacitors still need to be charged due to 

the difference in timing between the waveform edges. 

The same analysis can be performed for any switched-capacitor configuration in which multiple waveforms are 

used to drive different units of the same array. This includes the aforementioned multi-duty-cycle tuning method, 

in which two waveforms of duty cycles 𝑑𝑎 = 1/3  and 𝑑𝛽 = 2/3 are used. In that case, the resulting input 

capacitance 𝐶𝑖𝑛 is equal to that calculated for the phase tuning configuration.  

Seeing as both methods also provide the same factor of cos (𝜋/6) for the amplitude of their output fundamental 

components, it follows that the ideal power-added efficiency for both configurations will also be equal. Considering 

the following values, PAE can be calculated: 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙 =
𝑃𝑜𝑢𝑡

𝑃𝑜𝑢𝑡 + 𝑃𝑆𝐶
, 𝑃𝑜𝑢𝑡 =

2

𝜋2

𝑛2

𝑁2

𝑉𝐷𝐷
2

𝑅𝐿
cos2 (

𝜋

6
) , 𝑃𝑆𝐶 = 𝐶𝑖𝑛 𝑉𝐷𝐷

2  𝑓𝐿𝑂, 𝐶𝑖𝑛 = (2𝑁 − 𝑛)
𝑛

𝑁2

𝐶𝑎𝑟𝑟𝑎𝑦

2
  

 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙 = 1

1 +
(2𝑁 − 𝑛)𝜋2𝑅𝐿 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂

3𝑛

⁄  (2.25)
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Figure 2.12 presents a plot of this expression, along with plots for the power-added efficiency of a typical 

configuration (equation 2.8), and a single-waveform 𝑑 = 1/3 configuration (equation 2.11). It can be seen that 

whereas the latter two are able to reach 100% ideal PAE at maximum input code 𝑛 = 𝑁, this is not the case for the 

dual-waveform configurations discussed above. 

Since both dual-waveform configurations result in the same output waveform and have identical ideal PAE, they 

can be considered equivalent methods of harmonic suppression. Selecting either the multi-phase or multi-duty-

cycle solution thus becomes a matter of implementation.  

Generating two waveforms with 𝛥𝜑 = 60° may be 

more or less preferable to the alternative of 

creating waveforms with duty cycles of 𝑑𝑎 = 1/3  

and 𝑑𝛽 = 2/3, depending on the system. A 

combination of different phases and amplitudes 

for multiple waveforms can also be used to 

suppress multiple harmonics [7]. 

It is important to note that the dual-waveform 

harmonic suppression technique is rather 

sensitive to imperfections in the duty cycle, phase 

difference, and amplitude of the waveforms. 

Figure 2.13 displays plots of the resulting second- 

and third-order harmonics for the multi-phase 

variant. Input 𝑣𝛼 has an amplitude of 𝐴 = 1, duty 

cycle 𝑑 = 1/2, and phase 𝜑 = 0°. A sweep is 

performed for each of the respective parameters 

of input waveform 𝑣𝛽. 

 

As can be seen from the figures, any deviation from 𝐴 = 1, 𝑑 = 1/2, and 𝛥𝜑 = 60° can severely impact the degree 

to which the harmonics are suppressed. Thus, it is vital that the waveforms retain values as close to perfect as 

possible for these parameters.  

 

2.5: Explicit Cancellation 

So far, duty cycle and phase have been discussed as parameters used for harmonic suppression. Another solution 

is found by adding together waveforms of different frequency. In this explicit cancellation scheme seen in figure 

2.14, waveforms 𝑣𝛼 and 𝑣𝛽 are combined, with 𝑣𝛽 having three times the frequency and one-third the amplitude of 

𝑣𝛼.  

Figure 2.12: Ideal PAE vs. Input Amplitude for Typical SCPA, Dual-
Waveform, and Single-Waveform Duty Cycle Tuning Configurations. 

Figure 2.13: HD2 and HD3 vs. Deviations in Duty Cycle, Phase, and Amplitude. 
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The waveforms have a phase difference of 𝛥𝜑 = 180°. The fundamental component of 𝑣𝛽 is thus equal and 

opposite to the third harmonic of 𝑣𝛼, effectively cancelling it out. The amplitudes for each waveform are set by 

driving 3/4 of the array with 𝑣𝛼, while the remaining 1/4 is driven with 𝑣𝛽. 

Subjecting this configuration to the same analysis as performed above reveals a severe reduction in PAE, even 

when compared to other multi-waveform schemes. As 𝑣𝛽 contains no spectral components at the carrier frequency, 

the amplitude of the fundamental of the resulting waveform is limited to 3/4 of its maximum potential value in a 

typical SCPA configuration.  

Moreover, as 𝑣𝛽 is at three times the frequency of the carrier, each carrier period will contain many instances of 

charging and discharging of the array, increasing the equivalent input capacitance 𝐶𝑖𝑛, and thus the dynamic power 

consumption 𝑃𝑆𝐶 compared to the configurations examined prior. The equivalent input capacitance for the explicit 

cancellation scheme is calculated as: 

𝐶𝑖𝑛 = (2𝑁 −
𝑛

2
)

𝑛

𝑁2

3𝐶𝑎𝑟𝑟𝑎𝑦

4
  (2.26) 

With a resulting ideal power-added efficiency of: 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙 = 1

1 +
(2𝑁 −

𝑛
2

) 𝜋2𝑅𝐿 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂

3𝑛 2⁄

⁄
 (2.27)

 

A plot of the above expression can be seen in figure 

2.15, alongside plots for ideal power-added efficiency 

of the following configurations: standard SCPA, single-

waveform duty-cycle tuning, and dual-waveform duty-

cycle or phase tuning. These correspond to equations 

3.8, 3.11, and 3.25, respectively. 

After examining this plot, it is obvious that the explicit 

cancellation method is largely inferior in terms of 

efficiency to either of the two dual-waveform harmonic 

suppression methods discussed previously. Due to this 

fact, coupled with the complexity required to create and 

maintain the related input waveforms, this method was 

deemed unworthy of pursuing further for this project. 

 

Figure 2.14: Component Waveforms and Output Waveform for Explicit Cancellation Configuration. 

Figure 2.15: Ideal PAE vs. Input Amplitude for Typical SCPA, 
Dual-Waveform, Single-Waveform Duty Cycle Tuning, and 

Explicit Cancellation Configurations. 
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2.6: Dual-Array 

  Thus far, a method of waveform summation has been examined, in which a single switched-capacitor array is 

segmented into parts, with each driven by a different waveform. This is equivalent to multiple conventional sub-

arrays being connected in parallel at their common top plate node. Although convenient, this configuration 

introduces a significant reduction in power-added efficiency. As discussed above, the uninhibited exchange of 

charge between sub-arrays results in increased dynamic power consumption with no added benefit to output 

power. 

In order to isolate the SCPA arrays, inductance can be used to create an open during waveform edges. Each sub-

array can be considered individually as a conventional array with its own resonant inductor. Waveform summation 

can be simply achieved by utilizing a differential configuration, wherein the load is connected to both arrays in 

series as seen in figure 2.16. In this topology, waveform 𝑣𝛽 is inverted, and now has a phase difference of 𝛥𝜑 =

240° to 𝑣𝛼. Output voltage 𝑣𝑜𝑢𝑡 is generated across the load, and can be calculated as: 

𝑣𝑜𝑢𝑡(𝑡) =
𝑛

𝑁
(𝑣𝑎(𝑡) − 𝑣𝛽(𝑡)) (2.28) 

Considering two sub-arrays, each with capacitance equal to 𝐶𝑎𝑟𝑟𝑎𝑦, in parallel with respect to the supply, the 

resulting total input capacitance is calculated as: 

𝐶𝑖𝑛 =  2
𝑛(𝑁 − 𝑛)

𝑁2 𝐶𝑎𝑟𝑟𝑎𝑦 (2.29) 

Seeing as the two arrays are independent, this expression is predictably double that of equation 2.6, and is equal 

to zero for maximum code 𝑛 = 𝑁. In the case of a dual-waveform phase-tuning harmonic suppression configuration, 

the output power is calculated as: 

𝑃𝑜𝑢𝑡 =
8

𝜋2

𝑛2

𝑁2

𝑉𝐷𝐷
2

𝑅𝐿
cos2 (

𝜋

6
) (2.30) 

Since the two arrays are connected in series with respect to the load, the maximum swing becomes 2 𝑉𝐷𝐷, 

effectively quadrupling output power compared to the previously examined single-array configuration. Ideal power-

added efficiency is calculated as: 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙 = 1

1 +
(𝑁 − 𝑛)𝜋2𝑅𝐿 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂

3𝑛

⁄  (2.31)
 

It is important to note that the dual-array configuration also utilizes a separate inductor for each array, requiring 

double the total inductance compared to the single-array solution. If total inductance were to be kept equal between 

the two methods, array capacitance would need to be doubled for each of the two arrays in the case of the dual-

Figure 2.16: Schematic of Dual-Array Waveform Combination. 
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array configuration. Doing so would bring equation 2.31 in line with equation 2.11 of the single-array, single-

waveform harmonic suppression solution. 

Figure 2.17 presents a plot of the expression of equation 2.31, alongside plots of equations 3.8 and 3.25, 

corresponding to the single-array configurations of a typical SCPA and dual-waveform harmonic suppression, 

respectively. In order to provide a fair comparison, array capacitance was adjusted to equalize total inductance for 

all cases. 

As evident from this plot, a dual-array solution is preferable to a single-array dual-waveform solution as far as 

efficiency is concerned. Ideal PAE reaches 100% at maximum input amplitude since the two arrays are isolated 

and do not load each other during input waveform edges.  

 

2.7: Transformer 

Waveform combination can also be achieved by using an output transformer to transfer power from the arrays to 

the load. In this scenario, illustrated in figure 2.18, the primary coil 𝐿𝑝 of the transformer is connected directly to the 

array top-plates. 𝐿𝑝 is magnetically coupled to 𝐿𝑠, the secondary coil, through magnetic coupling constant 𝑘. The 

inductance of the transformer is responsible for resonating with the array capacitance at the fundamental 

frequency, replacing the inductors used for the aforementioned series configuration. 

Utilizing an output transformer introduces a number of advantages. A differential pair of SCPA arrays may be 

connected to a single-ended load, such as an RF antenna. Output power can be controlled by tuning the 

transformer turn ratio 𝑁 so as to impose a higher or lower amplitude upon a fixed load, according to the application 

specification. Moreover, connecting multiple transformers allows for the summation of any number of waveforms, 

if required [8]. 

On-chip transformers do, however, come at the cost of a lower quality factor 𝑄 than their simpler inductor 

alternatives [?]. Since a higher ohmic resistance is present for the same amount of inductance, more losses and 

thus lower efficiency is expected for such a configuration. Regardless, the use of a transformer as a balun is a 

necessity given the single-ended nature of the output load. 

 

 

 

Figure 2.17: Ideal PAE vs. Input Amplitude for Typical SCPA, Dual-Array Dual-Waveform, 
and Single-Array Dual-Waveform Configurations. 
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2.7.1: Mirrored Waveforms 

Mismatch between the amplitudes of the combined waveforms can also be catastrophic for harmonic suppression. 

This mismatch can occur as a result of asymmetry in the output transformer. Since a switched-capacitor array is 

connected to each of the primary terminals of the transformer, any disparity between transformer voltage gain 

parameters will lead to uneven voltage summation, and thus imperfect harmonic suppression as shown in figure 

2.13.  

Although no dedicated tuner is designed for the purposes of maintaining amplitude equality between the two 

waveforms, a decent solution is found in creating two additional, mirrored waveforms. Waveforms 𝑣𝛼
′  and 𝑣𝛽

′  are, 

in concept, inverted versions of 𝑣𝛼 and 𝑣𝛽, respectively, with 𝑣𝛼
′ = −𝑣𝛼 and 𝑣𝛽

′ = −𝑣𝛽. These are used as inputs to 

a duplicate set of SCPA arrays, and are combined with the original two waveforms through a duplicate transformer.  

 

Figure 2.19: Illustration of "Mirrored Waveforms" Configuration. 

However, each is connected to the transformer terminal opposite of that of its counterpart, thus minimizing any 

amplitude disparity resulting from asymmetry when all four are added together. Inputs 𝑣𝛼 and 𝑣𝛽 are differentially 

connected, with 𝑣𝛼 as positive and 𝑣𝛽 as negative, whereas 𝑣𝛽
′  is connected to the positive terminal of the duplicate 

transformer, with 𝑣𝛼
′  as negative. Figure 2.19 displays an illustration of this configuration. Assuming uneven voltage 

gains of 𝑆13 ≠ 𝑆23, the resulting waveform can be calculated as: 

𝑣𝑜𝑢𝑡  +  𝑣𝑜𝑢𝑡
′ = 𝑆13𝑣𝛼 − 𝑆23𝑣𝛽 + 𝑆13𝑣𝛽

′ − 𝑆23𝑣𝛼
′ = (𝑆13 + 𝑆23) (𝑣𝛼 − 𝑣𝛽) (2.32) 

Figure 2.18: Schematic of Dual-Array Waveform Combination Using a Transformer. 
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For comparison, using only 𝑣𝑎 and 𝑣𝛽 in a single-transformer configuration would result in uneven addition of 𝑣𝑜𝑢𝑡 =

𝑆13𝑣𝛼 − 𝑆23𝑣𝛽, with a predictable impact on harmonic suppression. 

The ideal phase values for all four waveforms are: 

𝜑𝛼 = 0°, 𝜑𝛽 = 240° , 𝜑𝛼
′ = 180°, 𝜑𝛽

′ = 60° (2.33) 

2.8: Design Proposal 

Considering the discussion and analysis presented throughout this chapter, a design proposal can be made. The 

goal is to create a switched-capacitor power amplifier which achieves suppression of the second and third 

harmonic, while maintaining high power-added efficiency at power back-off. 

Harmonic suppression is realized by employing the dual-waveform method described previously, in which two 

waveforms of different characteristics are combined in order to create an output signal devoid of second- and third-

order harmonic distortion. The 𝑑 = 1/2, 𝛥𝜑 = 60 ° variant is preferred over its alternative, due to the relative ease 

of implementation. Considering a differential square-wave local oscillator input waveform of 𝑑 = 1/2, the design 

challenge is relegated to maintaining this duty cycle value, while applying a phase shift to one of the two LO 

waveforms. The alternative method of 𝑑1 = 1/3, 𝑑2 = 2/3 may have been preferable in the case of a sinusoidal 

LO input. 

In order to apply the phase shift, a precision phase tuner must be designed. As can be seen from figure 2.13, even 

slight deviations from 𝛥𝜑 = 60 ° can prove disastrous for the quality of 𝐻𝐷3 suppression. Thus, the phase tuner 

must be able to be calibrated to a value as close to 60° as possible. Similarly, a duty cycle tuner must also be 

employed in order to tune the waveforms to 𝑑 = 1/2.  

Although the calibration of these tuners can be performed manually in order to counteract process variation, 

maintaining perfect waveforms is also important in the presence of fluctuations in temperature, supply voltage, and 

LO frequency. Thus, a feedback loop [9] is implemented, which allows the tuners to be calibrated in real time. By 

monitoring the waveforms and performing comparisons against references, the system will be able to direct their 

phase difference and duty cycles towards the desired values prior to transmission. 

For additional resilience against amplitude mismatch, the “mirrored waveforms” technique will be implemented. 

Although 𝑣𝛼
′  and 𝑣𝛽

′  can be generated by using an inverter to apply a phase shift of 180° to 𝑣𝛼 and 𝑣𝛽, generating 

all four waveforms independently by using separate duty and phase tuners will provide the most control over their 

parameters. 𝑣𝛽 and 𝑣𝛽
′  are generated by applying a 60° phase shift to the negative and positive waveform of the 

differential LO, respectively. The four arrays are matched to the load through the two transformers. 

Figure 2.20 presents a block diagram of the proposed system.  

 

 

Figure 2.20: Block Diagram of Proposed System. 
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3: DESIGN 

 

3.1: Matching 

Proper impedance matching of the SCPA array to the load presents a challenge. An equivalent circuit model of a 

transformer is presented in the schematic of figure 3.1. The model consists of two inductors 𝐿1 and 𝐿2, one in series 

with the primary port and one shunt. The shunt inductor is connected in parallel to an ideal transformer, whose 

secondary port comprises the secondary port of the model itself. The equivalent inductor inductances are related 

to 𝑘, the magnetic coupling coefficient. The turn ratio 𝑇 of the ideal transformer is calculated as 𝑇 = 𝑘√𝐿𝑝/𝐿𝑠, 

wherein 𝐿𝑝 and 𝐿𝑠 refer to the primary and secondary inductances of the transformer [10]. 

Figure 3.2 displays a simplified schematic of a switched-capacitor array connected to a load through a transformer. 

A capacitor is also added in parallel to the load, so as to resonate out the shunt inductor 𝐿2 present in the equivalent 

transformer model. This creates an open at the fundamental frequency, only retaining a single path from the array 

towards the load through series inductor 𝐿1. An appropriate value for array capacitance is then selected, which 

resonates with the series inductor, thus creating a short at the fundamental frequency as discussed earlier. For 

given values of 𝑘, 𝐿𝑝, 𝐿𝑠, the capacitances can be calculated: 

Admittance 𝑌𝐿 = 𝐺𝑅𝐿
+ 𝑗𝐵𝐶𝑠ℎ𝑢𝑛𝑡

 is created by the combination of 𝑅𝐿 and 𝐶𝑠ℎ𝑢𝑛𝑡. Through the transformer, this 

admittance is seen by the primary as 𝑌′𝐿 = 𝑌𝐿 𝑇2⁄ , with susceptance 𝐵𝑠ℎ𝑢𝑛𝑡
′ = 𝑗𝜔𝐶𝑠ℎ𝑢𝑛𝑡/𝑇2, implying an equivalent 

capacitance of 𝐶𝑠ℎ𝑢𝑛𝑡
′ = 𝐶𝑠ℎ𝑢𝑛𝑡/𝑇2. This capacitance needs to resonate with 𝐿2 = 𝑘2𝐿𝑝 in order to create a purely 

ohmic impedance at 𝑍2 for 𝜔𝐿𝑂. 

For the shunt capacitance connected to the load: 

𝐶𝑠ℎ𝑢𝑛𝑡
′ =

𝐶𝑠ℎ𝑢𝑛𝑡

𝑇2 =
1

𝜔𝐿𝑂
2  𝑘2𝐿𝑝

→ 𝐶𝑠ℎ𝑢𝑛𝑡 = 𝑘2
𝐿𝑝

𝐿𝑠

1

𝜔𝐿𝑂
2  𝑘2𝐿𝑝

 → 𝐶𝑠ℎ𝑢𝑛𝑡 =  
1

𝜔𝐿𝑂
2  𝐿𝑠

(3.1) 

Shunt capacitor 𝐶𝑠ℎ𝑢𝑛𝑡 thus directly resonates with 𝐿𝑠, independently of transformer parameters. 𝑍2 is now purely 

ohmic and equal to 𝑍2 = 𝑇2𝑅𝐿 at 𝜔𝐿𝑂. 

Figure 3.2: Illustration of Impedance Matching Using a Transformer and Shunt Capacitor. 

Figure 3.1: Equivalent Circuit Model of Transformer. Adapted from [7]. 
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Considering the addition of series inductance 𝐿1 = (1 − 𝑘2) 𝐿𝑝, impedance 𝑍1 at 𝜔𝐿𝑂 becomes: 

𝑍1 = 𝑍2 + 𝑗𝜔𝐿𝑂𝐿1 = 𝑇2𝑅𝐿 + 𝑗𝜔𝐿𝑂(1 − 𝑘2)𝐿𝑝 

Capacitor 𝐶𝑎𝑟𝑟𝑎𝑦 must now resonate with 𝐿1 in order to create an ohmic 𝑍𝑖𝑛 at 𝜔𝐿𝑂: 

𝐶𝑎𝑟𝑟𝑎𝑦 =
1

𝜔𝐿𝑂
2  (1 − 𝑘2)𝐿𝑝

 (3.2) 

Input impedance 𝑍𝑖𝑛 at 𝜔𝐿𝑂 will now be equal to: 

𝑍𝑖𝑛 = 𝑇2𝑅𝐿 = 𝑘2
𝐿𝑝

𝐿𝑠
𝑅𝐿 (3.3) 

Minimizing array capacitance is an important factor in increasing power back-off efficiency. As can be seen from 

equation 2.31, low values of 𝐶𝑎𝑟𝑟𝑎𝑦 result in higher values of ideal PAE for 𝑛 < 𝑁. Since charge is deposited into 

the array each cycle, a lower array capacitance would bring about a reduction in dynamic power consumption.  

This can be achieved in a number of ways. It is obvious from equation 3.2 that higher values of 𝐿𝑝, and thus 𝐿1, 

will resonate with smaller values of 𝐶𝑎𝑟𝑟𝑎𝑦. Another approach would be to minimize the magnetic coupling 

coefficient 𝑘; as 𝑘 is reduced, the series inductance 𝐿1 of the transformer model comprises a larger portion of the 

primary inductance 𝐿𝑝. 

 

3.1.1: “No Shunt” Matching 

 An alternate method for impedance matching of the array using a transformer would be to completely forgo the 

shunt capacitor and instead use the array capacitance as the sole capacitive element present in the matching 

network, as seen in figure 3.3. 𝐶𝑎𝑟𝑟𝑎𝑦 now resonates with the entire reactance presented by 𝐿1, 𝐿2, and 𝑅𝐿. The 

appropriate value for array capacitance in this configuration can be calculated as: 

𝐶𝑎𝑟𝑟𝑎𝑦 =
1

𝜔𝐿𝑂
2 𝐿𝑝

 
𝑅𝐿

2 + 𝜔2𝐿𝑠
2

𝑅𝐿
2 + (1 − 𝑘2)𝜔2𝐿𝑠

2  (3.4) 

 

This can be calculated as follows: 

 

Load resistance 𝑅𝐿 is transformed through the ideal transformer into 𝑅′ = 𝑇2𝑅𝐿. Impedance 𝑍2 is calculated as: 

𝑍2 = 𝑗𝜔𝐿2 ∥ 𝑅′ =
𝜔2𝐿2

2𝑅′ + 𝑗𝜔𝐿2𝑅′2

𝑅′2 + 𝜔2𝐿2
2

 

With the addition of series inductor 𝐿1, impedance 𝑍1 is calculated as: 

Figure 3.3: Illustration of Impedance Matching Using a Transformer and No Shunt Capacitor. 
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𝛧1 = 𝑗𝜔𝐿1 + 𝑍2 =
1

𝑅′2 + 𝜔2𝐿2
2

 [𝜔2𝐿2
2𝑅′ + 𝑗𝜔(𝐿2𝑅′2

+ 𝐿1𝑅′2
+ 𝜔2𝐿1𝐿2

2)] 

Array capacitor 𝐶𝑎𝑟𝑟𝑎𝑦 needs to cancel out the reactive part of 𝑍1 in order to create a purely ohmic impedance at 

𝑍𝑖𝑛 for 𝜔 = 𝜔𝐿𝑂. 

𝑍𝑖𝑛 = 𝑍1 +
1

𝑗𝜔𝐶𝑎𝑟𝑟𝑎𝑦
, 𝑋𝑖𝑛 = 𝑋1 −

1

𝜔𝐶𝑎𝑟𝑟𝑎𝑦
= 0  →   𝐶𝑎𝑟𝑟𝑎𝑦 =

1

𝜔 𝑋1
 

𝐶𝑎𝑟𝑟𝑎𝑦 =
1

𝜔
  

𝑅′2
+ 𝜔2𝐿2

2

𝜔(𝐿2𝑅′2 + 𝐿1𝑅′2 + 𝜔2𝐿1𝐿2
2)

 

Substituting the following: 

𝐿1 = (1 − 𝑘2)𝐿𝑝, 𝐿2 = 𝑘2𝐿𝑝, 𝑅′ = 𝑇2𝑅𝐿, 𝑇 = 𝑘√𝐿𝑝 𝐿𝑠⁄ , 𝜔 = 𝜔𝐿𝑂 

The equation for 𝐶𝑎𝑟𝑟𝑎𝑦 can be formulated: 

𝐶𝑎𝑟𝑟𝑎𝑦 =
1

𝜔𝐿𝑂
2 𝐿𝑝

 
𝑅𝐿

2 + 𝜔2𝐿𝑠
2

𝑅𝐿
2 + (1 − 𝑘2)𝜔2𝐿𝑠

2 

Input impedance 𝑍𝑖𝑛 at 𝜔𝐿𝑂 is now equal to: 

𝑍𝑖𝑛 =
𝜔𝐿𝑂

2 𝐿2
2 𝑅′

𝑅′2 + 𝜔𝐿𝑂
2 𝐿2

2
= 𝑘2

𝜔𝐿𝑂
2 𝐿𝑝𝐿𝑠

𝑅𝐿
2 + 𝜔𝐿𝑂

2 𝐿𝑠
2 𝑅𝐿 (3.5) 

  

3.1.2: Comparison of Matching Techniques 

A comparison can be made between the “shunt” and “no shunt” matching methods mentioned above, referring to 

equations 4.2 and 4.4, respectively. When comparing these two equations, it can be seen that the “no shunt” 

method produces smaller values for array capacitance compared to the alternative, albeit with added design 

complexity. 

Figure 3.4 displays the resulting 𝐶𝑎𝑟𝑟𝑎𝑦 values for a magnetic coupling coefficient of 𝑘 = 0.7, matched for a 

frequency of 𝑓𝐿𝑂 = 2.45 𝐺𝐻𝑧. The independent parameters in this example are the primary and secondary coil 

inductances 𝐿𝑝 and 𝐿𝑠. This plot reveals a significant decrease in 𝐶𝑎𝑟𝑟𝑎𝑦 in the case of the “no shunt” method, 

meaning not only a smaller area, but a potential advantage in terms of power back-off efficiency, as per equation 

2.31. It also becomes clear that lower values of 𝐿𝑠 reduce 𝐶𝑎𝑟𝑟𝑎𝑦 further, reaching as low as half the capacitance 

values required for shunt-capacitor matching. 

Figure 3.4: Plot of Required Array Capacitance vs. 𝐿𝑝 and 𝐿𝑠 for "Shunt" and "No Shunt" Matching Configurations. 
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Although not pictured in the figure, 𝐶𝑎𝑟𝑟𝑎𝑦 also becomes less dependent on 𝑘 as 𝐿𝑠 is decreased in “no shunt” 

configuration. This could also mean more resilience to process variations of the transformer, as well as the 

capacitors themselves. 

In order to further compare the two methods, their power output can also be computed. Adapting equation 2.7: 

𝑃𝑜𝑢𝑡 =
2

𝜋2

𝑛2

𝑁2

𝑉𝐷𝐷
2

𝑅𝑖𝑛
  (3.6) 

In this case 𝑅𝑖𝑛 refers to the ohmic input impedance of the array, as in the real part of 𝑍𝑖𝑛, seen in the schematics 

of figures 3.2 and 3.3. In previous examples where a simple series resonator was used, the input impedance was 

equal to 𝑅𝐿. However, this is not the case when a transformer is used. As calculated in equations 4.3 and 4.5 for 

the “shunt” and “no shunt” methods respectively, 𝑅𝑖𝑛 can vary based on design parameters: 

𝑅𝑖𝑛,𝑠 = 𝑘2
𝐿𝑝

𝐿𝑠
𝑅𝐿, 𝑅𝑖𝑛,𝑛𝑠 = 𝑘2

𝜔𝐿𝑂
2 𝐿𝑝𝐿𝑠

𝑅𝐿
2 + 𝜔𝐿𝑂

2 𝐿𝑠
2 𝑅𝐿  (3.7) 

Figure 3.5 displays a plot for 𝑅𝑖𝑛 under both matching configurations for 𝑘 = 0.7,   𝑓𝐿𝑂 = 2.45 𝐺𝐻𝑧. As 𝐿𝑠 decreases, 

the input resistance 𝑅𝑖𝑛,𝑠 for the “shunt” topology will increase. This is not the case for 𝑅𝑖𝑛,𝑛𝑠 of the “no shunt” 

topology, wherein the resistance will start to decrease after reaching a peak at 𝐿𝑠 = 𝑅𝐿 𝜔𝐿𝑂⁄ . Very small values of 

𝑅𝑖𝑛,𝑛𝑠 can thus be achieved by minimizing 𝐿𝑠 using this method. Considering the relation of equation 3.6. It can be 

seen that the “no shunt” matching configuration could provide increased output power for decreasing values of 𝐿𝑠, 

thus further reducing the area cost for high-power designs. 

3.1.3: “No Shunt” Regions 

It can also be observed that a switched-capacitor PA matched in “shunt” configuration behaves similar to a voltage 

source, since its output power is reduced as 𝑇 is increased. For the voltage 𝑉𝑠 across the secondary coil, where 

the load is located: 

𝑉𝑠 =
𝑉𝑝

𝑇
 

Where 𝑉𝑝 represents the voltage across the primary coil, provided by the voltage source. The RMS power provided 

by that voltage source to a load 𝑅𝐿 through a transformer can then be calculated as: 

𝑃 =
𝑉𝑠

2

𝑅𝐿
=

𝑉𝑝
2

𝑅𝐿𝑇2 

Since, from equation 3.7, 𝑅𝑖𝑛,𝑠 = 𝑇2𝑅𝐿 for a “shunt” matched SCPA, this configuration can be considered as 

operating in “voltage mode”. 

A similar behavior is also observed for the “no shunt” technique, but only for low values of 𝑇. Indeed, as 𝐿𝑠 → ∞, 

the two methods become equivalent; 𝐿𝑠 dominates the expressions for 𝐶𝑎𝑟𝑟𝑎𝑦 and 𝑅𝑖𝑛 of the “no shunt” 

Figure 3.5: Plot of Input Resistance vs. 𝐿𝑝 and 𝐿𝑠 for 

"Shunt" and "No Shunt" Matching Configurations. 
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configuration, bringing them in line with their “shunt” counterparts. The expression for 𝐶𝑠ℎ𝑢𝑛𝑡 (equation 3.1) also 

reaches zero. However, for higher values of 𝑇, as 𝐿𝑠 → 0, the following calculations can be made for a “no shunt” 

matched PA: 

𝑅𝑖𝑛,𝑛𝑠 →
𝑘2𝜔𝐿𝑂

2 𝐿𝑝𝐿𝑠

𝑅𝐿
, 𝑃𝑜𝑢𝑡 →

𝑉𝐷𝐷
2

2
𝑘2𝜔𝐿𝑂

2 𝐿𝑝𝐿𝑠

𝑅𝐿

 , 𝑃𝑜𝑢𝑡 →
𝑉𝐷𝐷

2

2 𝑘4𝜔𝐿𝑂
2 𝐿𝑝

2 𝑇2𝑅𝐿 (3.8)
 

This relation between 𝑃𝑜𝑢𝑡, 𝑇, and 𝑅𝐿 is similar to that of 𝑃 = 𝑇2𝐼𝑝𝑅𝐿, describing the power provided to a load by a 

current source through a transformer. Therefore, a “no shunt” matched SCPA connected to a high-𝑇 transformer 

can be hesitantly considered as operating in “quasi-current mode”. A plateau exists for 𝐿𝑠 = 𝑅𝐿 𝜔𝐿𝑂⁄  between the 

“quasi-voltage mode” and “quasi-current mode” regions. For this example, it is found for 𝐿𝑠 = 3.25 𝑛𝐻. 

In order to confirm the existence of these two distinct regions, a simulation was performed. In this example, an 

SCPA array is set-up in “no shunt” configuration, and connected to a load through a transformer of a specific 𝐿𝑠. 

The same set-up is then duplicated, and the secondary coils of their transformers are connected together; in parallel 

and then in series. The frequency response of all three cases is then simulated for different values of 𝐿𝑠 and 

displayed in the plots of figure 3.7.  

For low values of 𝐿𝑠, power combination takes place when the transformers are connected in parallel, whereas no 

extra power is gained when connecting them in series, verifying “quasi-current mode” operation. Output power is, 

however, not exactly quadrupled in the case of 𝐿𝑠 = 500 𝑝𝐻; as expected, a gain of +6.02 𝑑𝐵 is only achieved for 

extremely high values of 𝐿𝑠 → 0. 

The inverse is true for high 𝐿𝑠 values, operating in “quasi-voltage mode”. Whereas parallel combination does not 

increase output power, series connection does. The PA behaves similar to a voltage source for 𝐿𝑠 = 50 𝑛𝐻. Again, 

a true gain of +6.02 𝑑𝐵 is only found for 𝐿𝑠 → ∞. 

Figure 3.6: Frequency Responses of "No Shunt"-Matched Array Combination Configurations, for Different 𝐿𝑠. 
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Since, for this simulation, 𝜔𝐿𝑂 = 2.45 𝐺𝐻𝑧, 𝑅𝐿 = 50 𝛺, a value for 𝐿𝑝 = 3.25 𝑛𝐻 represents the “hybrid-mode” 

plateau of 𝐿𝑠 = 𝑅𝐿 𝜔𝐿𝑂⁄  connecting the two modes. In this intermediate state, both series and parallel transformer 

connections provide the same gain of ~2 𝑑𝐵 at the frequency of interest.  

Adjusting array capacitance in both cases improves resonance, bringing the gain to ~4 𝑑𝐵. In this scenario, a 

multiplier of 0.84 needed to be applied to the parallel-connected arrays, whereas a multiplier of 1.24 was necessary 

for the series-connected system. It is also important to note that in both “hybrid-mode” cases, especially in series 

connection, the resulting matching bandwidth is significantly higher than any other mode of operation. 

3.1.4: Efficiency Comparison & Simulation 

Since the equations for 𝐶𝑎𝑟𝑟𝑎𝑦 and 𝑃𝑜𝑢𝑡 are known for both matching topologies, a comparison of their ideal 

efficiencies can be made. Adapting equation 2.8 for 𝑛 = 𝑁/2  results in the formula for PAE at half input amplitude, 

or at a power back-off of −6 𝑑𝐵: 

𝑃𝐴𝐸𝑖𝑑𝑒𝑎𝑙|−6 𝑑𝐵 = 1

1 +
𝜋2𝑅𝑖𝑛 𝐶𝑎𝑟𝑟𝑎𝑦 𝑓𝐿𝑂

2

⁄  (3.9)
 

Parameters 𝑅𝑖𝑛 and 𝐶𝑎𝑟𝑟𝑎𝑦 are substituted from equations 4.2, 4.4, and 4.6. Figure 3.8 displays a plot for ideal 

back-off PAE, using the same conditions as above;  𝑓𝐿𝑂 = 2.45 𝐺𝐻𝑧 and 𝑘 = 0.7. 

From the plot of figure 3.8 it can be seen that the “no 

shunt” matching method achieves higher theoretical 

power back-off efficiency than its alternative regardless 

of the value of 𝐿𝑠, with that difference becoming a lot 

more considerable for lower values of 𝐿𝑠. This comes 

as no surprise considering the overall lower values for 

both 𝑅𝑖𝑛 and 𝐶𝑎𝑟𝑟𝑎𝑦 in the “no shunt” topology, and their 

relation to PAE from equation 3.9. Interestingly, 

changing 𝐿𝑝 has no effect on the ideal calculated 

efficiency in either method. 

The above calculations do not, however, take the ohmic 

impedance 𝑅𝑚 of the inductors [11] into account. 

Considering the low 𝑅𝑖𝑛 values achievable in “quasi-

current mode” and the typically low quality-factors of on-

chip monolithic transformers, ohmic losses can have 

significant effects on both output power and efficiency 

compared to theoretical calculations. For a given 

quality-factor 𝑄 of inductor 𝐿𝑚: 

𝑅𝑚 =
𝜔𝐿𝑂𝐿𝑚

𝑄
 (3.10) 

In order to provide a more realistic comparison, a simulation was performed. In this setup, two SCPA arrays built 

with lossless switches are connected to a 50 𝛺 load through lossy transformers with 𝑄 = 10 for both coils, which 

present ohmic resistances of 𝑅𝑝 and 𝑅𝑠. Each array is matched using either “shunt” or “no shunt” matching as 

described previously. Parameters 𝐿𝑝 and 𝐿𝑠 are swept, and 𝑘 = 0.7, 𝑓𝐿𝑂 = 2.45 𝐺𝐻𝑧, 𝑉𝐷𝐷 = 0.8 𝑉 are kept constant. 

Figures 3.8 and 3.9 display the resulting plots for output power and efficiency.  

Figure 3.9 presents the plot of peak output power versus 𝐿𝑝 and 𝐿𝑠. For a given 𝐿𝑝 curve, this plot is similar to that 

of figure 3.6 except inverse as output power is increased for reduced input resistance. The “no shunt, quasi-current 

mode” region is visible for low 𝐿𝑠 for “no shunt” matching, whereas the expected increase in output power for high 

𝐿𝑠 in “quasi-voltage mode” is suppressed here by the increase in inductor resistance 𝑅𝑠.  

For the same reason, the “shunt” matched system displays a smoother power reduction as 𝐿𝑠 is reduced compared 

to the ideal calculations of figure 3.6. Higher values of 𝐿𝑝 predictably reduce output power as the corresponding 

ohmic loss 𝑅𝑝 is increased.  

Figure 3.7: Plot of Ideal PAE at Half Input Amplitude vs. 𝐿𝑝 

and 𝐿𝑠 for "Shunt" and "No Shunt" Matching 
Configurations. 
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Peak output PAE, considered to be constant and equal to 100% in the ideal case, is now significantly reduced due 

to ohmic losses, and now displays a relation to 𝐿𝑠. Since 𝐶𝑎𝑟𝑟𝑎𝑦 does not provide any dissipation at full input power, 

the plot of figure 3.10 is most comparable to that of figure 3.5, wherein the relation between input resistance 𝑅𝑖𝑛 

and 𝐿𝑠 can be seen. In both matching configurations, lower 𝑅𝑖𝑛 values correspond with low efficiency, as 𝑅𝑝 and 

𝑅𝑠 overpower 𝑅𝑖𝑛. Interestingly, changing 𝐿𝑝 does not influence efficiency, as 𝑅𝑖𝑛,𝑠, 𝑅𝑖𝑛,𝑛𝑠, and 𝑅𝑝 are all linear with 

𝐿𝑝 as can be seen from equations 4.6 and 4.10. 

Figure 3.12 displays a simulated plot for efficiency at half input amplitude, or −6 𝑑𝐵 back-off. Although efficiency 

suffers for extremely low 𝑅𝑖𝑛,𝑛𝑠 values deep into “quasi-current mode”, the reduction in 𝐶𝑎𝑟𝑟𝑎𝑦 provided by “no 

shunt” matching can compensate for this loss at low 𝐿𝑠 values compared to the “shunt” matched alternative. 

Although peak efficiency is higher using “shunt” matching, “no shunt” provides an advantage in back-off efficiency. 

A very clear trade-off exists between peak and back-off efficiency in the “shunt” case, as a small 𝐶𝑎𝑟𝑟𝑎𝑦 requires 

large inductors with high values for 𝑅𝑚 [11]. In contrast, “no shunt” matching can achieve maximum power back-

off efficiency for low values of 𝐿𝑠 in early “quasi-current mode”, wherein peak input efficiency is still adequate. In 

every case, 𝐿𝑝 serves only as a “knob” for adjusting output power to match design specifications with no effect on 

efficiency, provided that inductor quality-factor remains constant. 

Moreover, the “no shunt” scenario allows access to higher output power levels at its region of maximum efficiency, 

as output power is significantly less dependent on 𝐿𝑠 than its alternative. The nature of the “shunt” matching method 

means that high power levels are only available for extremely low values of 𝐿𝑝, which can lead to a very restricting 

implementation. If 𝐿𝑠 is instead used to increase power, a significant drop in peak efficiency will come as a result. 

In the case of “no shunt” matching, 𝐿𝑠 can be reduced further in order to maximize efficiency at different levels of 

power back-off. However, the drawbacks seem to outweigh the benefits as small improvements in efficiency at 

extreme back-off beget a significant efficiency drop at higher power levels. 

For a fair comparison of efficiency between the two methods, the same output power level needs to be achieved 

in both configurations. From figure 3.9, it can be seen that both methods are able to reach 𝑃𝑜𝑢𝑡 = 8 𝑑𝐵𝑚 in multiple 

different combinations of 𝐿𝑝 and 𝐿𝑠. For this test, 𝐿𝑠 values that maximize efficiency at half input amplitude will be 

selected for both, and corresponding 𝐿𝑝 values will be used to tune the power to 8 𝑑𝐵𝑚. These values are:  

“Shunt”: 𝐿𝑝 = 1.90 𝑛𝐻, 𝐿𝑠 = 5.50 𝑛𝐻. “No shunt”: 𝐿𝑝 = 2.83 𝑛𝐻, 𝐿𝑠 = 1.70 𝑛𝐻. 

A test simulation under the same conditions was performed using these parameters. The resulting plots for 

fundamental output power, efficiency, and normalized frequency response are displayed in figure 3.14. In this case, 

peak efficiency is almost equal for both methods, however the “no shunt” configuration is still advantageous at 

every AM level.  

Comparing the frequency responses, the “shunt” technique provides a much larger matching bandwidth, as well 

as increased filtering for the third harmonic and upwards. Considering the harmonic suppression capabilities for 

𝐻𝐷2 and 𝐻𝐷3 of the system designed for this thesis, the frequency response of the “shunt” method seems to be 

preferable, as far-out harmonics not handled by waveform tuning will be adequately filtered.  

Figure 3.9: Simulated Plots of Peak Output Power vs. 𝐿𝑝 and  

𝐿𝑠 for "Shunt" and "No Shunt" Matching Configurations. 
Figure 3.8: Simulated Plots of Efficiency at Peak Input 

Amplitude vs. 𝐿𝑝 and 𝐿𝑠 for "Shunt" and "No Shunt" 

Matching Configurations. 
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However, the increase in power back-off efficiency provided by smaller array capacitances, as well as the increased 

design flexibility it offers when operating in “quasi-current mode”, make “no shunt” matching the method of choice 

for this project. Wide-band transmitters, as well as PA architectures which do not utilize switched-capacitor 

amplitude modulation, can instead greatly benefit from the increased peak efficiency and sharper roll-off of 

conventional “shunt” matching. 

3.2: Tuner Design 

According to the design proposal described previously, tuner units for precise calibration of the RF waveforms must 

be designed. In order to achieve proper suppression of the second and third harmonics of the output signal, the 

four waveforms, 𝑣𝛼, 𝑣𝛼
′ , 𝑣𝛽, and 𝑣𝛽

′ , must be tuned to specific phase differences as set by equation 2.33, as well as 

duty cycles of 𝑑 = 50%.  

As showcased in the plots of figure 2.13, minimizing deviation from these ideal waveform characteristics is a priority. 

Thus, the tuners need to be able to change the duty cycle and phase of the waveforms in very small increments, 

so as to counteract even the slightest of variations which can become catastrophic with regard to spectral purity of 

the output signal. 

Moreover, the tuners must be controlled digitally. This would allow for easy tuning and storage of optimal tuner 

states in the case of manual calibration, as well as facilitating the implementation of a feedback loop. This feedback 

loop, as mentioned in the design proposal, would be able to access the tuners and decide on the correct settings 

based on the resulting waveforms using digital logic. 

Linearity and monotonicity are less of a priority. The tuners, effectively digital-to-time converters (DTC’s), would be 

able to transpose one or both edges of a waveform – referring to the duty cycle tuner and phase tuner, respectively 

– in the time domain based on a digital code. Whether or not a change in code will result in a set and specific shift 

in time is of little importance to the loop logic, which will nevertheless attempt to increase or decrease the code 

Figure 3.10: Simulated Plots for "Shunt" and "No Shunt" Matching Configurations Optimized for Efficiency at Half Input 
Amplitude. Top: Output Power vs. Input Amplitude. Middle: Efficiency vs. Input Amplitude. Bottom: Normalized Frequency 

Response. 
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until the optimal value is reached. Monotonicity is of higher significance in this case, although it can be tolerated 

up to a point, as will be discussed later. 

Finally, the tuners should have sufficient tuning range. Considering worst-case process, temperature, and voltage 

(PVT) variations, there must always be a tuner state which will allow for the desired duty cycle and phase 

characteristics of all waveforms. 

3.2.1: Current Starve 

Considering the first two specifications, those of accuracy and digital control, a digitally controlled delay element 

[12] (DCDE) utilizing current-starved inverters [13] (CSI) is utilized as the building block of the tuners. These delay 

elements are able to transpose either edge of a waveform by manipulating the drive strength of the pull-up and 

pull-down component of an inverter, thus influencing the resulting propagation delays. 

 

Figure 3.15 displays a schematic of an inverter consisting of transistors 𝑀𝑝 and 𝑀𝑛, loaded with a capacitor 𝐶𝐿, 

followed by a second, ideal inverter. The first inverter is driven by a square wave 𝑣𝑖𝑛. The load capacitor is charged 

and discharged through the on-resistances 𝑅𝑝 and 𝑅𝑛, of transistors 𝑀𝑝 and 𝑀𝑛, respectively. The output 𝑣𝑜𝑢𝑡 of 

the ideal inverter will be a delayed duplicate of 𝑣𝑖𝑛. The resulting delay depends, in approximation, on the values 

of 𝑅𝑝, 𝑅𝑛, and 𝐶𝐿. A non-ideal second inverter would contribute to 𝐶𝐿, as well as present delay of its own, however 

this will not be considered for this example. 

When 𝑀𝑛 is enabled, as seen in figure 3.16, the capacitor voltage can be calculated as: 

𝑉𝐶 = 𝑉𝐷𝐷 (1 − 𝑒
−

𝑡
𝑅𝑛𝐶𝐿) (3.11) 

Assuming an ideal switching threshold of 𝑉𝐷𝐷/2 for the second inverter, the high-to-low propagation delay 𝑡𝑝𝐻𝐿 can 

be calculated as:  

𝑡𝑝𝐻𝐿 = 𝑅𝑛𝐶𝐿 ln(2) (3.12) 

Figure 3.11: Schematic of Inverter Pair with Explicit Capacitive Load, with Node Voltage Waveform Illustrations. 

Figure 3.12: Equivalent Circuit to 4.15 with Illustrations for Propagation Delay. 
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Adding an extra NMOS 𝑀𝑛𝑒 in parallel to the first, as seen in figure 3.17, will reduce pull-down on-resistance, thus 

reducing propagation delay for the falling edge. This predictably results in a larger duty cycle for the waveform in 

the output of the second inverter. 

Figure 3.18 displays an illustration of a digitally-controlled current-starved inverter, wherein 𝑁 multiple equally-sized 

NMOS transistors 𝑀𝑛𝑒,𝑖 are connected between 𝑀𝑛 and ground. The gates of 𝑀𝑛𝑒,𝑖 are connected to either 𝑉𝐷𝐷 or 

ground, depending on thermometer code 𝐷 < 1: 𝑁 >. As more bits have a positive value, more of the extra 

transistors are enabled, resulting in an increase of the output duty cycle 𝑑𝑜𝑢𝑡. Granted, the gate of “baseline” 

transistor 𝑀𝑛𝑒,0 is always connected to 𝑉𝐷𝐷 in order for the inverter to be operational regardless of code 𝐷𝑛𝑒. 

As an example, time-domain plots for 𝑣𝑖𝑛, 𝑣𝑐, and 𝑣𝑜𝑢𝑡 are displayed in figure 3.19, as generated from a simulation 

of a system similar to that of figure 3.18. Code 𝐷 is swept, enabling more extra NMOS units to increase output duty 

cycle. 

A plot of output duty cycle versus code 𝐷 is presented in figure 3.20. A non-linear relation between 𝐷 and resulting 

duty cycle can be observed. This comes as no surprise, given that the reduction in pull-down on-resistance is a 

result of the addition of equal resistances in parallel. As more transistors are enabled, the on-resistance of 𝑀𝑛 

dominates the pull-down, with each extra NMOS having very little effect. These diminishing returns can allow for 

very small increments to be added to or removed from the duty cycle, provided that a large number of units are 

already enabled.  

Figure 3.13: Continuation of Figure 3.15 with Additional NMOS. 

Figure 3.15: Schematic of NMOS-Based Current-Starve 
Inverter Duty Cycle Tuner, with Output Waveform Illustrations. 

Figure 3.14: Simulated Time-Domain Plots of 
Node Voltages, for Different 𝐷. 
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This can be illustrated from the right-hand plot of figure 3.20, wherein codes 10 through 18 are considered. For this 

specific configuration, duty cycle increments of less than 0.07% are achieved, resulting in very precise, monotonous 

tuning. Although the curve remains non-linear, this is not a significant issue at this point. 

By properly sizing the baseline transistor 𝑀𝑛𝑒,0, a decent tuning curve can be implemented with a minimal number 

𝑁 of extra controlled NMOS units. The sizing of the PMOS transistor 𝑀𝑝 affects pull-up on-resistance, and can be 

adjusted so as to center the curve towards the desired duty cycle value of 50%. 

The precision granted by the technique described above does, however, come at the cost of range. For the example 

of figure 3.20, the tuning range is confined between duty cycle values of 49.85% and 50.07% if a baseline transistor 

of normalized width 𝑆𝑛𝑒,0 = 11 is used. Considering the drastic changes in duty cycle that can be brought forth due 

to process variation, a range this limited will not be sufficient for calibration towards 𝑑 = 50%. 

 

3.2.2: “Coarse/Fine” Configuration 

In order to increase range, a separate preceding coarse duty cycle tuning stage is considered. Examining the plot 

of figure 3.20 reveals that larger increments are possible for smaller values of 𝐷. By designing the coarse duty 

cycle tuner with a smaller number of baseline unit transistors, so as to operate, for instance, between codes 1 and 

5 on the example of figure 3.20, the overall tuning range can be significantly increased. A such configuration is 

illustrated in figure 3.21. 

Figure 3.22 displays qualitative plots for a coarse-fine configuration. A “compound” tuning code, which will cycle 

through the entire fine-tuning range for each coarse step, is devised. Both component tuning curves – coarse and 

fine – are non-linear, as demonstrated in the simulation results of figure 3.20. The result is likely a non-monotonous 

tuning curve; since the step size of the coarse tuner is inconsistent, abrupt changes occur during coarse transitions. 

If the fine-tuning range is scaled down to the smallest coarse step, the result would be sharp, albeit monotonous, 

transitions at larger coarse steps, jeopardizing tuning resolution. 

 

Figure 3.16: Simulated Plots for Duty Cycle vs. 𝐷. Right: Zoomed In. 

Figure 3.17: Schematic of “Coarse/Fine” Duty Cycle Tuner Configuration. 
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In order to preserve the quality of the calibration, the coarse tuner must have a linear curve. In order to achieve 

this, attention must be paid to the sizing of the tuning NMOS units 𝑀𝑛𝑒𝑐,𝑖. Figure 3.23 displays an illustration of a 

coarse duty cycle tuner with 𝑁 discrete stages. The 𝑁 + 1 transistors are of equal length, and their on-resistance 

can be approximated as: 

𝑅𝑖 =
𝑅′

𝑆𝑖
 (3.13) 

Where 𝑅′ is the on-resistance of a minimum width and length transistor, and size 𝑆𝑖 is the width-to-length ratio of 

transistor 𝑖 normalized to this minimum size. It is calculated as: 

𝑆𝑖  =
𝑊𝑖 𝐿𝑖⁄

 𝑊𝑚𝑖𝑛/𝐿𝑚𝑖𝑛  
     

From equation 3.12, the propagation delay for the falling edge can be calculated as: 

𝑡𝑝𝐻𝐿,𝑖 = (
𝑅′

𝑆𝑛𝑐
+

𝑅′

∑ 𝑆𝑗
𝑖
𝑗=0

) 𝐶𝐿 ln(2) (3.14) 

Figure 3.18: Qualitative Plots of "Coarse/Fine" Tuning Curve, with Non-Linear Coarse Stage. 

Figure 3.19: Schematic of Coarse Duty Cycle Tuner, with Separately Sized NMOS Units. 
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𝑆𝑛𝑐 refers to the size of transistor 𝑀𝑛𝑐.  𝑡𝑝𝐻𝐿,𝑖 refers to the high-to-low delay when all tuning transistors up to 𝑖 are 

enabled. Since thermometer code is used to control them, the contribution 𝛥𝑡𝑖 of each unit depends on those 

enabled before it: 

𝛥𝑡𝑖 = (
1

∑ 𝑆𝑗
𝑖−1
𝑗=0

−
1

∑ 𝑆𝑗
𝑖
𝑗=0

) 𝑅′𝐶𝐿 ln(2) (3.15) 

In order to create equally sized steps, i.e., equalize 𝛥𝑡 for every stage, the following calculations are done: 

Set 𝑛𝑖 = ∑ 𝑆𝑗
𝑖−1
𝑗=0 : Total width prior to addition of stage 𝑖.  

𝛥𝑡𝑖 = (
1

𝑛𝑖
−

1

𝑛𝑖 + 𝑆𝑖
) 𝑅′𝐶𝐿 ln(2) , 𝛥𝑡𝑖+1 = (

1

𝑛𝑖 + 𝑆𝑖
−

1

𝑛𝑖 + 𝑆𝑖 + 𝑆𝑖+1 
) 𝑅′𝐶𝐿 ln(2) 

For 𝛥𝑡𝑖 = 𝛥𝑡𝑖+1: 

𝑆𝑖+1 = 𝑊𝑖  
𝑛𝑖 + 𝑆𝑖

𝑛𝑖 − 𝑆𝑖
, 𝑛𝑖+1 = 𝑛𝑖 + 𝑆𝑖  (3.16) 

Based on this formula, a sequence of transistor sizes can be calculated for a given pair of 𝑆0, 𝑆1. By using variables 

𝑅𝑛𝑐 and 𝐶𝐿 to set up a proper time interval for the first step, the subsequent stages can be sized accordingly for a 

linear tuning curve. 

Figure 3.24 displays plots generated using the formula of equation 3.16 for 𝑆1 = 1, i.e., a minimum sized first stage 

𝑀𝑛𝑒𝑐,1. Different curves represent different sizes 𝑆0 of the “baseline” transistor 𝑀𝑛𝑒𝑐,0. The Y-axis displays the proper 

size 𝑆𝑖 of its corresponding stage 𝑖 on the X-axis, for a linear tuning curve.  

A few interesting observations can be made. Higher values of 𝑆0, as used for the fine tuner, require less scaling of 

subsequent stages to maintain linearity. It should be noted, however, that the steps themselves are rather small, 

as evidenced by equation 3.15. Thus, higher values of 𝐶𝐿 and 𝑅′ must be used for a coarse tuner.  

In the case of 𝐶𝐿 this, among other issues, is a detriment in terms of area and power consumption. In the case of 

𝑅′, since it represents the on-resistance of a minimum-size transistor, this would require a significant increase in 

transistor length, resulting in impractical or cumbersome design. 

On the other hand, small values of 𝑆0 require for subsequent stages to be increasingly larger in order to maintain 

tuner linearity. The desired widths often reach infinity rather early in the sequence, limiting the number of stages 

possible. For 𝑆0 = 1, a minimum sized baseline transistor, the first step is so large that it becomes impossible to 

replicate, no matter the size of the subsequent stage. This can be further illustrated in figure 3.20. 

An intermediate size for 𝑆0, such as 𝑆0 = 5, may present the perfect balance for a linear coarse tuner with an 

adequate number of stages, and a decent step size which does not require extreme values for 𝐶𝐿, 𝑅′, or 𝑆𝑖. As an 

Figure 3.20: Stage Sizes for Linear Tuning vs. Baseline Size. 
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example, figure 3.25 displays a simulated duty cycle plot for 𝑆0 = 5 and 𝑆1 = 1, wherein the size of all subsequent 

stages was set by using equation 3.16. The resulting widths are: 

𝑆0 = 5, 𝑆1 = 1, 𝑆2 = 1.5, 𝑆3 = 2.5, 𝑆4 = 5, 𝑆5 = 15 

For comparison, a plot is also presented for the case where all stages for 𝑖 ≠ 0 have a size of 𝑆𝑖 = 1, i.e., prior to 

scaling. 

Whereas the unscaled configuration displays the familiar non-linearity also present in figure 3.20, the curve is highly 

more linear after each stage had been scaled. Although the relation is not perfectly linear, any issue that may 

present itself during coarse transitions in the overall tuning curve would be well within limits of tolerance. 

Qualitative plots of a coarse-fine duty cycle tuning configuration are displayed in figure 3.26. In contrast with figure 

3.22, the coarse tuner is now linear, resulting in smoother and monotonous coarse transitions, as well as increased 

range. In order to avoid redundancy while maintaining monotonicity and resolution, the coarse step size must be 

adjusted to fit the entire range of the fine tuner, and be larger than it by an increment at most equal to the largest 

step found in the fine tuner.  

This may not always be possible in practice, and certain abrupt or non-monotonous transitions may appear, 

especially under conditions of extreme variation. Regarding the implementation of tuners in this project, it is 

important that these “glitches” do not present a threat to spectral purity. In other words, there must always be an 

Figure 3.21: Duty Cycle vs. Coarse Code for Linear and Uniform Unit Sizing. 

Figure 3.22: Qualitative Plots of "Coarse/Fine" Tuning Curve, with Linear Coarse Stage. 
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attainable duty cycle value for which the resulting output signal harmonics are within specification, in spite of any 

glitches in the curve.  

Considering the above, minimizing the number of coarse transitions, and thus maximizing the range of the fine-

tuner, becomes a desirable design goal. For this reason, transistor scaling similar to the method used for the coarse 

tuner can be used on the fine tuner as well. Although linearity of the fine tuner is not a priority, this helps reduce 

the number of coarse stages needed to reach the desired duty cycle range of the overall tuner. 

As an alternative to the NMOS-based duty cycle tuner described above, a PMOS-based current-starve tuner can 

easily be designed. Such a tuner would influence the rising edge of the waveform by reducing pull-up on-resistance, 

thus speeding up the charging of capacitor 𝐶𝐿 and reducing 𝑡𝑝𝐿𝐻. When followed by a second inverter, this results 

in a reduction of output duty cycle. 

An illustration of a PMOS-based tuner is shown in figure 3.27, an equivalent to figure 3.18. The system operates 

like, and is designed based on the same principles as its NMOS counterpart. The difference is its effect on output 

duty cycle, and the design of 𝐷 < 1: 𝑁 >, now inverted thermometer code, which will send a bit equal to 0 in order 

to enable a unit. A combination of PMOS and NMOS tuners is used in this project. As will be discussed later in this 

thesis, this allows for better control of the four component waveforms used to create the output signal.  

3.2.3: Phase Tuner 

Following the same principles, a current-starve phase tuner can also be designed. By having extra transistors on 

both the pull-up and pull-down networks, and assuming that they are sized properly so as to provide equal amounts 

of on-resistance per unit, both edges of the waveform will shift in time, while maintaining the same duty cycle.  

Figure 3.23: Schematic of PMOS-Based Current-Starve Inverter Duty Cycle Tuner, with Output Waveform Illustrations. 

Figure 3.24: Schematic of Current-Starve Inverter Phase Tuner, with Output Waveform Illustrations. 
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Figure 3.28 presents an illustration of such a design. In this configuration, controllable NMOS units are added to 

the pull-down, whereas equivalent PMOS are added to the pull-up. They are controlled by the same code 

𝑃 < 1: 𝑁 >, which is inverted into 𝑃′ < 1: 𝑁 > for the PMOS units.  

As 𝑃𝑒 grows larger, and more units are enabled on both networks, both high-to-low and low-to-high propagation 

delays 𝑡𝑝𝐻𝐿, 𝑡𝑝𝐿𝐻 are made smaller, moving the entire waveform “backwards in time”. This is equivalent to a 

negative phase shift on the waveform, and is used in this project to fine-tune the phase differences between the 

four component waveforms in order to perform harmonic suppression of the output signal. 

As an example, analogous to that of figures 3.19 and 3.20, figure 3.29 presents simulated time-domain plots for 

𝑣𝑖𝑛, 𝑣𝑐, and 𝑣𝑜𝑢𝑡 for the system of figure 3.28, sweeping code 𝑃𝑒. A plot of phase shift versus 𝑃𝑒, for which the phase 

difference between 𝑣𝑜𝑢𝑡 and 𝑣𝑖𝑛 is measured, is shown in figure 3.29, displaying similar characteristics to the duty 

cycle tuner of figure 3.20. 

 

The same design guidelines and restrictions as discussed for the duty cycle tuners also apply in this case. A coarse-

fine configuration is implemented, wherein a linear tuning curve is desired for the coarse stage. Granted, since the 

effects of phase deviation in harmonic suppression differ from those of duty cycle deviation, different specifications 

must be developed with regard to range and resolution. 

An additional design restriction is added in the form of relative sizing between the PMOS and NMOS units. In order 

to maintain the waveform duty cycle, and since the same code is used for both tuning networks, both edges must 

be shifted by the same amount per unit. Since this cannot always be the case in the presence of process variation, 

this phase tuner is best used in conjunction with a duty cycle tuner which will fine-tune any deviations. 

Despite the ability of the duty cycle tuner to rectify errors caused by a mismatch in unit on-resistance between the 

PMOS and NMOS networks, such instances of coupling between phase and duty cycle are highly undesirable. 

When these are present, they provide an iterative element to the tuning process, significantly increasing calibration 

time. 

Minimizing load capacitance 𝐶𝐿, at least on the phase tuner, is important for suppression of “phase/duty coupling”. 

Even small differences between 𝑅𝑝
′  and 𝑅𝑛

′ , the on-resistances of unit-size PMOS and NMOS transistors as used 

for equation 3.14, are amplified by 𝐶𝐿. This results in exaggerated differences between propagation delays 𝑡𝑝𝐻𝐿 

and 𝑡𝑝𝐿𝐻, which affects the resulting duty cycle. 

Figure 3.25: Simulated Time-Domain Plots of Node 
Voltages, for Different 𝑃. 

Figure 3.26: Simulated Plots for Duty Cycle vs. 𝑃. 
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Extrapolating from equation 3.14, for the case where 𝑊𝑛 = 𝑊𝑝 = 𝑊𝑛𝑝, i.e., both 𝑀𝑛 and 𝑀𝑝 are scaled equally 

compared to their respective unit sizes: 

𝑡𝑝𝐻𝐿 = (
𝑅𝑛

′

𝑊𝑛𝑝
+

𝑅𝑛
′

∑ 𝑊𝑖
) 𝐶𝐿 ln(2), 𝑡𝑝𝐿𝐻 = (

𝑅𝑝
′

𝑊𝑛𝑝
+

𝑅𝑝
′

∑ 𝑊𝑖
) 𝐶𝐿 ln(2) (3.17) 

𝑡𝑝𝐻𝐿 − 𝑡𝑝𝐿𝐻 = (𝑅𝑛
′ − 𝑅𝑝

′ ) 𝐶𝐿  ln(2) (3.18) 

 It becomes, therefore, important to not rely on large values of 𝐶𝐿 for this design. In fact, an explicit load capacitor 

is not necessary and can be omitted, since the subsequent inverter stage can provide appropriate capacitive 

loading when properly sized. Instead, focus should be put to transistor sizing, using design equations such as 4.15 

and 4.16 to create the desired step sizes for minimal 𝐶𝐿. 

In a scenario where more range is required for the phase tuner, as has been the case for this project, a simple 

tapped-inverter delay line can be added as a coarse stage, relegating the subsequent two current-starve tuners 

into “fine” and “super-fine” stages.  

Serially connecting several equally-sized inverter pairs, each with a propagation delay of 𝑡𝑝 tuned to fit the entire 

tuning range of the subsequent stages, and connecting each of their outputs to a separate, digitally controlled 

CMOS transmission gate creates the coarse phase tuner stage of figure 3.31. The tapped-inverter curve is 

inherently linear, as multiples of 𝑡𝑝, the coarse inverter propagation delay, are added to the total shift.  

 

 

The code used to control the tapped-inverter coarse tuning stage has the form of spatial unary code [14], wherein 

there can only exist one bit with a value of 1, representing a single transmission gate being enabled. The waveform 

at the output of the corresponding inverter is used as the input to the fine stage. Figure 3.31 also illustrates the fine 

and super-fine phase tuning stages, as described previously.  

Compound code 𝑃 < 1: 𝑁 > is designed to operate the phase tuner, with 𝑁 = 𝑁𝑐 + 𝑁𝑓 + 𝑁𝑠𝑓, the total number of 

controllable of NMOS units used to calibrate the phase shift. Its inverse, 𝑃′ < 1: 𝑁 > is used for the complimentary 

PMOS units. 

Figure 3.27: Schematic of "Coarse/Fine/Super-Fine" Configuration of Phase Tuner. 
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3.2.4: Tuner Diagrams 

The NMOS-based two-stage duty cycle tuner discussed previously is displayed in the illustration of figure 3.32. 

The compound code controlling this system is, 𝐷 < 1: 𝑁 >, with 𝑁 = 𝑁𝑐 + 𝑁𝑓. 

Figure 3.33 presents block diagrams of the multi-phase duty cycle tuner and phase tuners described above, in 

which the segmentation of compound codes 𝑃 and 𝐷 is also visible. 

 

Figure 3.29: Block Diagrams of Phase Tuner and Duty Cycle Tuner. 

3.3: Tuning Loop 

At this point in the design procedure, digitally controlled tuners exist for duty cycle and phase shift. By combining 

the two, exact values can be set for the duty cycle and phase difference of two waveforms. Although this calibration 

can be performed manually in order to counteract process variation, voltage and temperature variations cannot be 

predicted or accounted for at this stage.  

Moreover, another issue arises when multiple different frequencies are expected for the waveforms, as is the case 

for a multi-channel RF transmitter. Since the tuners manipulate inverter propagation delay times, which are 

translated into duty cycle or phase differences relative to the frequency of the waveform, it is expected that a given 

tuner state will provide different results for different channel frequencies. Even for narrow-band signals, these 

differences can be enough to threaten the spectral purity of the output. 

As an example, a phase tuner state, i.e., a specific value for code 𝑃, can be considered, for which a phase 

difference of 𝛥𝜑 = 60° between two waveforms is achieved for an LO frequency of 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧. In order to 

achieve this, a total time shift of 𝑡𝑝 = 69.44 𝑝𝑠 is applied through calibration of the delays of the various components 

of the phase tuner system.  

Figure 3.28: Schematic of "Coarse/Fine" Configuration of Duty Cycle Tuner. 



 

35 
C. P. Charalampidis #4943236   Final Draft 

If the same code 𝑃 is used for 𝑓𝐿𝑂 = 2.5 𝐺𝐻𝑧, a different channel frequency, this propagation delay of  𝑡𝑝 = 69.44 𝑝𝑠  

would be equivalent to a phase shift of 𝛥𝜑 = 62.5°. Considering the sensitivity of the harmonic suppression 

technique, as demonstrated earlier in figure 2.13, this 4.17% deviation from the ideal value of 𝛥𝜑 would have dire 

consequences for the third-order harmonic distortion of the output signal. 

Therefore, a real-time calibration system must be implemented. This system must be able to provide optimal values 

for 𝐷 and 𝑃, referring to the digital codes controlling the duty cycle and phase tuner, respectively, under every 

condition. Rather than attempt to measure and compensate for each variation, a simpler solution is found in the 

form of a feedback loop. 

As a concept, this feedback loop should be able to monitor the resulting waveforms, as generated by the tuners, 

compare their duty cycles and phase differences to ideal references, and alter the relevant digital control codes 

until no discrepancy exists between outputs and references. A simple system-level block diagram of this concept 

is illustrated in figure 3.34. 

While there is not much to discuss regarding the block diagram of figure 3.34, it is important to point out that each 

of the two waveforms is “probed” once by the loop logic, as opposed to having a separate probe point in between 

the two tuners for the second waveform. Although this may seem like an oversight, it is done by design in order to 

counteract any corruption in duty cycle caused by the phase tuner.  

Even in the absence of “phase/duty coupling” as established earlier, a drift in duty cycle may be caused by 

imbalances in the voltage transfer characteristics of subsequent stages, especially in more extreme cases of 

process variation. This can be compensated for by probing as close to the output as possible, so as to get a more 

“complete picture” of the waveform, which will include any alterations made during propagation of the waveform 

through the inverter chain. 

In practice this means that any subsequent circuitry, such as the power amplifier switches and buffer stages leading 

up to them in this case, will need to precede the probing point, as these can contribute to corruption of the waveform. 

This also makes the order in which the duty cycle tuner and phase tuner are connected irrelevant. These two 

considerations can be further illustrated by comparing the block diagrams of figures 2.20 and 3.34.  

The loop circuitry must be able to extract the two relevant characteristics, namely duty cycle and phase, from the 

probed waveforms in order to compare them to ideal references. Thus, theoretical “duty cycle detector” and “phase 

detector” components are employed for this point in the design procedure. Although the implementation of these 

components will be discussed later, it is important to mention that their outputs should be given in a format (voltage, 

current, digital code, etc.) comparable to that of the references. 

The loop logic itself must be able to compare the detector outputs to the references and make any necessary 

adjustments to the digital code in order to equalize them. The flowchart of figure 3.35 describes the logic process. 

The probe waveform duty cycle is read from the “duty cycle detector” component, and compared to the reference. 

If the duty cycle is higher than the reference, code 𝐷 controlling the tuner is decreased, thus decreasing the duty 

cycle. The opposite happens if the waveform duty cycle happens to be lower than the reference. 

 

 

Figure 3.30: Block Diagram of Tuning Feedback Loop and Tuners. 
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In the case when, for two consecutive samples, the duty cycle changes from being higher than the reference to 

being lower, or the inverse, this signifies that the optimal value for duty cycle is found between the two codes used 

for these two samples. The first time this happens during the tuning process, the values for code 𝐷 start being 

recorded.  

What is expected to follow is an oscillation between the two values for the remainder of the process, as can be 

seen from the qualitative plot of figure 3.36. After a set number of samples, the average of all recorded 𝐷 values is 

calculated, serving as the final value for code 𝐷. 

Figure 3.31: Illustration of Ideal Loop Operation. 

Figure 3.32: Flowchart of Basic Loop Logic. 
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The purpose of this “wait-and-average” function is to protect against non-idealities in the tuning process. Figure 

3.37 presents another qualitative plot, wherein a “glitch” appears. The duty cycle is increased, likely because of a 

coarse transition on the phase tuner. In the absence of a “wait” function, the final value for 𝐷 would be significantly 

higher than the optimal one. In this case, however, the error is recovered as the code is gradually reduced and is 

given enough time to eventually settle around its optimal value. 

The actual averaging function of the logic is also beneficial in the case of large response delays. As a large number 

of inverter stages can be found between the tuner and probe, the effects of a change in code 𝐷 are measured after 

a possibly significant amount of time. Moreover, the “duty cycle detector” component as well as the logic itself offer 

delays of their own, depending on their implementation. 

Figure 3.38 displays another qualitative plot similar to those presented previously. In this scenario, 𝑡𝐷𝑒𝑙𝑎𝑦 is added 

as discussed above. This results in a significant increase in the amplitude of the oscillation, as the logic cannot 

reverse the tuning direction until several steps after an optimal value for duty cycle has been reached. This optimal 

value is, however, recovered through averaging. Thus, the averaging function can allow for faster operation of the 

loop logic, as well as increased distance between tuner and probe, which in turn can increase accuracy as 

discussed previously. 

Although the above refers to an NMOS-based duty cycle tuner, the process is no different than that of a PMOS-

based duty cycle tuner or a CMOS phase tuner, except for a change in direction; in those cases, a decrease in 

code begets an increase in the relevant quantity. 

  

Figure 3.33: Illustration of Loop Operation with Glitch. 

Figure 3.34: Illustration of Loop Operation with Delay. 
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4: IMPLEMENTATION 

 

 

Figure 4.1: Block Diagram of Proposed System. Also Seen in fig. 2.20. 

Thus far, the basic operating principles and design considerations for the building blocks of the proposed design 

have been discussed. The block diagram of figure 2.20, presented again here as figure 4.1, contains four switched-

capacitor power amplifier arrays, each driven by waveforms tuned for duty cycle and phase via tuner blocks, in 

order to achieve suppression of third-order and even-order harmonics.  

Two feedback loops monitor the duty cycle and phase difference of the waveforms, as seen at the PA outputs, and 

perform appropriate adjustments prior to transmission. Each pair of PA outputs is connected to an on-chip 

transformer in differential configuration, with the two transformer secondary coils joining together towards the 

single-ended output. 

Schematic-level design and simulation of the system was done in Cadence Virtuoso, using 22nm technology, with 

several logic blocks written as Verilog code. Design specifications included a peak output power of 12 𝑑𝐵𝑚, 

operating frequencies between 2.4 𝐺𝐻𝑧 and 2.5 𝐺𝐻𝑧, and a maximum harmonic power of −41 𝑑𝐵𝑚, at a supply 

voltage of 𝑉𝐷𝐷 = 0.8 𝑉. 

4.1: Transformer 

Implementation of the transformers has proven to be the most time-consuming, and ultimately least rewarding, part 

of the implementation process. Interest was initially focused towards implementation of a single 3-coil transformer, 

or “4-way power combiner” [15], [16] , which would be able to accommodate all four PA arrays, as seen in the 

concept illustration of figure 4.2. It was considered that such a design would lead to a more area-efficient design 

than the alternative, conventional two-transformer configuration that was eventually used in the final design. 

Over 50 instances of “4-way” transformers were designed, rendered through EM simulation software, and tested 

in the context of the system. Much experimentation took place regarding the diameter, turn ratio, metal layers, trace 

width and spacing, and general architectures of these transformers, with some models employing parallel windings 

[17], interlaced schemes [18],or additional inductance, in series with the secondary coil, which would be employed 

as part of an explicit low-pass filter. 

However, the requirement for high quality-factors at the operating frequency on all three coils, perfect symmetry 

between the two primaries, and a decently high self-resonant frequency posed a challenge given the complexity of 

such a design. Moreover, since the “no shunt” matching technique, as established in chapter 4.1.1, was used, a 

preference existed for “lopsided” designs employing primary coils of moderate inductance, coupled with 

significantly smaller secondaries. 

As a result, the designed prototypes would suffer from either poor quality-factors, mostly regarding the small 

secondary coils, large coupling capacitance, or poor symmetry owing to the complexity of the architecture used. In 

some cases, the matching array capacitance was too large as the “no shunt” matching method was not fully taken 

advantage of. Therefore, harsh trade-offs existed between efficiency, both at peak power and power back-off, and 

harmonic suppression capabilities.  

As experimentation progressed, more decent models were designed. However, these were lacking in terms of area 

and performance, compared to the two-transformer alternative. In many cases, the resulting output power would 

exceed the specifications, requiring additional primary inductance which proved troublesome to implement. 
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As no “4-way combiner” models existed in the design 

library, each prototype layout was manually designed 

and simulated. This fact, coupled with often long 

electromagnetic simulation processes, rendered this 

“trial-and-error” experimentation procedure highly time-

consuming. Although significant progress had been 

made, the design of a “4-way” transformer and its 

implementation into this project was not pursued further. 

Instead, a very conventional 2-coil transformer was 

implemented. Using the provided design library, a layout 

was automatically generated after setting values for 𝐿𝑝 

and 𝐿𝑠, and requesting an optimal quality-factor at the 

operating frequency. After a minimal amount of editing, 

the resulting transformer, pictured in figure 4.3, displayed 

the following characteristics for 𝑓 = 2.4 𝐺𝐻𝑧: 

 

𝑄𝑝𝑟𝑖𝑚𝑎𝑟𝑦 = 11.62, 𝑄𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 = 10.35, 𝐿𝑝𝑟𝑖𝑚𝑎𝑟𝑦 = 3.67 𝑛𝐻, 𝐿𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 = 3.26 𝑛𝐻, 𝑘 = 0.84 

Figure 4.4 displays simulated plots of the above parameters versus frequency. Comparing these characteristics 

with the calculations and findings of chapter 4.1.3, it can be said that an SCPA array matched in “no shunt” 

configuration to a 50 𝛺 load through this transformer would be operating in “hybrid mode”, close to the theoretical 

plateau of 𝐿𝑠 = 𝑅𝐿 𝜔𝐿𝑂⁄  as established earlier.  

In this region, array input resistance 𝑅𝑖𝑛 is the highest (figure 3.5), meaning less of an effect of inductor ohmic 

resistance on output power and efficiency. Although “hybrid mode” provides maximum peak efficiency according 

to the simulations of figure 3.10, where quality-factor is also considered, a lower 𝐿𝑠 value would be preferable for 

back-off efficiency, as seen in figure 3.12. Operation in early “quasi-current mode” would also provide improved 

filtering for far-out harmonics (figure 3.7), an issue beyond the scope of this thesis. 

Figure 4.2: Concept Illustration of "4-Way" Transformer. 

Figure 4.4: Layout of Implemented Transformer. 

Figure 4.3: Simulated Plots of Inductances, Quality 
Factors, and Coupling Constant of Transformer. 
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Connecting the two transformers together can be done either in series or in parallel in “hybrid mode”, as 

demonstrated in figure 3.7. A parallel combination was chosen for this project due to the slightly increased filtering 

for second- and third- order harmonics compared to a series connection. Moreover, adjusting array capacitance 

for this case, i.e., correcting the frequency response from the bottom-left-hand plot of figure 3.7 to the bottom-right-

hand one, requires a reduction in 𝐶𝑎𝑟𝑟𝑎𝑦 rather than the increase required for a series connection.  

Although a rather large value of 𝐶𝑎𝑟𝑟𝑎𝑦 = 4.6 𝑝𝐹 for the total capacitance of each of the four PA arrays was chosen 

for this project, the resulting harmonic performance and efficiency, as will be presented later, were adequate 

enough that no further experimentation on transformer design was deemed necessary.  

4.2: PA Arrays 

Implementation of the PA arrays was rather straightforward. The largest inverters at the array capacitor bottom-

plates required the most attention, as improper sizing can have a drastic effect on efficiency. Although the 

expression for ideal PAE from equation 2.31 has been used thus far, only losses from charging the switched-

capacitor array have been considered. However, the inverters themselves also contribute to overall power loss. 

Adapting from [11], for efficiency 𝜂 at peak power: 

𝜂 =
𝑃𝑜𝑢𝑡

𝑃𝐷𝐶
, 𝑃𝑜𝑢𝑡 =

𝑉𝑜𝑢𝑡
2

2𝑅𝑖𝑛
, 𝑉𝑜𝑢𝑡 ≈

2

𝜋
𝑉𝐷𝐷

𝑅𝑖𝑛

𝑅𝑜𝑛

𝑁
+ 𝑅𝑖𝑛

 , 𝑃𝐷𝐶  ≈  𝑃𝑜𝑢𝑡 + 𝑁𝐶𝑠𝑤𝑉𝐷𝐷
2 𝑓 

Compared to earlier, these calculations also include switch on-resistance 𝑅𝑜𝑛 and inverter input capacitance 𝐶𝑠𝑤. 

For a given transistor length, the relation of these values to transistor width can be approximated as: 

𝑅𝑜𝑛 =
𝑅𝑜𝑛

′

𝑊
, 𝐶𝑠𝑤 = 𝑊𝐶𝑠𝑤

′  (4.1) 

With 𝑅𝑜𝑛
′  and 𝐶𝑠𝑤

′  referring to their respective quantities for minimum width transistors. 𝑊 is transistor width 

normalized to minimum transistor width. Thus, efficiency can be calculated as: 

𝜂 = 1

1 +
𝜋2𝑓
4𝑅𝑖𝑛

2 𝑁𝑊𝐶𝑠𝑤
′ (

𝑅𝑜𝑛
′

𝑁𝑊
+ 𝑅𝑖𝑛)

2
⁄

 (4.2)
 

Increasing 𝑊 offers both positive and negative contributions to efficiency. An optimal value can, therefore, be found 

at: 

𝑊𝑜𝑝𝑡 =
𝑅𝑜𝑛

′

𝑁 𝑅𝑖𝑛
  (4.3) 

This value for 𝑊 results in maximum efficiency, and depends on 𝑅𝑜𝑛
′ , which can be considered a technology 

parameter. Transistor length 𝐿 is kept to a minimum, since it would increase both 𝐶𝑠𝑤 and 𝑅𝑜𝑛. Optimal 𝑊𝑜𝑝𝑡 also 

depends on input resistance 𝑅𝑖𝑛. 𝑁 refers to the number of PA units in the array; for the 7-bit AM resolution of this 

system, 𝑁 = 127. 

Since manual adjustment of 𝐶𝑎𝑟𝑟𝑎𝑦 was required in order to implement parallel transformer combination in “hybrid 

mode”, 𝑅𝑖𝑛 cannot be confidently calculated from equation 3.4, as would be the case for the other two operating 

regions. Besides, different effects including inductor ohmic resistance also influence the realistic value of 𝑊𝑜𝑝𝑡. 

Thus, a parameter sweep was performed following these calculations, and a value of 𝑊 = 48 was found to 

maximize efficiency for the system at this point. 𝑊 in this case refers to the actual transistor width divided by the 

minimum transistor width of 80 nm allowed by the technology. 

The above calculations assume that both the PMOS and NMOS transistors of the inverter have the same on-

resistance. This was mostly achieved under typical process conditions by using a P-to-N width ratio of 𝑊𝑝 𝑊𝑛⁄ = 1, 

implementing Super-Low Voltage Threshold (SLVT) PMOS transistors in conjunction with Regular Voltage 

Threshold (RVT) NMOS transistors for the inverters. Since equality between pull-up and pull-down on-resistances 

is also important for duty cycle propagation, this configuration was also used throughout the rest of the system. 

Each of the PA inverters is preceded by a CMOS NAND gate. This gate receives the LO waveform and a single bit 

of thermometer code 𝐴𝑀 < 1: 𝑁 >, signifying whether or not a specific PA unit is enabled. The LO is propagated 

towards the PA output for 𝐴𝑀 < 𝑖 > = 1, whereas 𝐴𝑀 < 𝑖 >= 0 results in its respective capacitor bottom-plate 

being held to DC. Thus, amplitude modulation is achieved according to the operating principles of a switched-

capacitor PA as discussed in chapter 3.1. The AM encoder was implemented in the form of Verilog code. 
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The NAND gate is sized at 𝑊 = 12, meaning a fanout of 𝐹 = 4. This value was chosen for the buffer chain so as 

to provide decent driving strength while minimizing the total number of stages needed to ramp up from the tuner 

stage towards the PA. Thus, fewer losses occur and system efficiency is increased. 

A “PA unit” or “PA cell” as seen in the illustration of figure 4.5 consists of these two gates, along with a unit capacitor. 

Each group of four PA units is driven by an inverter, also with a normalized width of 𝑊 = 12 for a fanout of 𝐹 = 4. 

Each group of four such inverters is, in turn, driven by an identical inverter, and so forth until the array input is 

reached. Each of the four arrays has a separate input, receiving the tuned LO waveform from its respective tuner 

block. 

 

Although only 𝑁 = 127 units are needed for a 7-bit DAC, the 128th unit of each array acts as a probe for the 

feedback loop. This probe unit, built and sized identically to the rest, attempts to emulate the RF waveform as seen 

by the array capacitor bottom-plates, and thus present the most accurate depiction of its characteristics. Even if a 

feedback loop was not in use, a 128th unit, or at least part of one, would be necessary as a dummy in order to 

equalize capacitive loading throughout the array. 

Each of the four PA array outputs was connected to a transformer input according to the “role” of its corresponding 

array as described in figures 2.19 and 2.20. 

4.3: Tuners 

In chapter 4.2, the design process of the tuning blocks was discussed, arriving at three separate multi-stage current-

starve inverter designs; an NMOS-based duty cycle tuner, a PMOS-based duty cycle tuner, and a CMOS-based 

phase tuner which combines both aforementioned duty cycle tuners to shift both edges of a waveform. Selection 

of the appropriate blocks for each of the four RF waveforms driving the arrays was important, as maximum control 

should be achieved while minimizing complexity. 

The proposed design has already been presented in figures 2.19 and 2.20. The system receives a differential 

square-wave RF waveform, meaning two separate inputs 𝐿𝑂+ and 𝐿𝑂−, each an inverted form of the other. 

According to the requirements of the “mirrored waveform” configuration, established in chapter 3.7.1, four 

waveforms (𝑣𝛼, 𝑣𝛽, 𝑣𝛼
′ , 𝑣𝛽

′ )  need to be generated from these inputs. These waveforms need to reach the load 

through the SCPA arrays and transformers at a perfect duty cycle of 𝑑 = 50%, and with relative phases of: 

𝜑𝛼 = 0°, 𝜑𝛽 = 240° , 𝜑𝛼
′ = 180°, 𝜑𝛽

′ = 60° (4.4) 

Phases 𝜑𝛼 and 𝜑𝑎
′  are already set at a 180 ° difference by employing inputs 𝐿𝑂+ and 𝐿𝑂−. Thus, no phase tuner is 

needed in the path of 𝑣𝛼 and 𝑣𝛼
′ . A case can be made for using a super-fine phase tuner on the 𝑣𝛼

′  in order to 

Figure 4.5: Schematic of PA Array. 
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ensure that the two do not drift apart in phase. However, if all circuitry is identical for both paths, no such issue 

should arise. 

For phases 𝜑𝛽 and 𝜑𝛽
′ , phase tuners are employed at the corresponding paths. Although it can be tempting to 

simply use an inverter to create 𝑣𝛽
′  out of 𝑣𝛽 in order to only utilize one phase tuner, doing so will add extra delay 

and duty cycle corruption which is difficult to recover from. Instead, each path is equipped with a three-stage phase 

tuner, as described previously. The path of 𝑣𝛽 receives 𝐿𝑂− as its input, as it is to be connected differentially to 𝑣𝛼, 

while 𝑣𝛽
′  is created from 𝐿𝑂+. 

4.3.1: Phase Detector 

Duty cycle tuners are used for all four waveforms, as close-to-perfect duty cycles are required for proper harmonic 

suppression. A challenge is found in selecting between the PMOS- and NMOS-based current-starve designs 

presented previously. Although both influence the waveform duty cycle utilizing the same principle, their difference 

resides in the waveform edge being adjusted in each case. 

If NMOS-based duty cycle tuners are used for all four paths, a problem arises regarding phase detection. In figure 

4.6, qualitative plots for 𝑣𝛼 and 𝑣𝛽 are shown after both being subjected to NMOS-based duty cycle tuning. Their 

falling edges are shifted in time in order to facilitate duty cycle adjustment, and thus can be considered “unstable” 

edges, as they move during the tuning process. It should be noted that NMOS-based duty tuners in the context of 

this project influence the falling edge of the resulting output waveform as seen by the PA probe, since an odd 

number of inverter stages are employed. 

 

The issue can be seen when attempting to determine the phase difference between the two waveforms. A phase 

detector should only be able to discern the difference between the stable edges and discard the unstable ones, as 

taking them into account would result in false readings unless both duty cycles are perfectly equal. For example, if 

an XNOR or NAND gate is used as a phase detector, their resulting DC component fluctuates during duty cycle 

tuning, which can be perceived as “phase/duty coupling”. If simultaneous tuning of phase and duty cycle is to take 

place, this should be avoided.  

The ideal logic function to be used as a phase detector in this case is 𝑌′ = 𝐴 + 𝐵′, as it would only detect the area 

between the “stable” edges of figure 4.6. In practice, this would require an inversion of 𝑣𝛽, which might be 

troublesome to implement without adding extra delay to 𝑣𝛽 compared to 𝑣𝛼 prior to phase detection. 

Instead, a PMOS-based duty cycle tuner is used for the path of 𝑣𝛽 so as to influence its rising edge. In this case, a 

simple NAND gate can be used as a phase detector; its output remains constant throughout different settings for 

Figure 4.6: Illustration of Output Waveforms and Phase Detector Outputs for NMOS-Based 
Duty Cycle Tuner Implementation. 

Figure 4.7: Illustration of Output Waveforms and Phase Detector Outputs for NMOS- and PMOS-
Based Duty Cycle Tuner Implementation. 
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the duty cycle tuners, as can be seen from the illustrations of figure 4.7. In this case, a duty cycle of 𝑑 = 5/6 is 

seen at the output of the NAND gate for the desired phase difference of 𝜑𝛽 = 240°. As with the previous 

configuration, an XNOR gate cannot be reliably used as a phase detector, since it still takes the “unstable” edges 

into account. 

 

A PMOS-based duty cycle tuner is used for 𝑣𝛽
′ , with an NMOS tuner on 𝑣𝑎

′ . This ensures that a NAND gate can 

also be used in order to detect the phase difference between the two. Moreover, using identical NMOS-based 

tuners for both 𝑣𝛼 and 𝑣𝛼
′  helps equalize the delay imposed upon both, so that they remain at a constant phase 

difference of 180°, as discussed previously. The same is true for the case of the PMOS tuners of 𝑣𝛽 and 𝑣𝛽
′ , 

although only relevant for the purposes of minimizing tuner range as both are expected to suffer similar effects in 

the presence of specific variations. 

4.3.2: Tuner Control 

Figure 4.8 presents a block diagram of the implementation of tuners and phase detectors in this design. 

 

Most of what has been already discussed is present in this diagram. The tuner blocks are pictured in greater detail 

in figures 3.31, 3.32, and 3.33. Six digital codes are used in total to control the tuners. The “SCPA array” block 

used is that of figure 4.5, with each block featuring a “probe” output leading towards the feedback loop, both directly 

and through a phase detector. Two identical NAND gates are used as phase detectors, so as to provide 

independent tuning of phase and duty cycle, as described previously. 

Implementation of the tuners required a largely “trial-and-error” process. Although design equations 4.15 and 4.16 

proved useful as a starting point, it was immediately apparent that different process corners reacted differently to 

different configurations. Increasing code 𝐷 by one, for example, results in a much larger change in duty cycle for 

the SS (Slow NMOS, Slow PMOS) process corner, than for the FF (Fast NMOS, Fast PMOS) corner. This results 

in glitches at coarse transitions, in the form of either abrupt steps or instances of non-monotonicity.  

It was discovered that non-monotonous steps posed a smaller threat to loop functionality than large steps in the 

right direction. Figure 4.9 displays qualitative plots of segments of the duty cycle tuning curve in both scenarios.  If 

the desired duty cycle value of 𝑑 = 50% is found during a non-monotonous transition, in this example between 

codes 15 and 16, it is likely that the same value is also found for codes 𝐷 prior to and following the transition for 

non-monotonous glitches. The same is not true for large monotonous steps, for which the desired value can never 

be achieved in the same scenario. 

 

Figure 4.8: Block Diagram of Tuner Blocks and Phase Detectors. 

Figure 4.9: Illustrations of Tuning Curve Non-Idealities. Left: Non-Monotonicity. Right: Large Step. 
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Therefore, when adjusting the sizing of coarse tuning stages, priority was given to minimizing step size during 

coarse transitions, at the cost of non-monotonous transitions for certain process corners. Figure 4.10 shows 

simulated waveform duty cycles versus duty cycle tuner control code 𝐷 for five process corners, for the NMOS-

based tuner used in the project. This refers to the waveforms as seen at the PA probes, and therefore by the tuning 

loop.  

The PMOS-based equivalent curves are almost identical albeit inverted, since enabling more PMOS units results 

in an increase in duty cycle. Sizing adjustment was performed independently for NMOS- and PMOS-based duty 

cycle tuners, although the final transistor sizes were largely similar between the two.  

No explicit capacitor 𝐶𝐿 was used in either design, relying in proper sizing of the succeeding inverter to provide 

appropriate capacitive loading. In order to center the curve towards 𝑑 = 50%, sizing was adjusted for the PMOS 

transistor of the NMOS-based coarse current-starve inverter (𝑀𝑝𝑐 in figure 3.23) so as to provide a duty cycle offset. 

Inversely, the NMOS size was adjusted on the PMOS-based tuner. 

Besides the aforementioned difference in slope, a significant offset seems to emerge for corners FS and SF, where 

pull-up and pull-down strengths are at their most diverse. In order for the system to be able to achieve 𝑑 = 50% for 

every corner, the duty cycle tuning range was adjusted to 40 states, facilitated by 8 fine states multiplied by 5 

coarse states. Thus, referring to the nomenclature used in figures 3.33 and 4.8: 

𝑁𝑑𝑓 = 7, 𝑁𝑑𝑐 = 4, 𝑁𝑑 = 𝑁𝑑𝑓 + 𝑁𝑑𝑐 = 11  

Thus, an 11-bit compound code 𝐷 < 1: 11 > is used to control each duty cycle tuner, with components 𝐷𝑓 < 1: 7 > 

and 𝐷𝑐 < 1: 4 > being thermometer codes. An encoder was created in Verilog in order to translate decimal system 

numbers from 0 to 39 into the appropriate format.  

Table 8.1, present in the appendix, displays how different decimal values are translated into tuner control codes 

for both NMOS- and PMOS-based duty cycle tuners. 

4.3.3: Tuner Performance 

From figure 4.10, and considering the nominal process corner TT, the duty cycle tuning range is 𝑑𝑚𝑎𝑥 − 𝑑𝑚𝑖𝑛 =

1.987%, translating into a time shift of 8.28 𝑝𝑠 for an LO frequency of 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧. Over 39 steps, this means that 

an average step size of 212 𝑓𝑠 for the relevant waveform edge is achieved thanks to the current-starve architecture 

of the tuner.  

Since non-linearities and harsh coarse transitions are present, some additional figures are relevant. For TT, the 

minimum fine-tuning step size is equal to 175 𝑓𝑠, with a maximum step of 252 𝑓𝑠. Coarse transitions range from a 

large step of 292 𝑓𝑠 to a non-monotonous step of 11 𝑓𝑠, which can be simply considered a redundancy.  

Figure 4.10: Simulated Tuning Curves for NMOS-Based Duty Cycle Tuner Across Process Corners. 
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The smallest fine-tuner step size is found for the FF corner, at 129 𝑓𝑠. The largest fine-tuner step occurs for the SS 

corner and is equal to 390 𝑓𝑠. The harshest monotonous coarse transition is equal to 315 𝑓𝑠, found in the SF corner. 

The largest non-monotonous coarse transition occurs for FS, at 91 𝑓𝑠. 

Even at its point of highest non-linearity, a step of 315 𝑓𝑠 would mean a worst-case deviation of 0.08% from the 

ideal duty cycle value. Based on the theoretical calculations plotted in figure 2.13, this would not be enough to 

cause any issues for suppression of either 𝐻𝐷2 or 𝐻𝐷3. 

Despite the ability of the duty cycle tuners to correct duty cycle propagation errors due to process variation, it should 

be noted that the tuners provide sensitivity of their own. This means that the large disparity among corners seen in 

figure 4.10 would not be as significant in the absence of duty cycle tuners.  

In fact, an early version of the design consisted of three current-starve stages for the duty cycle tuners. When the 

coarsest stage was added, it was revealed that it would cause high duty cycle disparity among corners, thus 

necessitating its own use for tuning range extension. After it was removed, the tuning range of the two-stage 

solution could still be made sufficient for all corners, as seen in figure 4.10. 

4.3.4: Phase Tuners 

The phase tuners were constructed using a three-stage design, as pictured in figures 3.31 and 3.33. The two finest 

stages, named “super-fine” and “fine”, were made by combining the tunable pull-down and pull-up networks of the 

NMOS- and PMOS-based current-starve inverters used for the duty cycle tuner designs, respectively. Thus, the 

same number of tuner states were used; 40 states facilitated by 8 super-fine and 5 fine states. 

The coarsest stage, named “coarse”, consists of a tapped-inverter delay line featuring transmission gates, only one 

of which is active at a time, according to coarse phase code 𝑃𝑐 in spatial unary format. A total of 8 coarse stages 

were used for the desired tuning range, bringing the total number of states to 320. Compound phase tuning code 

𝑃 < 1: 𝑁𝑝 > thus consists of: 

𝑁𝑝𝑠𝑓 = 7, 𝑁𝑝𝑓 = 4, 𝑁𝑝𝑐 = 8, 𝑁𝑝 = 𝑁𝑝𝑠𝑓 + 𝑁𝑝𝑓 + 𝑁𝑝𝑐 = 19 

Table 8.2, present in the appendix, displays proper encoding of decimal values into phase tuner control codes. 

The same principles as with the duty cycle tuner were also applied in this case. Non-monotonous coarse transitions 

were preferred over large monotonous ones, and the desired phase difference of 𝛥𝜑 = 240 ° was to be achievable 

for all process corners. The tuning curves were centered towards the desired value by adding a number of inverters 

prior to the coarse stage. The simulated phase tuning curves are displayed in figure 4.11. 

In contrast with the duty cycle tuning curve of figure 4.10, the most problematic corners in this case are FF and SS, 

wherein both pull-up and pull-down delays are significantly lower and higher than typical, respectively. Corners FS 

and SF are more in line with TT, in terms of both slope and offset. It should be mentioned that the tuning curve for 

the SS corner is not properly displayed due to a simulation error. Only few points are available for coarse transitions. 

More importantly, large monotonous steps can be seen for both fine and coarse transitions. This has been a result 

of poor implementation, which was brought upon by the challenging nature of this design.  

The presence of a rigid tapped-inverter coarse stage added limitations to the design process. The delay provided 

for each coarse step depends on inverter delay, itself dependent on inverter on-resistance and capacitive loading, 

as described in equation 3.18. Inverter transistor width influences both parameters as per equation 4.1, and does 

not allow for unlimited reduction of inverter delay, as would be desired. 

The fine stage needs to accommodate the step size of the coarse stage, as well as the range of the super-fine 

stage. As illustrated by figure 3.24, an upper limit exists on the number of steps that can exist per stage, since on-

resistance is dominated by the inverter itself. Increasing the tuning range on this intermediate stage thus requires 

an increase in capacitive loading, implemented by proper sizing of the subsequent inverter. 

Doing so would, however, also increase fine stage step size, which would then require an equal increase in the 

tuning range for the super-fine stage. Given that the same limitations apply on this current-starve stage as well, an 

increase in loading capacitance would also be required, thus sacrificing overall tuner resolution by increasing its 

minimum step size. 

These factors were taken into account during the earliest iteration of the phase tuner design, as the pre-configured 

duty cycle tuner transistors were re-purposed for the phase tuners. This version would thus display much more 

palatable tuning curves than those of figure 4.11. However, an overhaul of all transistors used in the system was 

necessary due to a design oversight discovered late during the project, as a result of which the tuning curves were 

predictably damaged. 
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Although the duty tuners were easy to repair, the increased complexity of the phase tuners posed more of a 

challenge. Work on optimizing phase tuner curves continued throughout the final moments of the project, yet the 

issues pictured in the final version of figure 4.11 were not resolved in time. 

A possible improvement would include increasing stage delay and reducing step number for the tapped-inverter 

stage, thus relegating it to a “super-coarse” stage, with a new “coarse” current-starve stage succeeding it. By 

increasing the available degrees of freedom, a smoother tuning curve could be achieved without sacrificing tuner 

resolution. However, this coarse stage would increase variation sensitivity, and would likely require high capacitive 

loading, with implications for “phase/duty coupling” as discussed in chapter 4.2.3. 

Regardless, relevant characteristics of the phase tuning curve are as follows: 

For TT and 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧, a range of 55.08° is achieved over 319 steps for an average of 0.17 °, or 200 𝑓𝑠 per step, 

with a minimum super-fine-tuning step of 132 𝑓𝑠 and a maximum of 220 𝑓𝑠, slightly smaller than its duty tuner 

counterpart. Fine transitions range from a large monotonous step of 641 𝑓𝑠 to a non-monotonous 247 𝑓𝑠 step.  

Coarse transitions are highly non-ideal, with a maximum step of 1445 𝑓𝑠. Although the slopes and step sizes are 

rather consistent for different corners, it should be noted that FS contains an even harsher monotonous step of 

1850 𝑓𝑠, whereas the largest step for corner SF is instead a more acceptable 1001 𝑓𝑠. 

Even in this favorable case, however, a step of 1001 𝑓𝑠 means a worst-case deviation of 0.72% from the ideal 

value. Based on the calculations of figure 2.13, suppression of the third harmonic would be inadequate if the ideal 

value were to be located within this step. 

4.3.5: “Phase/Duty Coupling” 

“Phase/duty coupling”, i.e., the effect of a change in phase code on duty cycle, can be quantified by measuring 

output duty cycle throughout the phase tuning range. This is pictured in the plots of figure 4.12. 

For all corners, a visible change in duty cycle occurs as phase code is swept. Although negligible during super-fine 

changes, fine transitions cause significant jumps since, due to smaller baseline transistors, more radical changes 

in on-resistance occur for each step. Thus, mismatch between PMOS and NMOS on-resistances is more visible. 

Coarse transitions, on the other hand, effectively “reset” the duty cycle since all current-starve units are disabled 

as the next tapped-inverter step is enabled.  

Figure 4.11: Simulated Tuning Curves for Phase Tuner Across Process Corners. 
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Interestingly, the SF corner seems to suffer the least from this effect, signifying that the PMOS-to-NMOS width ratio 

used throughout the project might have been too low; duty cycle is better propagated when “faster” PMOS 

transistors are used. This is corroborated by the fact that FS, the opposite corner, displays the largest amount of 

“phase/duty coupling”. 

In every case, however, this coupling effect is rather insignificant. Not only is the overall change small enough to 

be quickly recovered from by the duty cycle tuners, it is also usually small enough to be irrelevant as is. Apart from 

the most adverse of transitions, these deviations from the ideal duty cycle value are not significant enough to 

jeopardize harmonic suppression. 

4.3.6: Harmonic Performance 

Despite the shortcomings of the phase tuner, its performance with regard to harmonic suppression is adequate, at 

least when coarse transitions are avoided. Figure 4.13 displays plots for output 𝐻𝐷2 and 𝐻𝐷3, as extracted from 

simulations of the system for different process corners. Since two phase tuners exists for the four waveforms, code 

𝑃𝛽 for the left-hand tuner of figure 4.8 was swept, whereas 𝑃𝛽′ was kept constant, manually re-tuned for each 

corner. The positions of 𝑃𝛽′ are shown in figure 4.12 as dotted vertical lines.  

From the above plots it can be seen that adequate harmonic suppression, meaning output component power of 

< −41 𝑑𝐵𝑚 for both second- and third-order harmonics, is achievable for all corners. Although the minima are not 

always found for 𝑃𝛽 = 𝑃𝛽′ in this example, it is obvious that this could be achieved via a more precise selection of 

𝑃𝛽′ values. 

𝐻𝐷2 is consistently lower than 𝐻𝐷3 in all cases, and any fluctuation of 𝐻𝐷2 versus 𝑃𝛽 is a result of “phase/duty 

coupling”, proven by these simulations to not be significant enough to threaten 𝐻𝐷2 suppression. In the case of 

the FF corner, a coarse transition is present in the sweep range, yet 𝐻𝐷2 remains within specification. The same 

is true for the SF corner, although it should be noted that the coupling effect is less potent at these corners according 

to figure 4.12. 

In the case of TT, a total of eight values of 𝑃𝛽 exist, for which 𝐻𝐷3 <  −41 𝑑𝐵𝑚. This number is smaller for different 

corners, although this could be attributed to a mismatch between 𝑃𝛽 and 𝑃𝛽′, or imprecise duty cycle tuning. 

Figure 4.14 is generated from the same simulation, with the X-axis now representing measured phase difference 

between waveforms 𝑣𝛼 and 𝑣𝛽. Interestingly enough, the phase difference value for which 𝐻𝐷3 minima are found 

is somewhat lower than the ideal theoretical value of 𝛥𝜑 = 240°, with all five corners achieving minimum distortion 

Figure 4.12: Simulated Plot of Duty Cycle vs. Phase Tuner Code, Across Process Corners. 

Figure 4.13: Harmonic Power vs. Phase Tuner Code, Across Process Corners. 
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for differences between 238.6° and 239.3°. This can be attributed to imperfections in the output waveforms, due to 

the PA transistors or the matching networks.  

 

Since the desired value for 𝛥𝜑 differs from the theoretical ideal, the sizing of the NAND gates used as phase 

detectors was adjusted to output a duty cycle of 𝑑 = 5/6 at a phase difference of 𝛥𝜑 = 239.6°, so that a voltage of 

5𝑉𝐷𝐷/6 can still be used as a reference for the loop, at least in TT conditions. Figure 4.14 presents a third set of 

plots from the same simulations as the two presented previously. In this figure, the X-axis represents the duty cycle 

of the phase detector output waveform 𝑣𝑝𝑑. The dotted line displays the duty cycle of 𝑣𝑝𝑑′ for each corner. 

It can be seen that the goal of bringing the point of minimum 𝐻𝐷3 towards 𝑑𝑝𝑑 = 5/6, or 83.33%, was mostly 

achieved for TT. The selected value for 𝑃𝛽′ in SS also results in 𝑑𝑝𝑑′ ≈ 5/6, with an 𝐻𝐷3 minimum at 𝑑𝑝𝑑 ≈ 5/6 as 

well. The rest of the corners offer little relevant information due to 𝑃𝛽′ mismatch. However, this error has 

unintentionally presented a picture for phase mismatch tolerance. If, for example, an erroneous value of  𝑑𝑝𝑑′ =

83.17% is reached as a result of the feedback loop for FF, a “correct” value of 𝑑𝑝𝑑 = 83.33% between waveforms 

𝑣𝛼 and 𝑣𝛽 will still keep 𝐻𝐷3 within specification. 

 

4.4: Feedback Loop 

The tuning feedback loop, as described in chapter 4.3, is responsible for acquiring the duty cycle and phase 

difference of a pair of waveforms, and making the necessary adjustments to the tuners in order to achieve values 

as close to ideal for these characteristics.  

According to a basic version of the logic pictured in the flowchart of figure 3.35, the loop must compare these 

characteristics to references, and increase or decrease the relevant tuning code until the reference value is 

reached. After this point all codes are saved, and later averaged, resulting in the final tuning codes used for 

transmission. A digital clock of 𝑓𝐶𝐿𝐾 = 40 𝑀𝐻𝑧 was used for the logic. 

The NAND gates of figure 4.8 output waveforms 𝑣𝑝𝑑,𝑝𝑑′ whose duty cycle is related to the phase difference between 

its two inputs, and are thus used as phase detectors. Connecting a simple first-order RC low-pass filter at this 

output results in isolation of its DC component, which is relative to its duty cycle.  

A comparator can then compare this DC component with a reference DC voltage, allowing the logic to determine 

whether the corresponding phase difference should be increased or decreased. Similarly, the duty cycles of 

waveforms 𝑣𝛼,𝛽,𝛼′,𝛽′ themselves can also be measured through separate LPFs, comparators, and references.  

These comparators, along with all subsequent loop logic, were coded in Verilog and were not synthesized. 

“Implementation” of the loop, in this case, refers to designing the logic itself within the limitations of the system and 

should be viewed as a starting point for future research, rather than a complete feature of the system. 

Figure 4.15: HD3 vs. Measured Phase Difference, 
Across Process Corners. 

Figure 4.14: HD3 vs. Phase Detector Output Duty Cycle, 
Across Process Corners. 
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For the following descriptions, a generic loop branch dedicated to either a duty cycle tuner will be used as an 

example, outputting code 𝐶 which can refer to either 𝐷 or 𝑃. Duty cycle loop branches are almost identical to phase 

branches, and any differences between them will be noted. 

4.4.1: Logic 

A memory component is also needed in order to compare adjacent comparator outputs. If a “correct” value 𝐶[𝑛] 

for duty cycle or phase is reached, comparator output 𝐶𝑀𝑃[𝑛] is expected to change from “1” to “0”, or the inverse. 

An “edge detector” is thus utilized to signify the occurrence of this event. In the Verilog implementation, this has 

the form of a two-cycle accumulator, which will add together the two most recent comparator outputs: 𝐴𝐶𝐶[𝑛] =

𝐶𝑀𝑃[𝑛] + 𝐶𝑀𝑃[𝑛 − 1]. This has three possible results; “2”, “1”, and “0”.  

Using duty cycle as an example, 𝐴𝐶𝐶[𝑛] values of “2” and “0” mean that the comparator output is consistently at 

“1” and “0” respectively, and thus the duty cycle must be reduced or increased accordingly. An accumulator output 

of 𝐴𝐶𝐶[𝑛] =  “1” means that a “correct” value for duty cycle or phase can be found between the two most recent 

tuning code values: 𝐷[𝑛] and 𝐷[𝑛 − 1]. After this point, the tuning code would ideally be expected to oscillate 

around this “correct” value, even in the absence of an edge detector.  

The edge detector is, however, used to trigger the “wait-and-average” function, as described in chapter 4.3. 

Although the delay between the tuner blocks and the PA probe is insignificant compared to a clock period, the RC 

low-pass filter present between the probe and the logic can provide large delays, depending on its time constant 

𝜏 = 𝑅𝐶. A scenario similar to that of figure 3.38 may arise, in which case the averaging function becomes absolutely 

necessary. 

In order to combat this delay even further, a “roll-back-and-hold” function was also implemented in the Verilog code. 

Considering that a delay equivalent to 𝑋 clock periods is needed for a change in duty cycle or phase to be “noticed” 

by the comparator after going through the LPF, it can be assumed that an edge in the comparator output waveform 

was brought upon by the value used for the tuning code 𝐶[𝑛 − 𝑋],  𝑋 cycles prior. 

Thus, in the presence of an “1” at the accumulator output 𝐴𝐶𝐶[𝑛], the code is rolled back by 𝑋 cycles to its past 

value of 𝐶[𝑛 − 𝑋]. It is then held for 𝑋 additional values, so as to allow time for the LPF to settle. Tuning resumes 

as usual after this point. The held value is essentially “tested” by serving as the starting point for the remainder of 

the tuning process.  

After a number 𝑌 of occurrences of 𝐴𝐶𝐶[𝑛] = "1" , all saved 𝐶 values are averaged. The held values are not taken 

into account more than once during averaging, as that would skew the result towards possibly erroneous or 

inaccurate values. The “roll-back-and-hold” function only serves to reduce tuning duration by reducing the 

amplitude of the oscillation of 𝐶 by effectively “pulling” it towards its presumed equilibrium position. 

Moreover, different values are used for the gain 𝐺 of the tuning during the process. 𝐺 refers to the number by which 

code 𝐶 is increased or decreased when deemed to be lower or higher than ideal, respectively; 𝐺 =
|𝐶[𝑛] − 𝐶[𝑛 − 1]|. Although a value for 𝐺 = 1 provides maximum precision by changing the appropriate quantity by 

as little as possible, it can lead to long tuning times, especially in the case of the large number of steps present in 

the phase tuner. 

Thus, a number of “gain modes” is implemented in the Verilog code. When tuning begins, an initial value of 0 is 

given to codes 𝐷 and 𝑃, and the LPF capacitors are considered to be devoid of any charge. Thus, a large gain of 

𝐺1 is used during mode 1, reducing the time needed for the codes to approach their ideal values, as well as for the 

capacitors to charge towards their expected voltage. Each value for 𝐷 or 𝑃 is held for 𝑋 cycles in this mode, so that 

the LPF may settle between code changes. 

As soon as 𝐴𝐶𝐶[𝑛] = "1" during mode 1, the first instance of a “roll-back-and-hold” occurs, and mode 2 begins. An 

intermediate value of 𝐺2 < 𝐺1 is used for tuning, so as to quickly move towards the “correct” 𝐶 value which has 

triggered the edge in the comparator waveform. When 𝐴𝐶𝐶[𝑛] = "1" reoccurs, mode 3 with 𝐺3 = 1 is enabled, and 

fine-tuning begins, as described previously. The first instance of 𝐴𝐶𝐶[𝑛] = "1" during mode 3 triggers the “wait-

and-average” function, which is finalized after 𝑌 rollbacks. 

Figure 4.16 presents a block diagram of the feedback loop. Flowcharts and pseudo-code describing the logic are 

displayed in figure 8.1, present in the appendix. The loop contains three branches; two duty cycle branches, for an 

NMOS- and a PMOS-based duty cycle tuner, and a phase tuner branch. These are terminated by appropriate 

encoders, which operate according to tables 5.1 and 5.2. 
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The logic flowchart of figure 4.16 condenses the description presented above. A difference between the three sub-

types of logic is noted; in contrast with the phase and NMOS curves of figures 4.9 and 4.10, PMOS-based duty 

cycle tuners increase waveform duty cycle when 𝐷 is increased. Therefore, the reaction of the logic to different 

accumulator outputs varies depending on the tuner being controlled. Although not pictured in the flowchart, limits 

also exist for the minimum and maximum code that can be outputted based on tuning range. These limits again 

depend on the tuner being controlled. 

Flag 𝑆 is enabled when 𝐶 values start being stored. 𝑇 refers to the number of rollbacks performed whilst in mode 

3, and averaging takes place when 𝑇 = 𝑌. The waiting duration as the LPF settles is given in clock cycles by 

variable 𝑍, which is equal to settling delay 𝑋, unless fine-tuning is being performed. 

4.4.2: Parameters 

The values for variables  𝑌, 𝐺1, and 𝐺2 were selected according to a self-imposed specification of under 5 𝜇𝑠 for the 

tuning duration. In order to retain accuracy, parameter 𝑌 must be maximized so that more data is available for 

averaging. 𝑌 = 12 was found to be the upper limit for 𝑌 given the tuning duration constraints. 

The remaining tuning time is used for modes 1 and 2, with their respective gains for the phase branch being 𝐺1 =

45 and 𝐺2 = 9. This configuration allows for quick approximations of the desired tuning values, while steering clear 

of phase coarse transitions. An alternative approach would be to use 𝐺1 = 40 and 𝐺2 = 8, the exact step sizes for 

coarse and fine phase transitions, but using an initial value of 𝑃 = 20, thus keeping maximum distance from these 

problematic points. For the duty cycle tuners, 𝐺1 = 𝐺2 = 2 due to their small range. 

Parameter 𝑋 can be calculated as the number of clock periods needed to match the settling time of the low-pass 

filter. In order to decide on a value for 𝑋, LPF parameters must first be established. The purpose of the filter is to 

isolate the DC component of the probe waveform or the phase detector output, so that comparison with the DC 

reference can take place.  

However, an RF component remains in the LPF output due to its finite cutoff frequency and roll-off. The magnitude 

of this component should remain low, so as to not threaten the accuracy of the loop. The qualitative plots of figure 

4.17 can illustrate the trade-off between overlap and settling time. A low RC time constant for the LPF will result in 

quick settling, but the strong high-frequency component due to the increased bandwidth results in overlap between 

consecutive values of tuning code, thus reducing accuracy. On the other hand, setting RC too high can provide 

very distinct voltage levels among different codes at the cost of increased settling time, increasing total tuning 

duration.  

An RC constant of 𝜏 = 50 𝑛𝑠 was selected, facilitated by 𝑅𝐿𝑃𝐹 = 50 𝑘𝛺 and 𝐶𝐿𝑃𝐹 = 1 𝑝𝐹. This setup allowed for 

minimal overlap between voltage levels, while keeping total tuning time under 5 𝜇𝑠. A value of 𝑋 = 5 was selected 

for the tuning loop. For a clock of 𝑓𝐶𝐿𝐾 = 40 𝑀𝐻𝑧, this means that the waiting period dedicated to settling is equal 

to 2.5 LPF time constants. Larger values for 𝑋 would “over-correct” by rolling back to older, more inaccurate values 

of code 𝐶, not to mention a longer overall tuning duration. 

Figure 4.16: Block Diagram of Feedback Loop. 
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Due to the RF component present in the LPF output, another issue arises, as illustrated by the qualitative plots of 

figure 4.18. When the LO frequency is an integer multiple of the clock frequency, in this case for 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧 and 

𝑓𝐿𝑂 = 2.44 𝐺𝐻𝑧, the two are “synchronized” in the sense that the clock edges always coincide with the same 

moment during the RF period. Thus, a “correct” value for code 𝐶 will be “seen” by the comparator as consistently 

too high or too low, prompting an unnecessary correction.  

In contrast, the same value of 𝐶 for a non-integer 𝑓𝐿𝑂/𝑓𝐶𝐿𝐾 ratio will result in a desired oscillation at the comparator 

output, as the moments of comparison can “find” the LPF waveform either above or below the reference. Although 

this issue is most likely a result of the high ideality of the loop implementation, wherein the logic is in the form of 

Verilog code and no thermal noise is considered, it did pose a significant problem during design and is part of the 

reason for implementation of the “roll-back-and-hold” function. 

The comparator references of 𝑉𝑟𝑒𝑓,𝑑 = 𝑉𝐷𝐷/2  and 𝑉𝑟𝑒𝑓,𝑝 = 5 𝑉𝐷𝐷/6, referring to duty cycle and phase, were 

implemented using simple resistive voltage dividers. Although a more sophisticated bandgap-based reference or 

similar might be preferable in a complete implementation, it should be noted that any supply voltage variation in 

the present implementation would affect both the waveforms and the references in the same manner, thus allowing 

for comparison. 

When the tuning loop is enabled, all six loop branches are tuned simultaneously and independently, in order to 

minimize tuning duration. A case could be made for a successive implementation, wherein the phase tuners can 

be operated first, and the duty cycle tuners would follow after phase codes have been finalized. This could be 

advantageous in the presence of “phase/duty coupling”, and could also allow for as little as one loop branch to be 

used for all tuning operations, depending on the time budget. 

4.4.3: Operation 

Simulation of the feedback loop was extremely time-consuming, due to the complexity of the system, simulation 

accuracy required, and overall long simulation times. Most of the debugging was performed using faster time-

scales, referring to clock frequency, filter bandwidth, and transient simulation duration. A full-scale simulation was 

performed in typical conditions for 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧, and lasted several days. The plots of figures 5.8 through 5.11 

Figure 4.18: Illustrations of LPF Output for Low RC and High RC Configurations. 

Figure 4.17: Illustrations of Relevant Waveforms for Non-Integer and Integer LO-to-CLK Frequency Ratios. 
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present the progressions of the six tuning codes throughout the tuning process as generated from the 

aforementioned simulation. 

Figure 4.19 displays the codes controlling the six tuners. For the phase tuners, the initial “mode 1” high-gain region 

can be seen in effect until about 𝑡 = 1 𝜇𝑠, at which point a desirable value is crossed, and the first rollback is 

performed. Mode 2 lasts for a single cycle, as both codes are reduced by an intermediate amount, and are quickly 

rolled back to their earlier values, signifying that the optimal code value is found close to 𝑃 = 180 for both phase 

tuners. 

 

Figure 4.19: Simulated Time-Domain Plots of Phase Tuner Codes During Feedback Loop Tuning. Bottom: Zoomed In. 

Fine tuning begins when “mode 3” is enabled, with each clock cycle inducing a reduction or increase of only 𝐺3 =

1. In each case, a rollback of 𝑋 = 5 cycles is performed when a desirable value is detected, and tuning resumes 

after another 𝑋 = 5 cycles. Both code transients present a fair amount of oscillation, which is kept lower thanks to 

the “roll-back-and-wait” feature as established previously. 

It can be seen that code 𝑃𝛽 displays an upward tendency after rollback. This is taken into account by the averaging 

feature, as demonstrated from the fact that a higher value than the presumed “center of oscillation” is chosen as 

final phase code. 
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The corresponding plots for the four duty cycle tuner codes are seen in figure 4.20. 

Figures 5.10 and 5.11 display the progression for code 𝐷𝛼, along 

with the outputs of its related accumulator- and comparator-

equivalent logic blocks. It can be seen that an edge in 𝐶𝑀𝑃 

triggers 𝐴𝐶𝐶 = 1, which in turn triggers the “roll-back-and-wait” 

function. Instances of 𝐴𝐶𝐶 = 2 outside the “wait” period prompt 

an increase in 𝐷𝛼, whereas all instances of 𝐴𝐶𝐶 = 0 in this case 

have occurred within the “wait” period and are thus not taken into 

account. 

For the two most prominent codes during the process, 𝐷𝛼 = 21 

and 𝐷𝛼 = 22, it can be seen that the corresponding comparator 

outputs are 𝐶𝑀𝑃 = 0 and 𝐶𝑀𝑃 = 1, respectively. Thus, either 

one is viable as a final code value since a duty cycle of 50% can 

be found between the two. Here, the final code after averaging 

is 𝐷𝛼 = 22.  

The remaining loop branches operate in the same way for all six 

tuners. The final codes result in decent harmonic suppression, 

although it is not be presented here due to lack of extensive “full-

scale” testing. 

  

Figure 4.21: Simulated Time-Domain Plots of Duty Cycle Tuner Codes During Feedback Loop Tuning. 

Figure 4.20: Simulated Time-Domain Plots of Code 𝐷𝛼 and Related Accumulator and Comparator Outputs During Feedback Loop 
Tuning. 

Figure 4.22: Zoomed-In Version of Fig.4.21. 
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5: SIMULATION RESULTS 

 

Implementation of the system was performed as described in the previous chapter. A number of simulations were 

performed to gauge its functionality and performance. Due to its adjustable nature, manual tuning of phase and 

duty cycle was performed in order to achieve the results presented below, with the feedback loop disconnected 

throughout. 

5.1: PA Performance 

Tables 5.1 and 5.2 present some relevant simulation results for an LO frequency of 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧, at peak input 

amplitude, in the TT process corner and at a temperature of 25 °𝐶. The resulting output spectrum is shown in figure 

5.1, and a period of the output time-domain waveform is displayed in figure 5.2. 

 

 

The system conforms to set specifications for fundamental output power ≈ 13 𝑑𝐵𝑚, as well as harmonic distortion 

of < −41 𝑑𝐵𝑚 for the third harmonic, along with even-order harmonics. Predictably, odd-order harmonics other 

than the explicitly suppressed 𝐻𝐷3 are rather high, due to inadequate filtering provided by the matching frequency 

response. This distortion can also be seen in the time-domain output waveform. 

The system consumes 42.77 𝑚𝑊 of power, with a peak system efficiency of 42.75%. Only 4.68 𝜇𝑊 of power are 

consumed by the tuner blocks, with the rest dissipated by the PA arrays and passive components. Tuner codes 

have been adjusted for optimal duty cycle and phase, with both phase detectors displaying the desired duty cycle 

of 𝑑𝑝𝑑 ≈ 5/6 in this configuration. 

Tables 5.3 and 5.4, along with figures 5.3 and 5.4 present the corresponding results for 𝑓𝐿𝑂 = 2.5 𝐺𝐻𝑧. 

 

 

Waveforms 
Duty 
Cycle 

Phase 
Difference 

Phase 
Detector 
Duty Cycle 

𝒗𝜶 50.055% 

239.26° 83.326%  𝒗𝜷 49.984% 

𝒗𝜶
′  50.023% 

238.92° 83.332% 
𝒗𝜷′ 50.068% 

Fundamental Output Power 𝟏𝟐. 𝟔𝟐 𝒅𝑩𝒎 

2nd Harmonic Output Power −56.27 𝑑𝐵𝑚 

3rd Harmonic Output Power −51.07 𝑑𝐵𝑚 

System Efficiency 42.75% 

Total Power Consumption 42.77 𝑚𝑊 

Tuner Power Consumption 4.68 𝜇𝑊 

Figure 5.1: Simulated Output Spectrum for 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧. 

Table 5.1: Simulated Figures for 𝑓𝐿𝑂  = 2.4 𝐺𝐻𝑧. 

 

Table 5.2: Simulated Waveform Characteristics  
for 𝑓𝐿𝑂   = 2.4 𝐺𝐻𝑧. 
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An error unfortunately occurred during manual tuning of duty cycle for 𝑣𝛽 and 𝑣𝛽′ for this simulation, resulting in a 

higher value for second harmonic output power, although it remains within specification. Due to this error, the 

remaining results do not offer much information, although it can be demonstrated that the system operates in a 

very similar fashion for both simulated values of 𝑓𝐿𝑂. 

5.2: AM Performance 

Since the system operates as an RF-DAC, it is important to measure the effects of amplitude modulation. Figure 

5.3 presents plots for system efficiency, fundamental output power, and total power consumption as a function of 

input amplitude, or code 𝐴𝑀. These were generated from a simulation for 𝑓𝐿𝑂 = 2.4 𝐺𝐻𝑧. 

The system is highly linear, with a third-order intercept point of 𝐼𝐼𝑃3 = 42.3 𝑑𝐵, as can be seen from figure 5.6. 

Total power consumption is reduced for decreasing 𝐴𝑀 values, although not significantly. Comparing output 

fundamental power to total power consumption results in a figure for system efficiency. Peak efficiency is limited 

by dissipation in the active and passive components of the system, whereas switched-capacitor dissipation also 

plays a role at power back-off, leading to an efficiency of 22.52% at half input amplitude. Attempts to increase 

power back-off efficiency were made through proper impedance matching, although implementation was less than 

ideal. 

Figure 5.4 displays time-domain plots of the output waveform for different values of code 𝐴𝑀, where the amplitude 

can be seen to predictably increase for higher values of 𝐴𝑀. However, zooming in at the zero-crossing produces 

the right-hand plots of figure 5.4, where an inconsistency can be seen for different values of 𝐴𝑀. This can be 

considered 𝐴𝑀 − 𝑃𝑀 distortion, since a receiver would use these zero-crossings to determine the phase of the 

waveform. 

By that metric, 𝐴𝑀 − 𝑃𝑀 distortion is quantified in the plot of figure 5.6. Over 3.5 ° of phase shift are measured 

throughout the 𝐴𝑀 range. Depending on the application, this could be problematic with regard to transmission 

quality. 

Waveforms 
Duty 
Cycle 

Phase 
Difference 

Phase 
Detector 
Duty Cycle 

𝒗𝜶 49.992% 

236.76° 83.438%  𝒗𝜷 49.631% 

𝒗𝜶
′  50.022% 

236.47° 83.454% 
𝒗𝜷′ 49.880% 

Fundamental Output Power 𝟏𝟏. 𝟗𝟗 𝒅𝑩𝒎 

2nd Harmonic Output Power −46.03 𝑑𝐵𝑚 

3rd Harmonic Output Power −56.02 𝑑𝐵𝑚 

System Efficiency 39.63% 

Total Power Consumption 39.92 𝑚𝑊 

Tuner Power Consumption 6.89 𝜇𝑊 

Figure 5.2: Simulated Output Spectrum for 𝑓𝐿𝑂 = 2.5 𝐺𝐻𝑧. 

Table 5.3: Simulated Figures for 𝑓𝐿𝑂  = 2.5 𝐺𝐻𝑧. 

 

Table 5.4: Simulated Waveform Characteristics for 𝑓𝐿𝑂  = 2.5 𝐺𝐻𝑧. 
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Figure 5.3: Simulated System Efficiency, Output Power, and Power Consumption. 

Figure 5.3: Simulated Output Waveforms for Different Input Levels. Right: Zoomed In. 

Figure 5.4: Simulated Plot of Phase Distortion vs. Input 
Amplitude. 

Figure 5.6: Second- and Third-Order Intermodulation Ratios.  
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6: CONCLUSION 

 

6.1: Thesis Summary 

The switched-capacitor power amplifier architecture offers a highly linear, highly efficient solution for integrated 

wireless RF transmitters. Consisting of digitally controlled units, the system operates neatly as an RF-DAC by 

employing capacitive voltage division. Two major issues are, however, inherent to this topology; reduced power 

back-off efficiency due to switched-capacitor power dissipation, and spectral impurity due to harmonics present in 

the pulse waveforms generated by the class-D units.  

In this thesis project, a switched-capacitor power amplifier was designed in 22nm technology, operating between 

the frequencies of 2.4 𝐺𝐻𝑧 and 2.5 𝐺𝐻𝑧, with a fundamental output power of 12.62 𝑑𝐵𝑚. This thesis provides 

detailed documentation of the concepts, design decisions, challenges, and issues encountered during the project. 

In order to suppress even- and third-order harmonics, the input RF waveform was manipulated in order to apply 

an appropriate phase shift, resulting in an output power of under −51 𝑑𝐵𝑚 for the second and third harmonic. Due 

to the high sensitivity to duty cycle and phase mismatch, precision tuners were designed, mostly employing a 

current-starved inverter topology. Despite some non-linearity issues related entirely to implementation, the tuners 

were able to achieve an average DTC resolution of below 212 𝑓𝑠 under typical conditions.  

As there is low tolerance for waveform amplitude mismatch due to transformer layout asymmetry, four waveforms 

were employed. These are used to drive the four PA arrays, which are connected to two output transformers. A 

total of six digitally controlled tuners are used for calibration of the four waveforms. 

Since PVT variation can drastically alter the waveform characteristics, thus jeopardizing the quality of harmonic 

suppression, the tuners can be calibrated autonomously with the use of a feedback loop. This sub-system is 

equipped with digital logic designed as Verilog code and tested within the system, and is able to monitor the duty 

cycle and phase difference of the waveforms and perform appropriate adjustments to the tuning codes. In its current 

state, the loop is able to perform simultaneous calibration of all six tuners in under 5 𝜇𝑠. 

In order to increase power efficiency at lower input amplitudes, the “no shunt” impedance matching method 

employed in this project allowed for smaller capacitors to be used in the PA array units, thus reducing switched-

capacitor power dissipation as well as required chip area. The absence of a shunt capacitor did, however, result in 

increased power for odd harmonics of the fifth order and above. 

 

6.2: Comments and Recommendations for Future Work 

The design proposed and described in this thesis cannot be considered a “production-ready” system, nor is it 

presented as such. Due to the wide scope of the project, focus was inevitably shared among multiple aspects 

during the process of research, design, and implementation. As a result, time constraints have limited the 

implementation to its current state. 

This thesis aims to provide proof of concept for its main design components; namely the precision tuners, high-

efficiency matching technique, and real-time calibration loop. However, a number of improvements can be 

proposed, pertaining to both optimizing the design as presented and building upon it, regarding potential future 

attempts at a complete implementation. 

The primary design challenge regarding the tuning blocks is to improve linearity during coarse transitions. Tuning 

curves display different slopes for different process corners, and attempting to perfectly match fine tuners to coarse 

tuners for all corners might be all but futile. In the case of the duty cycle tuner curves, as seen in figure 4.10, care 

was taken to keep this inevitable non-linearity within tolerance, with preference for non-monotonous transitions 

over large, low-resolution steps. The same principle should be applied when attempting to repair the phase tuner 

curves of figure 4.11 by increasing the range of the fine/super-fine sub-curve. Despite the design expressions 

presented, the optimization process may unfortunately be delegated to “trial-and-error” when multiple process 

corners are involved. 

Regarding the “no shunt” matching technique, the theoretical calculations and preliminary test simulations 

presented in this thesis have displayed potential for increasing power back-off efficiency, although the veracity of 

this promise should be further investigated. Regardless, the viability of this technique could also be an issue, given 

the fact that additional, lossy passive filtering should be employed due to the resulting pronounced high-order 
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harmonics. It is likely that a “partial-shunt” alternative could emerge as a compromise, resulting in increased array 

capacitance in order to improve matching frequency response as needed. 

The “mirrored waveforms” method employed in this project introduced potentially unnecessary complexity to the 

design, as well as doubling the required chip area. It became necessary to include in the system due to layout 

mismatch concerns, however whether or not this was exacerbated by the matching technique was inconclusive. 

Making it possible to achieve similar harmonic performance by employing only two waveforms would be a very 

welcome improvement to the system. Achieving equal or higher output power should not be an issue considering 

the preliminary test simulation results displayed in picture YYY. 

The output transformer used in the final design was selected in favor of other designs, as it allowed for decent 

performance regarding both efficiency and harmonics. Initial focus on “4-way” transformers was proven to be time- 

and resource-intensive, necessitating the use of a simpler solution, albeit one that does not necessarily comply to 

the “no shunt” paradigm as presented. Future research on this aspect could result in a viable matching configuration 

that operates further into the “quasi-current mode” region. 

The feedback loop logic is only implemented as Verilog code which would need to be eventually converted to circuit 

level. Additional delays introduced should be accounted for in the logic code, since the “roll-back-and-hold” function 

parameters are related to total delay time. The tuning algorithm itself can be improved, perhaps with more focus 

on avoiding coarse transitions during the tuning process. 

Finally, a complete implementation would require the design of a layout. Although a partial layout was designed for 

this project, post-layout simulation results were inconclusive albeit optimistic, and were not deemed important 

enough to present in this thesis. It should be noted that parasitic capacitance related to trace proximity can be 

catastrophic with regard to tuning curves, and should be minimized even at the cost of increased chip area. 
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8: APPENDIX 

  

Figure 8.1: Block Diagram of Feedback Loop, with Flowchart and Pseudo-Code of Logic. 
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Code D NMOS Duty Tuner PMOS Duty Tuner 

Decimal Coarse Fine Compound 𝑫𝒏 Coarse Fine Compound 𝑫𝒑 

0 0000 0000000 00000000000 1111 1111111 11111111111 

1 0000 0000001 00000000001 1111 1111110 11111111110 

2 0000 0000011 00000000011 1111 1111110 11111111100 

7 0000 1111111 00001111111 1111 0000000 11110000000 

8 0001 0000000 00010000000 1110 1111111 11101111111 

9 0001 0000001 00010000001 1110 1111110 11101111110 

15 0001 1111111 00011111111 1110 0000000 11100000000 

16 0011 0000000 00110000000 1100 1111111 11001111111 

17 0011 0000001 00110000001 1100 1111110 11001111110 

23 0011 1111111 00111111111 1100 0000000 11000000000 

24 0111 0000000 01110000000 1000 1111111 10001111111 

31 0111 1111111 01111111111 1000 0000000 10000000000 

32 1111 0000000 11110000000 0000 1111111 00001111111 

39 1111 1111111 11111111111 0000 0000000 00000000000 

Code P Phase Tuner 

Decimal Coarse Fine Super-Fine Compound 𝑷 

0 00000001 0000 0000000 0000000100000000000 

1 00000001 0000 0000001 0000000100000000001 

7 00000001 0000 1111111 0000000100001111111 

8 00000001 0001 0000000 0000000100010000000 

9 00000001 0001 0000001 0000000100010000001 

16 00000001 0011 0000000 0000000100110000000 

32 00000001 1111 0000000 0000000111110000000 

39 00000001 1111 1111111 0000000111111111111 

40 00000010 0000 0000000 0000001000000000000 

79 00000010 1111 1111111 0000001011111111111 

80 00000100 0000 0000000 0000010000000000000 

120 00001000 0000 0000000 0000100000000000000 

280 10000000 0000 0000000 1000000000000000000 

319 10000000 1111 1111111 1000000011111111111 

Table 8.1: Encoding Table for Duty Cycle Tuners. 

 

Table 8.2: Encoding Table for Phase Tuners. 


