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ABSTRACT

A Visually Grounded Speech model is a neural model which is trained to embed image-
caption pairs closely together in a common embedding space. As a result, such a

model can retrieve semantically related images given a speech caption and vice versa.
The purpose of this research is to investigate whether and how a Visually Grounded
Speech model can recognise individual words. Literature on Word Recognition in hu-
mans, Automatic Speech Recognition and Visually Grounded Speech models was evalu-
ated. Techniques used to analyse human speech processing, such as gating and priming,
were taken as inspiration for the design of the experiments used in this thesis.

Multiple aspects of words recognition were investigated through three experiments.
Firstly, it was investigated whether the model can recognise individual words. Secondly,
it was investigated whether the model can recognise words from a partial sequence of its
phonemes. Thirdly, it was investigated how word recognition is affected by contextual
information. The experiments show that the model is able to recognise words while not
being supervised for that task, and that factors such as word frequency, the length of a
word and the speaking rate affect word recognition. Furthermore, the experiments re-
veal that words can be recognised from a partial input of a word’s phoneme sequence as
well, and that recognition is negatively influenced by word competition from the word
initial cohort. Furthermore, the word recognition in context experiment reveals that
contextual information can enhance the recognition of words which are recognised less
well.
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2 1. INTRODUCTION

T HE development and improvement of Automatic Speech Recognition (ASR) has been
one of the greatest successes in the field of speech technology over the past several

years. Speech technology has found its practical use in a range of different settings, such
as virtual assistants, messaging apps, search engines, and home automation. However,
for an ASR system to recognise words from spoken speech, a large vocabulary needs to
be learned in a supervised setting, which requires a large amount of transcribed speech
data. For many low-resource or unwritten languages, such transcribed training data is
not readily available, which makes this technology inaccessible for those languages.

Humans, on the other hand, are able to learn vocabularies from raw sensory input in
notably more difficult scenarios. It is theorised that the fact that babies repeatedly hear
certain words while they observe certain objects around them, enables them to learn
a mapping between speech and objects [1]. Repetitive hearing of these utterances in
the context of some functional consistency, such as picking up an object, displays the
meaning of a smaller constituent of such an utterance, e.g., a word, and potentially the
class of objects it belongs to [2].

Some core principles of Visually Grounded Speech (VGS) models are inspired by
these natural learning processes. While ASR models use speech signals only, Visually
Grounded Speech models include visual information instead of textual transcriptions to
guide the training of models [3]. This multi-modal approach is more closely inspired by
human language learning, and provides the advantage of removing the need for tran-
scribed training data. Recently, there has been an increasing interest in learning lan-
guages through such multi-modal approaches, which directly pair speech signals with
visual input [3–10].

VGS models can have a big influence on speech technologies in the short and long-
term. In the short-term, speech technologies such as retrieving images given a speech
signal could be developed for low-resource or unwritten languages. In the long-term,
VGS models could potentially be used to develop speech recognition models, or be used
in robotics, where such models could learn languages based on co-occurring audio and
video signals [11].

Currently, we are still far away from developing VGS models as speech recognisers
which can directly map speech to textual transcriptions. Traditional ASR systems are
trained on transcribed segmented words specifically for the speech recognition task,
as opposed to VGS models which are trained on images and speech for retrieving im-
ages given speech. In order to determine whether and how VGS models can be used
in speech technologies, more needs to be learned about whether a VGS model actually
learns to recognise words from the images and speech it is trained on. Furthermore, lit-
tle is known about the inner workings of a VGS neural model, in particular about how
individual words are activated and stored in the neural model.

In order to explore and add to the potential development of such future speech tech-
nologies, the purpose of this research is to investigate whether and how a VGS model
performs word recognition. In the following section, the problem statement, and the
research questions that follow from it, will be discussed.
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1.1. PROBLEM STATEMENT AND RESEARCH QUESTIONS
VGS models are not explicitly trained to work as speech recognisers, but rather to create
visual-semantic alignments between images and speech signals. VGS models are trained
on images with relevant speech captions, in order to embed them in a common embed-
ding space. As a result these models can retrieve an image embedding when given a
speech embedding, and vice versa. Since the VGS model does not return a textual tran-
scription when given a word, word recognition can be evaluated by first embedding im-
ages and words, and then retrieving image embeddings with a high cosine similarity to
the word embeddings. The textual captions of the images can then serve as ground-truth
labels for evaluating whether the visual referent of a word was present in the image, and
therefore whether the word was ‘recognised’.

Although VGS models are not explicitly trained as speech recognisers, recent research
indicates that VGS models learn to recognise meaningful sentence constituents such as
phonemes (units of sound in linguistics) and words from the speech captions it is trained
on [5, 6, 12–14]. It appears that a VGS model does not just encode these constituents
into the speech embeddings, but that the model actually ‘recognises’ individual words
and learns to map them onto their correct visual referents. This means that the VGS
model implicitly learns phonemes and words from the speech captions it is trained on,
as opposed to learning a vague acoustic representation of a speech signal.

Moreover, research by Havard and colleagues showed that their VGS model was able
to reliably map individual words to their visual referents, which indicates that a VGS
model is able to perform word recognition [12]. Havard and colleagues used syntheti-
cally generated speech captions, while in this research word recognition will be investi-
gated with the Flickr8k dataset, which contains naturally spoken speech captions. Word
recognition is expected to be more challenging with naturally spoken speech as opposed
to synthetic speech, due to naturally spoken speech having more variation in quality,
noise and speaking rate than synthetic speech.

Therefore, the first aim of this research is to investigate whether a VGS model can
recognise words based on naturally spoken speech signals. Consequently, the first re-
search question is formulated as follows:

• Research Question 1: Can a Visually Grounded Speech model perform word recog-
nition with naturally spoken speech?

So far, little is known about the inner workings of a VGS neural model, in particular about
how a VGS model recognises words based on naturally spoken speech. Therefore, the
second research question is defined as follows:

• Research Question 2: How are naturally spoken words recognised by a Visually
Grounded Speech model?

Taking inspiration from human speech recognition (HSR) research, this question will be
approached from several different perspectives, which will be addressed through five
sub research questions.

Firstly, word recognition can be investigated from the perspective of word activa-
tion. Word activation in humans refers to the ‘goodness’ of fit between a sensory input
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and the mental representation of a word [15]. As a result, there can be different levels
of activation of the word in the mental representation of a human, based on how much
word information is heard. This research will investigate word recognition in a VGS model
through looking at word activation. A gating experiment, inspired by HSR, will be per-
formed where words, segmented at increasing length from word onset and offset, are
presented to the model in order to determine the amount of word activation at different
points in time. Looking at these word activations could give insight into the 1) time-
course of word recognition, 2) the amount of information needed for word recognition,
and 3) whether the neural model is able to encode units of sound, such as phonemes.

• Sub question 1: What is the time-course of word recognition?

• Sub question 2: What is the amount of information needed for word recognition?

• Sub question 3: Is the model able to encode units of sound, such as words and
phonemes?

Secondly, it is well known that contextual information, such as for example a part of the
sentence surrounding a word, can aid word recognition in humans if provided as sensory
input [16]. In HSR this can be investigated through a priming experiment, where a hu-
man listener is provided with both primed and unprimed sensory input. In this research
a priming experiment, inspired by HSR, will be performed, where the VGS model’s word
recognition ability is evaluated by comparing its performance in a ‘primed’ setting (with
contextual information) with its performance in an ‘unprimed’ setting (without contex-
tual information). This experiment can reveal if, like in humans, contextual information
can aid or hinder word recognition in a VGS model.

• Sub question 4: How does contextual information affect word recognition?

Lastly, this research aims to uncover acoustic and linguistic factors which inhibit or aid
word recognition. Psycholinguists and ASR researchers have been interested in the cross-
fertilisation of HSR and ASR research for quite some time [17]. Following these efforts,
this research aims to uncover whether factors affecting word recognition in humans also
affect word recognition in VGS models.

• Sub question 5: What linguistic and acoustic factors affect word recognition?

The rest of this thesis is organised as follows. Firstly, relevant literature on Word Recog-
nition in humans (Section 2.1), Automatic Speech Recognition (Section 2.2) and Visu-
ally Grounded Speech models (Section 2.3) will be discussed. Secondly, the methodol-
ogy (Section 3) behind the experiments which were performed to answer the research
questions will be explained. Thirdly, the results (Section 4) of these experiments will be
presented, followed by a discussion of the results together with the limitations of this
research (Section 5). Afterwards, several recommendations for future research will be
outlined (Section 6). Lastly, the research questions will be answered in the conclusion,
followed by a conclusive statement regarding this work’s contributions (Section 7)
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T HE purpose of this research is to analyse whether and how a VGS model performs
word recognition. In order to investigate this, this chapter presents a review on three

distinct topics relevant to this research:

1. Word Recognition in humans

2. Automatic Speech Recognition

3. Visually Grounded Speech models

2.1. WORD RECOGNITION IN HUMANS
The process of recognising words is a seemingly effortless practice for humans, however
the underlying process is very complex, and constitutes an active research topic for psy-
cholinguists. Whenever humans engage in language use, they map incoming auditory
information onto their mental lexicon, which contains the words they know. The sounds,
which are called ‘phones’ in linguistics, that best resemble the incoming speech signal
are ‘activated’. These activated phone representations, activate every possible word in
which they appear, irrespective of the position of the phone in the word. As more speech
information becomes available, words that no longer match the input will drop out of
the list of activated words. Words that are activated are called ‘competitors’ or ‘competi-
tor words’. The competitor word that best matches the speech input is recognised, in a
process called word recognition [18].

In order to model this behaviour of accessing words in our mental lexicon, psycholin-
guists have developed models of spoken-word recognition. The purpose of these mod-
els of spoken-word recognition is to explain the different stages and mechanisms which
are at play during word recognition in humans [18]. More recent models of spoken-
word recognition can be implemented as computer programs, which allows testing of
the ‘goodness’ of fit between a word recognition theory and collected behavioural data
[19]. A number of these spoken-word recognition models will be discussed in the follow-
ing section.

2.1.1. MODELS OF SPOKEN WORD RECOGNITION
The first of these spoken-word recognition models, which was introduced in the 1980s,
is the COHORT model [20]. According to the COHORT model, a speech signal would ac-
tivate all words with the same word onset (i.e. start of the word) in the listener’s mental
lexicon, and as more speech information becomes available to the human listener, words
that no longer match the input are progressively ruled out. As a result, a single word in
a listener’s mental lexicon would be left which matched the speech signal, and the word
would be recognised. This spoken-word recognition model had a number of shortcom-
ings, namely that it did not incorporate that human listeners can recognise words that
mismatch from the word onset [21], and that human listeners recognise words occurring
more frequently in a language more easily [22]. However, this model sparked the devel-
opment of new models of spoken-word recognition which did account for such intrica-
cies. An example of one of these is the TRACE model of spoken-word recognition [23],
which has been computationally implemented. The TRACE model accounted for some
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shortcomings of the COHORT model, for example the consideration of word frequency,
which was introduced by Dahan and colleagues [24], and that words can be activated for
any part of the speech signal and not only with the word onset available to the human
listener [18]. However, a significant drawback of this model remains, namely that TRACE
can only use very small lexicons, so in order for it to realistically represent human word
recognition, it would have to be able to use larger lexicons [18]. In order to overcome
this problem, SHORTLIST was introduced [25], which is a two-staged model that allows
a more realistically sized lexicon [18]. There are many more models of spoken-word
recognition, which fall outside the scope of this research to cover. For a more detailed
summary please refer to [18].

Psycholinguists have not reached a consensus as to which model best captures hu-
man word recognition, and it is still an active field of discussion and research. However,
there are a number of mechanisms on which they have reached a general consensus. The
first of those is that multiple word candidates are activated in the mental lexicon when a
word or part of a word is being heard [26]. The second is that these word candidates are
competing to be recognised [18].

2.1.2. FACTORS AFFECTING WORD RECOGNITION

There are a number of different linguistic and acoustic factors which are known to affect
word recognition in humans. In the following paragraphs, a number of factors which are
also considered in the experiments in this research will be discussed.

A factor known to affect word recognition in humans is word frequency. Word fre-
quency refers to how frequently a word occurs in a language [22]. Multiple researchers
have found word frequency to affect word recognition, where more frequent words are
recognised faster, and with lower error rates than words which appear less frequently in
a language [22, 27].

Furthermore, due to the large variability in the speech signal [18], the manner in
which a speech signal is uttered can have an effect on how well it can be recognised.
[18] For example, a factor known to affect word recognition is the speaking rate of the
speaker. The speaking rate can be calculated by dividing the amount of phonemes present
in a word by the length of a speech signal. For example, research by Sommers and col-
leagues found that human listeners could identify words in a speech signal less well
when they were presented with multiple words at mixed speaking rates, as opposed to
being presented with multiple words at a single speaking rate [28].

Furthermore, vowels and consonants in a speech signal appear to play a different
role of importance in the process of word recognition. Research by Cole and colleagues
investigated the relative importance of vowels and consonants by replacing vowels or
consonants in words with noise, and asking human listeners to try and transcribe the
words they heard [29]. They found that word recognition was considerably more reliant
on vowels than on consonants, because twice as many words were recognised if vowels
were retained in the speech signal than if consonants were retained [29].

Also, the number of competitor words plays a role in human speech processing: the
more competitors there are, the longer it generally takes for a word to be recognised [30].
A way to represent the number of words competing for word recognition is by calcu-
lating the size of the word-initial cohort [31]. The word-initial cohort stems from the
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original COHORT theory. When the first phonemes of a word are heard, a set of words is
activated in the mental lexicon which share an initial sequence of phonemes, the word-
initial cohort. As progressively more phonemes of a word are heard, the word-initial
cohort diminishes in size as less competitor words match the initial word onset [20].
Gating experiments have shown that humans subconsciously produce such sets during
word recognition [31, 32], and that the size of the word-initial cohort appears to affect
word recognition.

Another way to quantify the amount of competitor words that are activated during
word recognition is the phonological neighbourhood density. The phonological neigh-
bourhood density refers to the number of words that differ a single phoneme from the
target word [33]. The phonological neighbourhood density thus represents a set of words
which are phonologically very similar to a word, and are likely to be activated as com-
petitor words during word recognition.

2.1.3. GATING AND PRIMING
The process of word recognition can be researched through a method called ‘gating’.
Gating experiments are used to investigate the relation between the acoustic signal and
access to the mental lexicon. In a gating experiment, words are repeatedly presented to
a subject, with increasing length from word onset on each successive pass [34], allowing
researchers to investigate the amount of input required for a subject to correctly recog-
nise a word. Furthermore, gating allows the time-course of word recognition to be eval-
uated at each ‘gate’, which can reflect how strongly words are activated at each time step
within a word [35]. Through a gating experiment, Grosjean and colleagues showed that
not all words are recognised before their acoustic offset, showing that word recognition
does not have to be strictly sequential [36]. This raised some problems for spoken-word
recognition models such as the COHORT model, which works on the premise that words
are recognised sequentially.

The process of storing and accessing words in the mental lexicon can be researched
through priming experiments. Priming experiments aim to investigate whether expo-
sure to a certain stimulus, a prime, can facilitate or inhibit the speed of recognition of
a subsequent stimulus, i.e. the ‘target word’ [16]. It is well known that recognition of
words by humans can be activated or suppressed by priming effects, thus hindering or
aiding the speed of recognition [37]. For example, semantic priming experiments have
shown that presenting a human listener with a semantically related prime, such as ‘cat’,
can help with speed of recognition of the word ‘dog’ in comparison to first presenting the
listener with an unrelated prime such as ‘book’ [38]. As a result, these gating and prim-
ing experiments can provide insight into how words are activated in a human listener’s
mental lexicon.
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2.2. AUTOMATIC SPEECH RECOGNITION
Automatic Speech Recognition (ASR) technology has become ever so prevalent in our
everyday lives. For example voice assistants, which have long been regarded as sci-
ence fiction, have quickly become a familiar part of many services used on a daily ba-
sis. There are two main components in an ASR system, namely an acoustic model,
which represents the relationship between an acoustic signal and some linguistic unit
e.g. a phoneme, and a language model which models the statistical relationship between
words in a language. Until about a decade ago, most ASR systems were based on Hidden
Markov Models (HMMs) for language modelling together with Gaussian Mixture Models
(GMMs) for building acoustic models [39]. In the past decade however, Deep Learning
models have taken speech recognition by storm, and have become the go to approach
for acoustic modelling [40, 41], helping to lower word error rates to as low as 4.9% on En-
glish continuous speech recognition tasks [42]. The next section will further elaborate
on the topic of Deep Learning and how it is applied in speech recognition tasks. After
that, a number of acoustic features which are used for ASR tasks will be discussed.

2.2.1. DEEP NEURAL NETWORKS

Figure 2.1: A Deep Artificial Neural Network containing multiple layers of neurons stacked on top of each other.

Deep Learning is a subfield of Machine Learning that aims to tackle machine learning
tasks through the use of Artificial Neural Networks (ANNs). As displayed in Figure 2.1,
an ANN is a mathematical model of an interconnected group of neurons that is loosely
inspired by the neuron activations that happen in a biological brain. Neurons are con-
nected through weights which contain activation functions to transform the input which
passes through the connections, and the weights in those connections can be adjusted in
order for the model to make predictions based on its input. As seen in Figure 2.1, an ANN
contains multiple layers of connected neurons, called hidden layers, where parameters
can be passed through.

In a process called supervised learning, an ANN can be given a set of desired outputs
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for an input, and it adjusts the weights in the connections to transform its input to the
desired output. This requires a loss function which can be used for calculating the dis-
tance between the computed output and the desired output. This loss can be propagated
through the ANN weights through an algorithm called backpropagation, in order for the
network to adjust its weights to minimize its loss, thus bringing the desired output closer
to the computed output. As a result, an ANN can learn to transform a given input to a
desired output for classification or regression problems.

ANNs started to perform really well on machine learning tasks after researchers started
to implement deep architectures, containing many layers of neurons stacked on top of
each other (as shown in Figure 2.1). These Deep Neural Networks (DNNs) boasted many
more learnable parameters, allowing complex patterns to be learned from data. This
allowed DNNs to be applied to large scale learning problems [43], such as speech recog-
nition, where they have to be trained on large amounts of data in order to make accurate
predictions. When DNNs started to be applied to speech recognition tasks, they quickly
surpassed traditional GMMs in terms of word error rates [44]. In the next section, it will
be discussed how DNNs are used in ASR, and which specific DNN architectures are often
applied. Afterwards, the acoustic features used for training such DNNs will be discussed.

2.2.2. ASR WITH DEEP NEURAL NETWORKS

Figure 2.2: A visual representation of an ASR pipeline using an acoustic model, lexicon and language model in
order to perform a word prediction based on acoustic features extracted from raw speech.

In Figure 2.2, a pipeline for an ASR system is shown. Acoustic features are computed
on speech signals, in order to extract a vector of features to represent each frame within
a speech signal. The decoding of word content within a speech signal is performed si-
multaneously by an acoustic model, a lexicon and a language model. An acoustic model
is trained to recognise units of sound, e.g. phonemes, present within a speech signal.
The lexicon is a corpus which stores how words are pronounced phonetically, and can
be used to transform the phoneme output from the acoustic model into words. The lan-
guage model is trained on large amounts of text and represents the probabilistic proper-
ties of a language, which allows it to make predictions as to which words will most likely
follow from a sequence of words.
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DNNs are often used for the task of acoustic modelling in combination with an HMM
for language modelling. DNNs can also be used to perform ASR in an end-to-end con-
figuration, where a single DNN is used to directly map acoustic features to words [45].

Two specific DNN architectures will be discussed, which - next to the traditional
DNN architecture introduced in Section 2.2.1 - helped to achieve the low word error rates
seen in speech recognition systems today. The two DNN architectures are Convolutional
Neural Networks (CNNs) [46] and Recurrent Neural Networks (RNNs) [47]. These DNN
architectures can be trained on transcribed speech data, while working as an acoustic
model or as an end-to-end configuration, and as a result can find phonemes or words
that are present in a speech signal. The general configuration of these DNNs, and their
particular applicability to ASR will be discussed in the following paragraphs.

CONVOLUTIONAL NEURAL NETWORKS

Different from the traditional hidden layers in a DNN as shown in Figure 2.1, a CNN uses
a specialized linear operator to transform the input passed through the neural network.
As shown in Figure 2.3, a CNN uses convolution and pooling layers, where the convo-
lution layer ‘convolves’ (see [48] for more information on the convolution operation) a
matrix of weights (i.e. a kernel) over an input, such as an acoustic feature, and the pool-
ing layer subsamples information from the input in order to retain the most important
information [49]. As shown in Figure 2.3, these convolution and pooling layers can be
stacked on top of each other, allowing the dimensionality of the input data to be re-
duced while extracting key describing features. Furthermore, the weights in the kernel,
which are convolved over the input data, can be trained to discover patterns in the data,
allowing CNNs to learn to transform the input to a desired output.

Figure 2.3: A Convolutional Neural Network architecture introduced by [46] showing how an input image is
passed through multiple convolution and pooling layers in order to produce an output.

Particularly interesting about a CNN is that - other than a traditional DNN as shown
in Figure 2.1 - it can process 2 or 3-dimensional input data while retaining the spatial
structure of data. As a result, CNNs are often applied in image recognition tasks [46],
but CNNs can also be used on 2 or 3-dimensionally organised acoustic features, and as
a result be applied to speech recognition tasks [40]. Using CNNs for speech recognition
is desirable due to three inherent properties: locality, parameter sharing, and pooling
[50]. These properties allow a CNN to show a certain invariance to changes in acoustic
features, i.e. changes created by small amounts noise and between speaker differences,
which are beneficial to neglect when performing ASR [40].
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RECURRENT NEURAL NETWORKS

RNNs use a specialized architecture that facilitates the modelling of sequential data [41].
Given that speech is also a temporal sequence of data, an RNN should inherently be able
to model speech sequences well. An RNN differs from a traditional ANN as shown in Fig-
ure 2.1 by having sequential connections between neurons inside a single hidden layer,
as shown in Figure 2.4. This mechanism facilitates the modelling of temporal sequences,
because activations from earlier neurons in a sequence can be carried over to neurons
further down the sequence within the same hidden layer. As shown in Figure 2.4, each
neuron’s activation is calculated as a function of the weighted sum of activations of the
neurons located before it in the sequence.

Figure 2.4: A generalized display of the recurrent connections between neurons in a hidden layer in a basic
Recurrent Neural Network.1

Initially, RNNs were difficult to train due to the vanishing gradient problem, where
gradients become vanishingly small during backpropagation, which made it difficult to
train the weights in the recurrent connections between neurons [51]. This problem was
overcome by the introduction of gating mechanisms such as Long-Short Term Memory
(LSTM)[51] and Gated-Recurrent Units (GRU)[52]. These gating mechanisms replaced
the recurrent connections between neurons in a hidden layer with gating units such as
the GRU shown in Figure 2.5.

Figure 2.5: A GRU with reset gate rt to forget certain information from its input, and update gate zt to deter-
mine how much information from its input it wants to keep.2

1https://commons.wikimedia.org/wiki/File:Recurrent_neural_network_unfold.svg#/media/
File:Recurrent_neural_network_unfold.svg

2https://upload.wikimedia.org/wikipedia/commons/3/37/Gated_Recurrent_Unit2C_base_
type.svg

https://commons.wikimedia.org/wiki/File:Recurrent_neural_network_unfold.svg#/media/File:Recurrent_neural_network_unfold.svg
https://commons.wikimedia.org/wiki/File:Recurrent_neural_network_unfold.svg#/media/File:Recurrent_neural_network_unfold.svg
https://upload.wikimedia.org/wikipedia/commons/3/37/Gated_Recurrent_Unit2C_base_type.svg
https://upload.wikimedia.org/wikipedia/commons/3/37/Gated_Recurrent_Unit2C_base_type.svg
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As shown in Figure 2.5, these GRUs contain reset and update gates rt and zt which al-
low the GRU to determine what part of the information, that passes through, it wants to
keep, and what part it wants to forget. These reset and update gates help avoid gradients
from becoming vanishingly small during backpropagation, as these gates essentially al-
low neurons to be ‘skipped’ when calculating the gradient. Stacking multiple layers of
neurons with gating units, similar to stacking multiple layers as shown in Figure 2.1, al-
lows the network to learn long-range time dependencies within its input data, which is
beneficial when modelling temporal information such as speech [41].

In order for an RNN to make predictions from an acoustic feature to text (as is done
in ASR), an encoder-decoder architecture is used to make a sequence-to-sequence pre-
diction. A sequence-to-sequence model tries to map a fixed length input with a fixed
length output where the length between an input and output may be different [53]. In
an encoder-decoder architecture, the encoder creates an encoding vector to best repre-
sent the information in the input acoustic features. Consequently, the decoder receives
this encoding vector as input and decodes the sequence of text from it. In order for an
RNN to determine which part of the input sequence it should focus on, an attention-
mechanism can be used [54]. An attention-mechanism ranks the relevancy of certain
parts of the input received from the encoder, and can therefore decide which parts of the
input sequence it should focus on in its decoding [55]. An attention-mechanism in an
RNN allows the model to focus on certain frames of the input sequence when predicting
certain frames of an output sequence, which enhances the quality of learning through
the discarding of less important information in an acoustic feature [56].

2.2.3. ACOUSTIC FEATURES

To train neural models for speech recognition, speech signals are often transformed into
an acoustic feature. The purpose of an acoustic feature is to represent acoustic proper-
ties of a speech signal in such a way that it can be given as input to an ANN [57]. Fur-
thermore, an acoustic feature can remove information which is less relevant for speech
recognition from a speech signal, such as power, pitch and vocal tract configuration [58].

Generally the process of developing acoustic features is divided into three stages.
Firstly, the spectral envelope of the power spectrum is calculated, which is the curve
outlining the distribution of power inside the frequency components of a speech sig-
nal at different time steps. Secondly, a number of features are calculated, differing per
acoustic feature method. Lastly, these calculated features are compressed into a smaller
set of features in order to arrive at the final representation of a speech signal at different
time steps [59].

Mel-Frequency Cepstral Coefficients (MFCCs) are arguably the most well-known acous-
tic feature for training speech recognition models. MFCCs were introduced by [60], and
have since been widely applied in ASR models with state-of-the-art performance. To
create MFCCs, the power spectrum over frames of the signal is calculated using the fast-
fourier transform. Then, logarithmic Mel-scale filterbanks are applied to all the trans-
formed frames. Lastly, the discrete cosine transform is calculated over the logarithmic
Mel spectrum on all frames, resulting in the final MFCC representation for a speech sig-
nal. Through applying the logarithmic Mel-scale filterbanks this technique better ap-
proximates characteristics of the human auditory system than linearly-space frequency
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bands [61]. The coefficients are robust and have shown to be reliable when being used
with different speakers and recording conditions [59], which makes this acoustic feature
suitable for speech recognition tasks. Generally, 10-13 of the MFCC coefficients are used
for speech recognition [62], however often researchers expand this by adding first-order
(∆) and second-order variations (∆∆) of the computed MFCCs [40], as this has often
shown to improve speech recognition performance [63].

Linear predictive coefficients (LPC) are also applied as an acoustic feature for speech
recognition. The premise of LPC is that a speech sample at a specific time can be ap-
proximated as a linear combination of past speech samples [57]. Then, by minimising
the sum of squared differences between the actual sample and the predicted ones, a sig-
nal can be uniquely represented through a set of derived coefficients. The result is a
signal, compressed to a unique set of coefficients, which is very memory efficient. In
some research, LPC is criticized for losing vital information in a speech signal due to it
being a linear approximation of a speech signal, while human speech is inherently non-
linear [59]. However, it has achieved successes in some speech recognition tasks, such
as in embedded systems in robotics, where memory-efficiency is a priority [64].
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2.3. VISUALLY GROUNDED SPEECH MODELS

Figure 2.6: A simplified representation of the interplay between the speech and image encoders in the dual-
encoder structure of a Visually Grounded Speech model.

The traditional ASR model architectures described in Section 2.2.1 often require sub-
stantial amounts of transcribed training data to accurately recognise words from speech
signals. Recently, there has been an increasing interest in building speech technologies
which directly align speech signals to images [3–9]. These Visually Grounded Speech
(VGS) models use visual information rather than textual transcriptions to guide the train-
ing of the model. Following the approach of multimodal neural models which produce
visual-semantic alignments for images and text [65], a VGS model employs two paral-
lel Deep Neural Networks (DNNs) which can be trained to map a speech signal and a
corresponding image into a common embedding space.

Figure 2.6 shows a simplified representation of a VGS model, where an image encoder
and speech encoder can be used to create image and speech embeddings. If the model
is provided with semantically related image-caption pairs, the model can be trained to
minimise the cosine distance between these pairs. As a result, speech captions and im-
ages that are semantically similar are embedded closely together, i.e. with high cosine
similarity, and semantically unrelated speech captions and images are not. A speech em-
bedding can then be used to retrieve semantically similar image embeddings by return-
ing images with high cosine similarity to it, and vice versa. The VGS model’s general per-
formance is then evaluated with a caption-to-image Recall@N score for image-caption
pairs, representing the percentage of captions for which the correct image was found in
the top N retrieved images [3].

Harwath and colleagues [3, 4] were among the first to propose such a neural model
for the purpose of embedding images and speech, by training their network on the Flickr8k
dataset which contains image-caption pairs. A few years later, a number of researchers,
such as Chrupała and colleagues, trained VGS models on the same dataset. They im-
proved the VGS model’s architecture for embedding image and speech pairs, and achieved
better caption-to-image retrieval scores in comparison with [3, 4] (R@1: 5.5). Merkx and
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colleagues followed a few years later with an improved architecture and achieved a con-
siderably better performance on the caption-to-image retrieval task (R@1: 8.0) [6]. Cur-
rently, Ilharco and colleagues have achieved the best caption-to-image retrieval scores
by pretraining their VGS model on synthetic data and finetuning their model on the
Flickr8k image-caption data (R@1: 13.9) [10].

A variety of different VGS architectures and tasks has been proposed since then. For
example, Kamper et al. [7] introduced the task of semantic keyword spotting through
VGS models. Based on a text query, these models aimed to retrieve semantically rele-
vant speech utterances [66]. This task was later extended in order to perform in a cross-
lingual setting, where Kamper et al. showed how the VGS model could retrieve a speech
utterance in English from a German query [9]. Furthermore, some researchers have di-
rected their focus on the representations and activations learned within VGS models and
have discussed the methodology for their analysis [12–14, 67].

In the following section the neural networks used in the dual-encoder structure of
a visually grounded speech model will be discussed. Afterwards, a number of ways in
which word recognition with Visually Grounded Speech models has been researched will
be discussed.

2.3.1. VISUALLY GROUNDED SPEECH MODEL ARCHITECTURES
As shown in Figure 2.6, the architecture of a VGS model consists of two encoders, one to
encode speech data and another to encode image data. This dual-encoder setup allows
such a model to encode two different modalities, such as images and speech [3–9], and
train the model in order for it to embed the image-caption pairs together with high co-
sine similarity. First, a number of image encoders used in VGS models will be discussed,
followed by a number of speech encoders.

IMAGE ENCODERS

The purpose of an image encoder is to create an image embedding which captures mean-
ingful visual constituents within an image, such as the objects present within an image
[3]. As a result, a speech signal can be aligned to these visual constituents, and the image
and speech encoders can be trained simultaneously in order to create a visual-semantic
alignment between images and speech. In order to find these visual constituents and
create these image embeddings, often DNNs are applied which have been developed for
large-scale image recognition tasks [3, 5–7], and can therefore recognise a large number
of different classes, i.e. categories of objects, within images. Often, these image recogni-
tion networks are pre-trained on the Imagenet dataset [3–9], which contains 1.2 million
images from 1000 different classes [68]. These pre-trained image recognition networks
are then employed as image encoders by removing the final classification layer, and tak-
ing the neuron activations in the penultimate hidden layer as a representation of the
visual constituents in an image.

In the VGS model by [3], the authors employed a regions convolution neural network
(R-CNN) pre-trained on the Imagenet dataset [68, 69]. This R-CNN combines a region
proposal module together with a traditional convolution neural network which looks for
objects within the proposed regions. At the time, this network achieved top-performing
scores on the Pascal VOC2012 object classification challenge, making it suitable for en-
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coding images [69]. In later VGS architectures, researchers often opted for the VGG-16
image recognition network as their image encoder [5, 7, 12, 70]. VGG-16 is a deep CNN
which shows outstanding performance on large-scale image recognition tasks, achiev-
ing top scores on the ILSVRC-2014 challenge for classifying images in Imagenet [71]. This
architecture made improvements over previous image recognition networks by applying
a very deep architecture with many layers, using smaller kernels for convolution [71]. In
more recent VGS models, researchers have been using residual neural networks (ResNet)
for their image encoders [6, 10], which have helped in achieving the best caption-to-
image Recall@N scores in VGS models. Resnet also makes use of the improvements
made with VGG-16, namely smaller kernels in the convolution layers, and a deep ar-
chitecture [72]. Resnet employed an architecture eight times deeper than VGG-16, while
having a lower training complexity, by employing residual connections between layers
[72]. As mentioned in Section 2.2.2, the vanishing gradient problem can prevent deep ar-
chitectures from learning during backpropagation [51]. The residual connections within
ResNet allow the network to jump over hidden layers, lowering the complexity within
the model, which helps the model to overcome this vanishing gradient problem during
training. In [6], the authors employ a Resnet network with 152 layers pre-trained on Im-
agenet [72], with the final classification layer removed. Out of the networks pre-trained
on Imagenet, which are readily available in popular Python Deep Learning frameworks
(Pytorch, Keras), Resnet-152 has one of the lowest image classification error rates [72].

SPEECH ENCODERS

A speech encoder can be used to create speech embeddings of acoustic features. The
purpose of the encoder is that it can find relevant constituents in a speech signal, such as
words, after having been trained on image-caption pairs. Given that speech is inherently
temporal, researchers often opt for DNN architectures, such as CNNs or RNNs, which
model this type of information well [3, 5–7, 12]. Similar to the image encoder, the speech
encoder should output a high-level representation of information in the speech signal,
such as a high-dimensional vector of neuron activations. In most cases, the speech en-
coder is not pre-trained for speech classification, and the entire learning process hap-
pens during training of the VGS model. In the following paragraph, a number of archi-
tectures will be discussed that are used for this purpose.

In the work by Harwath and colleagues [3], a Convolutional Neural Network was
used. Their CNN performed convolution and pooling operations over an acoustic fea-
ture, log mel filterbank spectrograms, which were made from the speech caption data. As
explained in Section 2.2.2, using a CNN allows the VGS model to capture speech informa-
tion from pre-segmented spoken words with some degree of invariance to speaker and
environment. Harwath and colleagues trained their VGS model by using pre-segmented
spoken words, as opposed to the speech captions often trained on in works that fol-
lowed in later years [5–7, 12]. With some adjustments, the authors of [3] also trained their
speech encoder using speech captions [4], which is a more difficult task since the speech
captions are unsegmented spoken sentences, containing considerably more acoustic in-
formation about the visual constituents present in an image.

As more speech information was now present within the speech caption data, re-
searchers started to consider speech encoder architectures which could better capture
long-range time dependencies in speech signals. Chrupała and colleagues [5] made
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some improvements to the dual-encoder setup by Harwath and colleagues [3] by chang-
ing the speech encoder from a CNN to a Recurrent Highway Network (RHN) [73]. Re-
current Highway Networks are a generalization of RNNs with gated recurrent units, that
allow recurrent connections between neurons to be of multiple steps [73]. This RHN
setup substantially improved Recall@N caption-to-image retrieval scores over the CNN
setup in [3], most likely due to RHNs being able to more successfully model the temporal
nature of speech signals [5]. After the work by Chrupała and colleagues using RHNs [5],
a substantial improvement to the performance of VGS models was made by Merkx and
colleagues by using a speech encoder which combines convolution operations together
with an RNN [6]. This particular setup performs a convolution operation over an acous-
tic feature, by passing on the convolution frames to a number of stacked GRU units, after
which the frames are passed through an attention mechanism in order to create the final
speech embedding [6]. Combining these convolution, GRU and attention mechanisms
resulted in an improvement over previous VGS architectures, achieving substantial im-
provements to Recall@N scores in the caption-to-image retrieval task (R@1: 8.0).

2.3.2. WORD RECOGNITION WITH VISUALLY GROUNDED SPEECH MODELS
In recent years, the question has arisen whether VGS models implicitly learn words from
the speech captions and images they were trained on. [5, 6, 12–14]. For example, some
research has shown that VGS models implicitly learn to recognise meaningful sentence
constituents such as phonemes and words from the full length speech captions which
they were trained on [5, 6, 12–14, 67]. This gave an indication that, although VGS models
were trained on speech captions without supervision to recognise words, they could still
potentially be used for word recognition.

In order to further understand how ASR systems work, as proposed by [17], it could
be interesting to apply analyses and insights from HSR to develop research methodolo-
gies. In a paper by Havard and colleagues, inspiration was drawn from HSR research to
investigate word recognition in a VGS model [12]. Using a dataset of synthetically spo-
ken captions paired with images, they trained a VGS model in order to embed image-
caption pairs with high cosine similarity. They investigated word recognition by pre-
senting the model with isolated words and counted a correct word recognition if the
model retrieved an image containing the correct visual referent [12]. They found that
their model, which was trained on synthetically spoken captions and image pairs, cor-
rectly recognised words 8 out of 10 times when the model was presented with an isolated
word, and was ‘asked’ to retrieve 10 images [12]. This showed that the model, which
was trained on synthetic speech, did not just learn to encode these constituents, but the
model actually ‘recognised’ individual words and learned to map them onto their correct
visual referents. Furthermore, through a gating experiment where words were presented
to the VGS model in increasing length from word onset and from word offset, they found
that the model needed access to the first phoneme of a word in order to recognise a word
[12]. This indicated that word recognition in their VGS model functioned similar to how
word recognition is theorized to work in humans according to the COHORT model (Sec-
tion 2.1.1).
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T HE purpose of this research was to establish whether and how a Visually Grounded
Speech model can perform word recognition using naturally spoken speech. This

chapter describes the methodology used to answer the research questions defined in
Section 1.1.

To answer the first research question, Experiment 1 (Section 3.3.2) evaluates whether
a VGS model can perform word recognition using naturally spoken speech. In order to
find out whether the VGS model can recognise individual words, individual word em-
beddings and image embeddings were created using the VGS model (Section 3.1). Af-
terwards, word recognition was evaluated through retrieving image embeddings with a
high cosine similarity to the individual word embeddings, and using the words in the
textual captions of the images as ground-truth labels.

To answer the second research question, Experiment 2 (Section 3.3.3) investigated
how words are recognised in the VGS model. The VGS model was presented with words
in speech segments of increasing duration i.e. words with an increasing number of
phonemes. Each segment of phonemes was embedded and word recognition was eval-
uated through retrieving image embeddings with a high cosine similarity to the embed-
ding of the segment of phonemes. This was done to gain insight into 1) the time-course
of word recognition, 2) the amount of information needed for word recognition, and 3)
whether the neural model is able to encode units of sound, such as phonemes.

Furthermore, to answer the second research question, Experiment 3 (Section 3.3.4)
was performed to research how word recognition in the VGS model is affected by pro-
viding a preceding context to the word. This third experiment was inspired by priming
experiments done in HSR research. In this experiment a contextual stimulus, i.e. the
caption preceding the word, was encoded in the VGS model before word recognition
was evaluated. This was done to gain insight into how contextual information affects
word recognition in a VGS model.

Lastly, in order to better understand linguistic and acoustic factors affecting word
recognition in a VGS model, a statistical analysis of factors affecting word recognition
was done for the results of the first and second experiment (Section 3.3.2 & Section 3.3.3).

In the next three chapters, firstly the VGS model with which the three experiments
were performed will be illustrated. Secondly, the metrics used to evaluate the model’s
caption-to-image retrieval performance and word recognition performance will be dis-
cussed. Lastly, the three experiments using this VGS model will be described.
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3.1. MODEL CONFIGURATION
For the evaluation of word recognition, a version of the RNN-based VGS model config-
uration by Merkx and colleagues was used [6]. The architecture of the model used is
shown in Figure 3.1. The model consists of a dual-encoder structure of two Deep Neu-
ral Networks (DNNs): an image encoder and a caption encoder. The encoders embed
the speech captions and images and the model is then trained to minimise the cosine
distance between image-caption pairs in the embedding space.

Figure 3.1: A visual representation of the image encoder parallel to the caption encoder. Adapted from [6].

3.1.1. ACOUSTIC FEATURES
As explained in Section 2.2.3, transforming a speech caption to an acoustic feature allows
the representation of acoustic properties of a speech signal in a way that can be given as
input to a DNN. For this research MFCCs were chosen as the acoustic feature used to
train and test the model. MFCCs have shown great performance in speech recognition
tasks, which is partly attributed to MFCCs approximating the non-linearity of the human
auditory system [59]. The manner in which MFCCs are computed is explained in Section
2.2.3. Using code developed by [6], these features were computed for the speech captions
in the Flickr8k Dataset.

The MFCCs were calculated over 25ms frames, with a shift of 10ms. Of the 14 MFCC
features computed, the first MFCC feature was discarded for lack of conveying relevant
information to the shape of the spectrum, in order to arrive at a set of 13 MFCC fea-
tures. The first-and second-order variations of these MFCC features were concatenated
to these features, resulting in 39-dimensional feature vectors representing each frame in
a speech caption.

3.1.2. IMAGE ENCODER
The image encoder used in this VGS model makes use of ResNet-152, which was pre-
trained on ImageNet, a dataset containing a 1000 classes and 1.2 million images [72]. As
discussed in Section 2.3.1, ResNet-152 is a deep convolutional neural network with out-
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standing performance on image classification tasks [72], which makes it suitable as an
image encoder.

ResNet-152 expects all input images to be of the same dimensions. For that reason,
all images in Flickr8k were first standardized to the same size. In order to retain aspect
ratio, the images were resized so that the smallest side contained 256 pixels. As some
images did not have equal dimensions, some visual information could be lost if the im-
age would be cropped. To avoid this, 5 different 224 x 224 pixel crops were taken from
all four corners and from the middle of the image. Furthermore, the same 5 crops were
taken from the mirrored image to create more data points.

The resulting 10 crops were passed through ResNet-152. In Figure 3.1 it is shown that
the final classification layer of ResNet-152 was removed and the vectors of activations in
the penultimate layer was taken. These feature vectors were computed for all 10 crops of
an image and were then averaged out.

As can be seen in Figure 3.1, a single layer linear projection was consecutively per-
formed on top of the averaged out feature vector from ResNet-152. This layer of the im-
age encoder could then be trained to minimize the loss between the training set images
and captions. As a result, the ResNet-152 architecture together with this linear projection
could be used to create image embeddings.

3.1.3. CAPTION ENCODER

The caption encoder used in this research consists of three main parts: a convolutional
layer, 4 layers of GRUs and an attention layer. This caption encoder is an adaptation
of the configuration used by Merkx and colleagues [6]. For this research, an additional
GRU layer was added to their configuration, which further deepens the architecture of
the caption encoder.

As input, the caption encoder receives MFCC features generated for the speech cap-
tions in the Flickr8k training dataset. Firstly, a 1-dimensional convolutional layer was
applied to the MFCC features with a kernel of size 6 and stride of 2 and 64 output chan-
nels. These channels were then fed to a 4-layer bi-directional GRU, which, as opposed to
a uni-directional GRU (Section 2.2.2), allows the model to learn long-range time depen-
dencies from left-to-right and right-to-left in the MFCC features [6]. Afterwards, the 1024
bi-directional GRU units were concatenated to create 2048-dimensional feature vectors,
which were fed into the attention layer which computed a weighted sum for all captions.
Finally, the resulting feature vectors were L2 normalised to arrive at the final caption
embeddings.

3.1.4. LOSS FUNCTION AND HYPER-PARAMETERS

The dual-encoder structure of the VGS model allows a loss to be calculated between
image-caption pairs passed through the image and caption encoders. As in the work
by Merkx and colleagues, a hinge loss function was adopted (see Equation 3.1) as a guid-
ance for backpropagation [6].

l (θ) = ∑
(c,i ),(c ′,i ′)∈B

(max(0,cos(c, i ′)− cos(c, i )+α)+

max(0,cos(i ,c ′)− cos(i ,c)+α))
(3.1)
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l (θ) represents the loss calculated over the network parameters θ for a mini-batch B .
The model was given mini-batches B of 32 correct caption-image pairs (c, i ), where for
each correct pair (c, i ) the other caption-image pairs in the batch were used to make
mismatched pairs (c, i ′) and (c ′, i ) [6]. The mismatched pairs were made by taking the
25% ‘hardest’, i.e. highest cosine similarity, mismatched pairs (c, i ′) and (c ′, i ) for each
caption-image pair (c, i ). The VGS model was trained to embed caption-image pairs to
have a cosine similarity larger by a margin α = 0.2 than the cosine similarity for mis-
matched pairs.

Lastly, Adam [74] was used as the optimization algorithm, and a cyclic-learning rate
[75] was used which moves smoothly between a minimum and maximum bound of 10−6

and 2∗10−4. The model was trained for 32 epochs.

3.1.5. DATASET
The model was trained on the Flickr8k dataset. This dataset contains 8000 images from
the Flickr photo-sharing website, which have been paired with 5 written captions per
image [76]. The resulting dataset contains 8000 images with 40,000 textual captions de-
picting a wide variety of everyday actions and events [76]. Spoken versions of these cap-
tions were collected from 183 different speakers in a crowdsourcing effort by Harwath
and colleagues [3]. For the training, validation and test set, the data split provided by
[65] was used. This split the dataset into a training set of 6000 images, a validation set of
1000 images and a test set of 1000 images.

3.2. EVALUATION METRICS

3.2.1. EVALUATING CAPTION-TO-IMAGE RETRIEVAL
After training, the general performance of VGS models is often evaluated by calculating
a caption-to-image Recall@N score [3–10], which represents how well the model returns
a matching image given a speech caption. As explained in Section 2.3.1, Recall@N (R@N)
represents the percentage of speech captions for which the correct image was in the top
N highest cosine similarity images returned. Furthermore, the Median R is used, which
is the median rank of the correctly retrieved image given a speech caption.

3.2.2. EVALUATING WORD RECOGNITION
In the paper by Havard and colleagues [12], the retrieval of an image containing a word’s
correct visual referent was used as a measure of the model’s word recognition perfor-
mance. In order to quantify this, a Precision@10 (P@10) score was calculated for each
tested word or for the tested word’s phoneme sequences. P@10 was used as opposed
to R@10, because multiple correct images can be returned containing a correct visual
referent given a tested word.

P@10 was calculated by returning the 10 image embeddings with the highest cosine
similarity to the embeddings of the tested word or for the tested word’s phoneme se-
quences. P@10 was then calculated as the percentage of the 10 images which contained
the correct visual referent. As Flickr8k does not contain labels for image content, the
words in the image captions were used as ground-truth labels.
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3.3. EXPERIMENTS

In this section, the three experiments, which were performed to investigate word recog-
nition and answer the research questions, will be outlined. To perform the experiments,
four speech corpora were created. Firstly, it will be discussed how these datasets were
created. Secondly, the three experiments using these datasets will be described.

The code, used to create the datasets and perform the experiments, was written in
Python 3.7 and R. The code of the VGS model used in the experiments can be found on
this Github page 1. The code used to create the speech corpora, the Python classes to
interact with the VGS model, and the code used to perform the experiments and analyse
the results can be found on this Github page 2.

Table 3.1: The words that are tested for word recognition in the model, together with the phonemes the word
comprises of

Word Phoneme Sequence Word Phoneme Sequence
1 dog [’D’, ’AO’, ’G’] 26 hair [’HH’, ’EY’, ’R’]
2 man [’M’, ’AE’, ’N’] 27 football [’F’, ’UH’, ’T’, ’B’, ’AO’, ’L’]
3 boy [’B’, ’OY’] 28 sunglasses [’S’, ’AH’, ’N’, ’G’, ’L’, ’AE’, ’S’, ’AX’, ’Z’]
4 girl [’G’, ’ER’, ’L’] 29 head [’HH’, ’EH’, ’D’]
5 snow [’S’, ’N’, ’OW’] 30 shorts [’SH’, ’AO’, ’R’, ’T’, ’S’]
6 people [’P’, ’IY’, ’P’, ’XL’] 31 basketball [’B’, ’AE’, ’S’, ’K’, ’IH’, ’T’, ’B’, ’AO’, ’L’]
7 dogs [’D’, ’AO’, ’G’, ’Z’] 32 table [’T’, ’EY’, ’B’, ’XL’]
8 shirt [’SH’, ’ER’, ’T’] 33 water [’W’, ’AO’, ’T’, ’AXR’]
9 child [’CH’, ’AY’, ’L’, ’D’] 34 grass [’G’, ’R’, ’AE’, ’S’]
10 ball [’B’, ’AO’, ’L’] 35 bench [’B’, ’EH’, ’N’, ’CH’]
11 person [’P’, ’ER’, ’S’, ’AX’, ’N’] 36 woman [’W’, ’UH’, ’M’, ’AX’, ’N’]
12 pool [’P’, ’UW’, ’L’] 37 air [’EY’, ’R’]
13 men [’M’, ’EH’, ’N’] 38 field [’F’, ’IY’, ’L’, ’D’]
14 girls [’G’, ’ER’, ’L’, ’Z’] 39 street [’S’, ’T’, ’R’, ’IY’, ’T’]
15 bike [’B’, ’AY’, ’K’] 40 mouth [’M’, ’AW’, ’TH’]
16 rock [’R’, ’AA’, ’K’] 41 dirt [’D’, ’ER’, ’T’]
17 face [’F’, ’EY’, ’S’] 42 mountain [’M’, ’AW’, ’N’, ’T’, ’XN’]
18 boys [’B’, ’OY’, ’Z’] 43 children [’CH’, ’IH’, ’L’, ’D’, ’R’, ’AX’, ’N’]
19 hat [’HH’, ’AE’, ’T’] 44 ocean [’OW’, ’SH’, ’AX’, ’N’]
20 player [’P’, ’L’, ’EY’, ’AXR’] 45 sand [’S’, ’AE’, ’N’, ’D’]
21 jacket [’JH’, ’AE’, ’K’, ’IH’, ’T’] 46 building [’B’, ’IH’, ’L’, ’D’, ’IX’, ’NG’]
22 dress [’D’, ’R’, ’EH’, ’S’] 47 soccer [’S’, ’AA’, ’K’, ’AXR’]
23 swing [’S’, ’W’, ’IH’, ’NG’] 48 park [’P’, ’AA’, ’R’, ’K’]
24 car [’K’, ’AA’, ’R’] 49 camera [’K’, ’AE’, ’M’, ’AXR’, ’AX’]
25 wall [’W’, ’AO’, ’L’]

1https://github.com/DannyMerkx/speech2image
2https://github.com/sebastiaansch/WordRecognitionInVGSmodel

https://github.com/DannyMerkx/speech2image
https://github.com/sebastiaansch/WordRecognitionInVGSmodel
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3.3.1. SPEECH CORPORA
The speech corpora used for the experiments have been created from the 5000 speech
captions and 1000 images in the Flickr8k test set. To perform the three word recogni-
tion experiments, four speech corpora were needed: a dataset of words, two datasets of
phoneme sequences of those words and a dataset containing the preceding captions to
the tested words. In the following sections, the selection criteria for the tested words will
be explained, followed by a description of how the datasets were created.

TESTED WORDS

A visually grounded model relies on there being a consistency between the image con-
tent and speech content in order to create a common embedding space. Therefore, a set
of 49 nouns (Table 3.1) which contained clear visual referents was chosen, such as ‘bike’
and ‘man’, as opposed to articles and adverbs. Furthermore, in order to ensure each word
had enough accompanying images, each noun had to occur at least 50 times in the test
set captions. For this research, the selected 49 words will be referred to as ‘word types’.

SEGMENTING TEST DATA

Of each word type, the first 50 occurrences were segmented from the speech captions in
the test set. In this research, an occurrence of a word type will be referred to as a ‘word
token’.

To segment the word tokens, the word tokens’ phoneme sequences, and the captions
preceding the word tokens, a forced alignment of the speech captions in the Flickr8k test
set was used 3. This forced alignment contained phoneme boundaries of the words in
the speech captions of the Flickr8k test set.

As a result, the first dataset of word tokens was created by segmenting the speech
captions at their word boundaries. The second dataset was created by segmenting each
word token at its phoneme boundaries at increasing lengths from word onset. For exam-
ple, for the word ‘bike’, the speech signal was segmented into ‘B’, ‘B-AY’, and ‘B-AY-K’. The
third dataset was created by segmenting each word token at its phoneme boundaries at
increasing lengths from word offset. For example, for the word ‘bike’, the speech signal
was segmented into ‘K’, ‘AY-K’, and ‘B-AY-K’. The fourth dataset was created by segment-
ing the part of the caption that preceded each word token.

3The forced alignment was created by Markus Müller (https://scholar.google.de/citations?user=
t1g04OYAAAAJ&hl=en). Permission was granted for usage.

https://scholar.google.de/citations?user=t1g04OYAAAAJ&hl=en
https://scholar.google.de/citations?user=t1g04OYAAAAJ&hl=en
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3.3.2. EXPERIMENT 1: WORD RECOGNITION

Figure 3.2: A visual representation of how the word token dataset is used in the first experiment

The aim of the first experiment was to determine whether the VGS model can recognise
words. In order to do this, the 49 word types shown in Table 3.1 were tested. For this
experiment, the first dataset containing the 50 word tokens for each word type was used.
Furthermore, images were taken from the Flickr8k test set to test word recognition on,
namely the images from which word tokens were segmented from its speech captions.

As shown in Figure 3.2, the word tokens and images were passed through the trained
VGS model in order to create embeddings of both the word tokens and images. For each
word token embedding, the ten image embeddings with the highest cosine similarity to
the word token embedding were taken, and a P@10 score was calculated to represent
how many images contained the correct visual referent.

To examine linguistic and acoustic factors which influence the model’s word recogni-
tion performance, a Linear Mixed Effects Regression (LMER) was performed. An LMER
is a suitable regression model to answer this question because it allows the modelling of
random effects. This allows the modelling of variability caused by different speakers and
different words, through the calculation of different intercepts for each random effect.
For the LMER analysis the lme4 package in R was used [77]. All fixed effects that were
tested have been Z-Score normalised. The dependent variable tested is the P@10 score.

For the word recognition experiment, the LMER model takes in as fixed effects: the
signal duration (i.e., number of speech frames), the speaking rate calculated as the num-
ber of phonemes in the word divided by its signal duration, the frequency of occurrence
of the word in the training set and the number of phonemes, vowels, and consonants in
the word. The linguistic and acoustic features used as fixed effects are known to influ-
ence human speech processing (Section 2.1.2). The lme4 formula used to test the factors
affecting word recognition is shown in Figure 3.3 (For more information on how this rep-
resents the mathematical description of the LMER model please refer to [78]).

P@10 ~ Signal duration + Speaking rate + Training set word frequency *
(\# of Vowels + \# of Phonemes + \# of Consonants) + (1 | Speaker ID)
+ (1 | Word ID) + (0 + Signal Duration | Speaker ID)

Figure 3.3: The lme4 formula used to investigate factors affecting word recognition
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The two-way interaction of the frequency of occurrence of the word in the training
set with the number of phonemes, vowels, and consonants was also included. These in-
teraction effects were taken into consideration because words with a certain number of
phonemes, vowels, and consonants might appear more often than others in this dataset.
Furthermore, by-speaker and by-word random intercepts as well as by-speaker random
slopes for signal length were included so that speaker differences with regard to the du-
ration of the signal would also be taken into consideration.

3.3.3. EXPERIMENT 2: TIME-COURSE OF WORD RECOGNITION

Figure 3.4: A visual representation of how the dataset of word tokens phoneme sequences is used in the second
experiment

The aim for the second experiment was to investigate how words are recognised in the
VGS model. A gating paradigm, borrowed from human speech processing (Section 2.1.3),
was used for that purpose. Words were presented to the VGS model in speech segments
of increasing duration, i.e., with an increasing number of phonemes, and the model was
‘asked’ to retrieve an image of the correct visual referent on the basis of the available
phoneme string. This was done to reveal 1) the time-course of word recognition, 2) the
amount of information needed for word recognition, and 3) whether the neural model is
able to encode units of sound, such as phonemes.

For this experiment, the second dataset, which contained words tokens segmented
at their phoneme boundaries, was used. For each word token, this dataset contains
phoneme boundaries segmented at increasing lengths from word onset. Furthermore,
the images from the Flickr8k test set from which the phoneme sequences were seg-
mented from its speech captions were taken.

As shown in Figure 3.4, the word tokens segmented at their phoneme boundaries
from word onset were passed through the VGS model together with the images, in order
to create embeddings of both. For each word token embedding (at increasing length),
the ten image embeddings with the highest cosine similarity to it were taken, and a P@10
score was calculated to represent how many images contained the correct visual referent.

In order to determine the difference in word recognition in the VGS model from word
onset in comparison to word offset, the process as displayed in Figure 3.4 was also ap-
plied to the third dataset of word tokens segmented at their phoneme boundaries from
word offset. This was done to compare whether words are recognised better from word



3

28 3. METHODOLOGY

onset or word offset. As a result, the time-course of word recognition could be compared
with regard to words presented from word onset and words presented from word offset.

This experiment makes use of an LMER to evaluate the linguistic and acoustic fac-
tors affecting word recognition. The LMER model takes into account the earlier men-
tioned frequency of occurrence of the word in the training set and the total number of
phonemes in the word. The size of the word-initial cohort and neighbourhood density
were also included. The word-initial cohort was calculated by determining the number
of words for each phoneme sequence that started with the same phoneme sequence in
the Flickr8k training set, which contains a total of 6182 unique words. This factor in-
dicates the number of words that are considered simultaneously for recognition by the
model given the phoneme sequence it has seen so far. The neighbourhood density is
calculated as the number of words - from the words in the Flickr8k training set - that can
be formed from the phoneme sequence by a one-phoneme substitution [79]. This factor
indicates the similarity between spoken forms of words, and is therefore a second mea-
sure of the number of words that are simultaneously considered for recognition. As in
the previous experiment, these factors used as fixed effects are known to influence hu-
man speech processing (Section 2.1.2). The model also includes a by-speaker and a by-
word random intercept. The lme4 formula used to test factors affecting the time-course
of word recognition is shown in Figure 3.5

P@10 ~ \# of Phonemes + Word-initial cohort + Neighbourhood density +
Training set word frequency + (1 | Speaker ID) + (1 | Word ID)

Figure 3.5: The lme4 formula used to investigate factors affecting the time-course of word recognition

3.3.4. EXPERIMENT 3: WORD RECOGNITION WITH PRECEDING CONTEXT

Figure 3.6: A visual representation of how the fourth dataset of preceding captions is used to ‘prime’ the GRU
in the VGS model used to evaluate word recognition.

The third experiment investigates how word recognition is affected by preceding con-
text. This experiment is inspired by priming experiments performed in human speech
processing research (Section 2.1.3). In a priming experiment, the goal is to see whether
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exposure to one stimulus influences a response to a subsequent stimulus. This experi-
ment can reveal if, like in humans [17], contextual information can aid or hinder word
recognition in a VGS model.

The word tokens of the first dataset have been tested on word recognition in both a
‘primed’ and ‘unprimed’ setting. In the first setting the model was exposed to the pre-
ceding caption and in the second setting it was not given any contextual information.

To provide contextual information, the fourth dataset of captions preceding the word
tokens has been used. As shown in Figure 3.6, in the ‘primed’ setting, the VGS model has
been passed the captions preceding the word tokens, and the hidden activations from
the GRU are taken. As shown in Figure 3.6, these hidden states are then used as initial
hidden states for the GRU in the VGS model which is used to embed the word tokens.
As a result, the word tokens were essentially ‘primed’ with the contextual information
from the captions which preceded them. In the ‘unprimed’ setting, the word tokens were
simply passed through the VGS model without an initial hidden state in the GRU from
the preceding caption. As in the previous experiments, Experiment 3 uses the images
from the Flickr8k test set from which the preceding captions and word tokens were seg-
mented. For each ‘primed’ and ‘unprimed’ word token, the ten image embeddings with
the highest cosine similarity to the word token embedding were taken, and a P@10 score
was calculated to represent how many images contained the correct visual referent.
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T HIS chapter begins with an evaluation of the general performance of the VGS model
with regard to caption-to-image R@N scores. In order to put the R@N scores in per-

spective, the results are compared to caption-to-image R@N scores of other researchers’
VGS models trained on the Flickr8k dataset. Subsequently, the results are organised and
presented following the order of Experiments 1,2 and 3:

1. Word Recognition

2. Time-course of Word Recognition

3. Word Recognition with Preceding Context

4.1. CAPTION-TO-IMAGE RETRIEVAL
Table 4.1 shows the results for the caption-to-image retrieval task obtained with the
model used in this research, as presented in [80]. For comparison, the results of some
other well-known VGS models trained on Flickr8k are listed in the same table. The addi-
tion of an extra GRU layer has led to a substantial performance increase when compared
to the original architecture made by [6], most likely because long-range dependencies
could be captured better and because the architecture of the speech encoder was fur-
ther deepened.

Table 4.1 shows that, in comparison with Merkx et al. [6], Chrupala et al. [5] and
Harwath et al. [3], whose models had also only been trained on Flickr8k, this model
achieves the highest R@N and Median R scores. Table 4.1 also shows that only Ilharco
and colleagues achieved a higher R@N score than this model [10]. However, a notable
difference from the other models shown in Table 4.1 is that Ilharco and colleagues’ image
and speech encoders had been pre-trained on a large dataset of synthetically spoken
captions and images, which was later fine-tuned on the captions and images of Flickr8k.

Table 4.1: Caption-to-image retrieval scores including 95% confidence intervals for the model used in this
research, as presented in the paper [80], as well as other well known models trained on the Flickr8k dataset.

Model R@1 R@5 R@10 Med. R
Ilharco et al. [10] 13.9±2.3 36.8±3.1 49.5±3.2 -
Scholten et al. [80] 10.7±1.9 29.2±2.8 40.2±3.0 18
Merkx et al. [6] 8.0±1.7 24.5±2.7 35.5±3.0 24
Chrupała et al. [5] 5.5±1.4 16.3±2.3 25.3±2.7 48
Harwath et al. [3] 17.9±2.4
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4.2. EXPERIMENT 1: WORD RECOGNITION
In the word recognition experiment, for each word type, 50 word tokens were presented
to the model. In the bar chart in Figure 4.1, the blue bar represents the average P@10
score for a word type and the yellow bar shows the highest P@10 score achieved for a
word type. The average P@10 calculated over all word types is 0.44, which indicates that
on average 4.4 out of the ten retrieved images contained the correct visual referent. Fig-
ure 4.1 also shows that a number of word types, such as ‘face’, ‘head’ and ‘hair’, have a
P@10 near zero, which means that no correct images were retrieved and that the words
were not recognised. Havard and colleagues [12] reported a median P@10 of 0.8, while
in this research a median P@10 of 0.4 was achieved as the average word type score. If the
best performing word is taken from each word type, a median P@10 of 0.8 is achieved
with this model.

While this model does learn to recognise most words to some degree, the average
word type P@10 scores indicate a considerable difference in recognition performance
between the synthetically spoken words used in [12] to the naturally spoken words of
Flickr8k.

Figure 4.1: Average and highest P@10 scores for the 49 tested word types. The white line in the bar represents
the standard deviation of the average P@10 score.

In order to gain an understanding of what some words might be ‘mistaken’ for by
the model during the word recognition experiment, the cosine similarity between the
word type embeddings averaged over its word tokens are shown in Figure 4.2. As shown
in Figure 4.2, the embeddings of the word types are often close in cosine similarity to
word types that are phonemically similar or where a part of a word sounds similar, such
as for ‘head’ and ‘hat’, ‘dirt’ and ‘shirt’ or ‘hair’ and ‘camera’. Also, words are close in
cosine similarity to words they often share an image with and thus likely share some
semantic relatedness with, such as for ‘park’ where its word type embedding is close in
cosine similarity to the word type embeddings of ‘person’, ‘hat’, ‘shirt’, ‘water’, ‘air’. This
suggests that words are embedded in a manner that represents both the phonemes that
the word consists of, and a semantic closeness to words it often shares a caption or image
with.
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Figure 4.2: Cosine similarity between the word type embeddings averaged over its word tokens

Table 4.2: Significant fixed effects with Standard Errors for the word recognition LMER.

Fixed effects Estimate P-value
Intercept 0.432±0.033 <0.001
Signal duration -0.050±0.014 <0.001
Speaking rate -0.068±0.013 <0.001
Training set frequency 0.152±0.063 0.020

Table 4.2 shows the significant fixed effects found with the LMER. Firstly, signal du-
ration was found to have a significant negative effect on the P@10 scores. This indicates
that the model has more difficulty recognising longer words. Secondly, speaking rate also
had a significant negative effect, showing that words that are spoken more rapidly were
recognised less well than words that were pronounced more slowly. Lastly, the frequency
of occurrence of the word in the training set was found to have a significant positive ef-
fect on word recognition performance. This shows that words which occur more often
in the training dataset are recognised considerably better. No main effects were found
for the number of vowels, phonemes or consonants in a word. Also, no interaction ef-
fects were found between the training set frequency of a word and the number of vowels,
phonemes or consonants in a word.

With regard to random effects, it transpires that the standard deviation in the scores
caused by testing different words (0.19) is larger than the standard deviation caused by
different speakers (0.06). This is as expected, given that variation caused by different
samples of words is likely larger than between different speakers saying the same words.
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4.3. EXPERIMENT 2: TIME-COURSE OF WORD RECOGNITION
In order to investigate the time-course of word recognition of the VGS model, phoneme
sequences of increasing length were given to the model. Figure 4.3 shows the results in
terms of the P@10 of a given word type (shown on the y-axis) as a function of percentage
of phonemes of the word type shown from word onset (shown on the x-axis). Note that
the x-axis has ten values. If a word has for instance only two phonemes, the P@10 for the
first and second phoneme span 10-50% and 60-100% respectively. A more yellow colour
corresponds to a higher P@10.

As shown in Figure 4.3, generally, the more phonemes of a word the model is exposed
to, the better it can retrieve the image corresponding to the spoken word. The steepest
increase in word recognition scores happens after the model is exposed to 30-40% of a
word’s phonemes, whereafter most words are recognised accurately. Some words are not
recognised at all, irrespective of the percentage of phonemes shown to the model, which
can be seen at the bottom of 4.3 where the bars are entirely blue. For some words, such
as ‘person’ or ‘men’, word recognition was highest after the first phoneme, and decreased
after more phonemes were presented to the model.

Table 4.3: Significant fixed effects with Standard Errors for the time-course of word recognition LMER.

Fixed effects Estimate P-value
Intercept 0.295±0.020 <0.001
# of phonemes 0.134±0.003 <0.001
Training set frequency 0.087±0.018 <0.001
Word-initial cohort -0.037±0.003 <0.001

The significant fixed effects of the LMER are summarised in Table 4.3. Unsurpris-
ingly, the number of phonemes in a phoneme sequence has a significant positive effect
on the P@10 scores, indicating that words are recognised better when the model is pre-
sented with longer phoneme sequences. The frequency of occurrence of the word in
the training set again has a significant positive effect on the performance, showing that
having more training examples allows phoneme sequences to be mapped better to the
correct visual referent. The size of the word-initial cohort has a significant negative ef-
fect on the P@10 scores, indicating that word recognition is more difficult when there are
more words which share a phoneme sequence at the start of the word. The effect of the
neighbourhood density was not found to have a significant effect on word recognition.
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Figure 4.3: Heatmap of P@10 scores for a word type (shown on the y-axis) as a function of the phoneme se-
quence length, with the x-axis showing the percentage of phonemes of the word available to the model.
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Figure 4.4: The lines represent the average P@10 score over all word types as a function of the percentage of
phonemes shown either from word onset (blue) or from word offset (yellow).

Figure 4.4 shows the development of average P@10 scores for the percentage of phonemes
shown to the model from word onset and word offset. The blue line represents the aver-
age P@10 score over all word types as a function of the percentage of phonemes shown
from word onset, for example ‘B’, ‘B-AY’ and ‘B-AY-K’, and the yellow line the average
P@10 score over all word types as a function of the percentage of phonemes shown
from word offset, for example ‘K’, ‘AY-K’ and ‘B-AY-K’. When words are presented from
word onset, word recognition generally improves the most while the first 50% of a word’s
phonemes are being presented to the model. When words are presented from word off-
set, word recognition improves considerably faster when the model is presented with
60-100% of a word’s phonemes.

Furthermore the yellow line is consistently below the blue line until all phonemes of
a word are presented to the model. This shows that words are recognised more easily
when their phoneme sequences are presented from word onset than from word offset.
However, it seems the model can recognise words from both the word onset and offset.

Also, in Figure 4.3 it was shown that most words were recognised after having been
exposed to 30-40% of a word’s phonemes when presented from word onset. As shown in
Figure 4.4, to achieve similar word recognition scores from word offset, the model would
have to be exposed to 60-70% of a word’s phonemes.
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4.4. EXPERIMENT 3: WORD RECOGNITION WITH PRECEDING

CONTEXT
In order to investigate whether ‘priming’ the VGS model with preceding context could
improve the P@10 scores for the word tokens, a preceding context experiment was per-
formed. Target words were given to the model in two settings. First only the word token
was presented, and then the word token was presented while the hidden layer of the
GRU was ‘primed’ with the word token’s preceding caption. Figure 4.5 shows that words
types that are generally recognised well and that have a high P@10 score tend to benefit
less from being ‘primed’ with the preceding captions. Words that are in the bottom 50th
percentile with regard to word token P@10 scores benefit substantially more from being
‘primed’. On average, ‘priming’ relatively increased the P@10 scores by 6% for all word
types. For the bottom 50th percentile, ‘priming’ relatively increased the P@10 scores by
27%.

Figure 4.5: Average P@10 scores for each word type in the ‘primed’ and ‘unprimed’ setting.
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5.1. DISCUSSION

T HIS thesis investigated whether and how words are recognized by a Visually Grounded
Speech model using real human speech. Word recognition was evaluated through

retrieving image embeddings with a high cosine similarity to segmented word embed-
dings, while using the words in the textual captions of the images as ground-truth labels.
To investigate word recognition in the VGS model, a methodology inspired by human
speech recognition research was used for the design of three experiments: a word recog-
nition experiment, a time-course of word recognition experiment and a word recogni-
tion with preceding context experiment.

The first experiment showed that, although the VGS model was trained on speech
captions, it was able to encode information about individual words which it learned from
these captions, and as a result, when given a word, could in most cases find images with
correct visual referents. This suggests that during training time, the VGS model implicitly
learned individual words from the speech captions, while not being explicitly supervised
to do so. In this research, multiple word tokens of each word type were tested in order to
compute an average word type recognition P@10 score, which resulted in a more accu-
rate reflection of P@10 scores per word type for different speakers and pronunciations.
As described in Section 2.3.2, Havard and colleagues performed their experiments us-
ing a synthetically generated caption dataset with different images than the ones used
in this research (MSCOCO dataset [81]), and evaluated word recognition based on only
a single instance of each word [12]. Synthetic speech contains less variation in quality,
noise and speaking rate than naturally spoken speech. If the average P@10 scores for
each word type attained in this research (0.44) is compared to the single instance P@10
score by Havard and colleagues (0.8), the score in this research is considerably lower.
This suggests that the relatively ‘optimistic’ results shown in [12] do not accurately re-
flect the difficulty of the word recognition task, and that naturally spoken words pose a
bigger challenge for word recognition than synthetically spoken captions.

There is one particular difference between the two datasets which might also have
contributed to the difference in P@10 scores between [12] and this research. This re-
search tested a set of 49 word types which were depicted in a wide variety of everyday
actions and events in the training captions and images. Havard and colleagues tested
80 word types which were the main objects of each image and caption in the training
dataset. Therefore, due to the larger variety of actions and events depicted in the dataset
used in this research, it was likely more difficult for the VGS model to create a visual-
semantic alignment between the images and captions.

Furthermore, the first experiment showed that average word type embeddings are
often closest in cosine similarity to word types that are phonemically similar or where
part of a word type sounds similar to another word type. Furthermore, it was found
that word types were also embedded closely to word types they often shared an image
with, and which as a result might share some semantic relatedness to it. This suggests
that words are embedded in a manner that represents both the phonemes that the word
comprises of, and a semantic closeness to words it often shares a caption or image with.
This indicates that although the model is trained on caption-image pairs, it learns to
capture both acoustic information and semantic meaning in its word embeddings.

The statistical analyses performed in the first and second experiment revealed a num-
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ber of linguistic and acoustic factors affecting word recognition in VGS models. The most
notable factors that were found to affect word recognition are: speaking rate, signal du-
ration, training set word frequency and the size of the word-initial cohort. Some of these
factors seem to affect word recognition in the VGS model in a similar manner to how
they have shown to affect word recognition in humans (Section 2.1.2).

For example, during word recognition in humans, the more word competitors (Sec-
tion 2.1) there are, the longer it generally takes for a word to be recognised. The size
of the word-initial cohort was the factor used in this research to indicate the amount
of word competition during word recognition, and this factor was found to negatively
impact P@10 scores of a word. This indicates that the size of the word-initial cohort af-
fects word recognition in VGS models similar to how it does in humans, by making word
recognition more difficult.

It is also known that human recognise words that occur more frequently in their lan-
guage faster and with lower error rates than words that occur less frequently in their
language (Section 2.1.2). In this research the training set word frequency was used as a
measure of how often a word had been seen by the VGS model when it was trained, which
essentially displays how often it appears in the model’s known vocabulary or ‘language’.
The word frequency was found to positively impact word recognition scores, showing
similarities to how a word’s frequency influences recognition speeds in humans.

This research found that speaking rate also affects word recognition in VGS models.
Humans identify words less well if they are presented at mixed speaking rates than when
they are presented at a single speaking rate (Section 2.1.2). In the VGS model, it was
found that words that were spoken more rapidly were recognised less well. Although this
result does not show a direct similarity to what has been found in behavioural research of
human word recognition, it does show that speaking rate affects word recognition both
in humans and VGS models.

The second experiment showed that the VGS model can recognise words after having
been exposed to only a partial sequence of a word’s phonemes. This experiment showed
that the steepest increase in word recognition occurred after the model was presented
with 30-40% of a word’s phonemes from word onset. To achieve a similar word recog-
nition performance from word offset, the model needs to have access to 60-70% of a
word’s phonemes. Similar to human listeners [18], the model did not need to have all
phonemes of a word available in order to recognise it, which indicates that the model
encodes useful information at the phoneme level.

In the second experiment, for some words such as ‘person’ or ‘men’, word recogni-
tion was highest after the first phoneme, and decreased upon more phonemes being
presented to the model. This can partly be explained by the results seen in the first ex-
periment, where it was shown that words that sound similar can have similar embed-
dings. Likely, when more phonemes of the tested words became available to the model,
the words became more phonemically similar to word competitors, which activated the
representations of competing words instead of the representations of the tested words.

Furthermore, in the second experiment, words were presented in phoneme sequences
of increasing length both from word onset and from word offset. This experiment showed
that the VGS model recognised words better when they were presented from word on-
set than from word offset. However, the VGS model was also able to recognise words
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when presented from word offset without having been exposed to the initial part of a
word, which is in line with what has been shown in gating experiments to happen with
human listeners [36]. This is different from the findings by Havard and colleagues, as
they found that word onset was needed for word recognition in their VGS model [12].
This difference in findings may have been caused by the fact that this research employs
a bi-directional GRU in the speech encoder, while Havard and colleagues employed a
uni-directional GRU, which only learns speech time-dependencies in a single direction
[12].

The third experiment showed that word recognition could be improved by ‘priming’
the GRU of the model with the caption preceding a word token. As mentioned in Section
4.4, the increase in word recognition performance was strongest for words which were
in the bottom 50th percentile with regard to ‘unprimed’ word recognition scores, with
a relative performance increase of 27% reached by ‘priming’ the GRU of the VGS model
with the preceding caption. Human word recognition speed can also be improved by
priming a human listener with a semantically related word (Section 2.1.3). Although
providing the VGS model with a preceding caption is not precisely semantic priming, it
does show how providing contextual information which could be semantically related to
a word can substantially improve word recognition for some words.

5.2. LIMITATIONS
In this thesis, a new method for evaluating word recognition in VGS models is adopted
from [12], by investigating word recognition through retrieving image embeddings with a
high cosine similarity to segmented word embeddings. However, this method does entail
some limitations, as word recognition is evaluated through image retrieval scores, while
using textual image captions as ground-truth labels for word recognition. As a result,
word recognition scores often do not reflect how well the model actually learned the
meaning of certain words. For example, the model recognises the word ‘man’ really well,
while the word ‘men’ was often not recognised, although the images that were retrieved
often contained a man or multiple men. Similarly, for the words ‘face’, ‘hair’, ‘mouth’ and
‘head’, the model often retrieved an image with a human head in it, while the ground-
truth caption often contained words like ’person’, ’man’, or ’woman’.

As the above examples illustrate, the captions which accompany the image do not
always serve as a perfect ground-truth value for word recognition, as they do not fully
encompass the image content. Ideally, if word recognition is analysed, images should be
annotated with a set number of classes which fully encompass the content of an image.
There are two ways to potentially improve on this. Firstly, this could be resolved by using
a multi label classification network to create labels for the words present in the images
in the Flickr8k dataset, and using those labels to evaluate word recognition. Secondly, a
dataset of images with annotated classes could be used, however those datasets would
most likely not contain naturally spoken captions, and would instead require the use of
synthetically spoken captions and words.

Furthermore, due to the fact that VGS models are trained on pairs of captions and
images, factors within the images might also impact the word recognition performance
of a VGS model. The effect of image factors on word recognition were left out of the scope
of this research for a number of reasons. Firstly, the ResNet-152 image encoder used in
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this research was originally trained for one-class image classification, and as a result did
not allow for the construction of image factors such as the number or size of objects in
the images. Secondly, the Flickr8k dataset does not seperately provide extra image infor-
mation such as object segmentation or information about the objects present within an
image.
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A S discussed in Section 5.2, a VGS model is trained on pairs of captions and images.
As a result, factors within the images might also impact the word recognition perfor-

mance of a VGS model. Image factor effects could be investigated by using the MSCOCO
dataset. Although this dataset would require the use of synthetic speech captions, it does
contain object segmentation information (information about the location of an object
in an image) and information on the number of objects present in an image as well as
ground-truth object labels. As a result, employing such a dataset could give insight into
the role of images during the learning process of VGS models.

Furthermore, using a dataset which contains image labels could also allow a more
extensive analysis of misclassifications during word recognition. The dataset used in this
research does not contain ground-truth labels for its images, which is why it is difficult
to determine in which way words are misclassified if they if they are not recognised. This
research has found that words are embedded both on semantic meaning and on the
units of sound present in the words, which potentially causes some misclassifications for
words that are semantically similar or sound similar. Having ground-truth labels could
reveal more information on how a VGS model misclassifies words, and as a result how a
model learns to recognise words.

Also, there might be more linguistic and acoustic factors affecting word recognition
in VGS models besides the ones addressed in this research. It would for example be
interesting to research the effect of other factors, such as pitch and volume of a speech
signal. Likely, variation in the speech signals caused by these factors could also have an
influence on word recognition.

Building on the findings of the third experiment, it would be interesting to further
explore ‘priming’ effects within VGS models. Specifically, it would be interesting to see
whether cross-modal priming experiments could be performed, where a word is primed
with a visual stimulus. Such an experiment could give insight into how the alignment
between speech and images is made by the VGS model.

Furthermore, it would be interesting to see if certain factors, which were found to
affect word recognition in this research, could be used to improve word recognition for
VGS models trained on captions and images. For example, the effect of the frequency of
a word (in the training set) on word recognition demonstrated how reliant a VGS model
is on the word distribution of its training data. These word frequency effects could po-
tentially be eliminated by pre-training the network on a dataset of synthetic speech cap-
tions and images which is tailored to have an even distribution of word occurrence. This
would provide the VGS model with better exposure to less frequent words, before being
fine-tuned on another dataset with naturally spoken captions such as Flickr8k. Simi-
larly, Ilharco and colleagues pre-trained their VGS model on a large dataset of synthetic
images and captions, before fine-tuning on the Flickr8k dataset, which resulted in them
achieving state-of-the-art performance on the caption-to-image retrieval task [10].

Also, it would be interesting to see whether certain architectural changes, if made
to the VGS model used in this research, could allow it to learn better from the data it
is trained on. For example, LSTM units could potentially be implemented to replace the
GRU units currently used, as they have shown to consistently outperform GRUs on many
classification tasks [82]. GRUs however have shown to outperform LSTMs on certain
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smaller datasets [83], such as Flickr8k. Potentially, when the VGS architecture used in
this research is applied to a larger dataset of images and captions, LSTM units could
help increase performance on both the caption-to-image retrieval and word recognition
tasks.

Lastly, in the more distant future, the ‘holy grail’ of VGS models would be if a mech-
anism could be developed which allowed such a model to learn in a truly unsupervised
manner. Currently, the models are trained on a curated dataset of image-caption pairs.
If VGS models could be developed to work in a truly unsupervised manner and would
‘know’ how to discriminate semantically related image-caption pairs to train on from
non related pairs, they could potentially be trained to create a visual-semantic alignment
on large amounts of unordered data, such as movies. This could eliminate the need for
curating training data in order to develop speech technologies using a VGS model.
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T HIS research investigated whether and how words are recognised by a visually grounded
speech model using real human speech. Based on the results of the experiments, the

research questions can be answered as follows.

• Research Question 1: Can a Visually Grounded Speech model perform word recog-
nition with naturally spoken speech?

The first experiment revealed that a VGS model is able to perform word recognition us-
ing naturally spoken speech. This suggests that, during training time, the VGS model
implicitly learned individual words from continuous speech, while not being explicitly
supervised to do so. The VGS model was able to recognise words in 4.4 out of 10 cases.
These results indicate that the relatively ‘optimistic’ results shown in [12] do not accu-
rately reflect the difficulty of the word recognition task, and that naturally spoken words
pose a bigger challenge for word recognition than synthetically spoken captions.

• Research Question 2: How are naturally spoken words recognised by a Visually
Grounded Speech model?

The second research question is answered through a number of sub questions defined
in the problem statement.

• Sub Question 1: What is the time-course of word recognition?

In the second experiment word tokens segmented at increasing length from both word
onset and word offset were presented to the model. This experiment showed that words
are recognised better when presented from word onset than from word offset. When
words are presented from word onset, word recognition generally improves the most
while the first 50% of a word’s phonemes are being presented to the model. Further-
more, it showed that the steepest increase in word recognition happens after the VGS
model is presented with 30-40% of a word’s phonemes from word onset. When words are
presented from word offset, word recognition improves considerably when the model is
presented with 60-100% of a word’s phonemes. When words are presented from word
offset, recognition increases the steepest after 80-90% of a word’s phonemes are pre-
sented to the model.

• Sub Question 2: What is the amount of information needed for word recognition?

The second experiment showed that the VGS model recognises most words after having
been exposed to only 30-40% of a word’s phonemes when presented from word onset.
To achieve a similar performance from word offset, the model would need 60-70% of
a word’s phonemes. Some words are not recognised at all regardless of the amount of
speech information provided to the model. As explained in Section 5.2, this is likely due
to the image labels in this research not always accurately representing the image content.

• Sub Question 3: Is the model able to encode units of sound, such as words and
phonemes?
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The first experiment revealed that the VGS model implicitly learns words from the speech
captions it was trained on, and as a result is able to recognise words. This experiment
also showed that the model encoded both acoustic information and semantic meaning
in its word embeddings. The second experiment revealed that the VGS model also im-
plicitly segments phonemes, and that the model can already recognise words by being
exposed to a partial sequence of a word’s phonemes.

• Sub Question 4: How does contextual information affect word recognition?

The third experiment revealed that word recognition can be enhanced by ‘priming’ the
model with a word token’s preceding caption. Word types that were generally not recog-
nised well, and belonged to the lowest 50th percentile in P@10 scores, turned out to ben-
efit the most from this contextual information, and saw a relative increase in word recog-
nition performance of 27%.

• Sub Question 5: What linguistic and acoustic factors affect word recognition?

The statistical analyses performed using the LMER in the first and second experiments
revealed a number of linguistic and acoustic factors which affect word recognition. The
most notable factors affecting word recognition were: speaking rate, signal duration,
training set word frequency and the size of the word-initial cohort.

This research demonstrated that a VGS model which is trained on naturally spoken
speech and images can be used to perform word recognition. The VGS model learned
individual words from continuous speech, while not being explicitly supervised to do
so. Furthermore, it learned to capture both acoustic information and semantic mean-
ing in its word embeddings. This research presents a methodology for investigating how
word recognition is taking place in VGS models by taking inspiration from human speech
recognition research. Through this methodology, it was found that words can already be
recognised by being exposed to only a partial sequence of a word’s phonemes. Further-
more, it was found that word recognition can be enhanced by ‘priming’ the VGS model
with contextual information. Lastly, this research showed that some factors which af-
fect word recognition in humans also seem to affect word recognition in VGS models,
in some cases in a similar way. The results of - and methodology used in - this research
can contribute to a better understanding of how words are learned in VGS models, and
consequently to the development of better speech technologies using such models for
unwritten, low and high-resource languages.
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Abstract
We investigated word recognition in a Visually Grounded
Speech model. The model has been trained on pairs of images
and spoken captions to create visually grounded embeddings
which can be used for speech to image retrieval and vice versa.
We investigate whether such a model can be used to recognise
words by embedding isolated words and using them to retrieve
images of their visual referents. We investigate the time-course
of word recognition using a gating paradigm and perform a sta-
tistical analysis to see whether well known word competition
effects in human speech processing influence word recognition.
Our experiments show that the model is able to recognise words,
and the gating paradigm reveals that words can be recognised
from partial input as well and that recognition is negatively in-
fluenced by word competition from the word initial cohort.
Index Terms: Visually Grounded Speech, Recurrent Neural
Network, Flickr8k, Analysis.

1. Introduction
Babies initially have little semantic understanding of what is
being said around them. It is theorized that the fact that they
repeatedly hear certain words while they observe certain objects
around them enables them to learn a mapping between speech
and objects [1]. Repetitive hearing of these utterances in the
context of some functional consistency, such as picking up an
object, will display the meaning of a smaller constituent of such
an utterance, e.g., a word, and potentially about the class of
objects it belongs to [2].

Some core principles of Visually Grounded Speech (VGS)
models are inspired by such learning processes. While most
speech recognition research focuses on speech signals only,
Visually Grounded Speech models include visual information
rather than textual transcriptions to guide the training of the
acoustic models [3, 4, 5, 6, 7, 8, 9] . Following the approach
of multimodal neural models which produce visual-semantic
alignments for images and text [10], a VGS model employs two
parallel Deep Neural Networks (DNNs) which are trained to
map a speech signal and a corresponding image into a common
embedding space.

Recent research on VGS models has seen an improvement
in architectures and training schemes [5, 11, 6] and different
applications of the VGS model have been proposed such as se-
mantic keyword spotting [7, 12] and speech-based image re-
trieval [3, 5, 6, 8], where a trained VGS model is fed full
sentence speech captions with which the model retrieves the
corresponding image. Recent research has shown that VGS
models implicitly learn to recognise meaningful sentence con-
stituents such as phonemes and words and the presence of
these constituents can be decoded from the speech embeddings
[5, 6, 13, 14, 15]. Havard and colleagues presented isolated
words to a VGS model and investigated whether the model was

able to retrieve images of the words’ correct visual referents
[13]. This showed that the model does not just encode these
constituents into the speech embeddings, but the model actu-
ally ‘recognises’ individual words and learned to map them onto
their correct visual referents.

Building on the synthetic speech experiments by Havard
and colleagues, we investigate how natural speech is recognised
by a VGS model using real human speech. In this paper, we will
1) investigate isolated word recognition using real speech, 2) in-
vestigate how words are recognised by a VGS model over time,
3) and look more in depth into the linguistic and acoustic prop-
erties that aid or hinder word recognition. As in [13], we use
the retrieval of images containing a word’s correct visual refer-
ent as a measure of the model’s word recognition performance.
Word recognition is expected to be more challenging with real
speech as opposed to synthetic speech, due to real speech hav-
ing more variation in quality, noise and speaking rate synthetic
speech. This can also be seen in [5], where the model trained on
real speech performs significantly worse with caption-to-image
retrieval than a model trained on synthetic speech.

We carry out two experiments, inspired by those of [13].
In our first experiment, the VGS model is fed individual words,
which will allow us to investigate whether the model is actually
learning to recognise individual words, which would be shown
by the model being able to retrieve a relevant image on the ba-
sis of a single word rather than the full caption. In the second
experiment, we use a gating paradigm, borrowed from human
speech processing research. In the gating experiment, a word is
presented to the VGS model in speech segments of increasing
duration, i.e., with increasing number of phones, and ‘asked’ to
retrieve an image of the correct visual referent on the basis of
the available phone string. This allows us to investigate 1) the
time-course of word recognition, 2) the amount of information
needed for word recognition, and 3) whether the model is able
to encode phones in the combined embedding space.

To answer our third question, we carry out a statistical anal-
ysis in which word recognition performance is predicted using
several linguistic and acoustic features. These linguistic and
acoustic features are factors known to influence human speech
processing. In human speech processing (see for an overview
of models of human speech processing Weber & Scharenborg
[16]), the incoming speech signal is mapped against phone rep-
resentations in the listener’s brain, and the sounds that best re-
semble the incoming speech signal are ‘activated’. These ac-
tivated phone representations, activate every possible word in
which they appear, irrespective of the position of the phone
in the word. As more speech information becomes available,
words that no longer match the input will drop out of the list of
activated words. The word that best matches the speech input
is recognised. Words that are activated are called competitors
or competitor words. The number of competitor words plays a
role in human speech processing: the more competitors there
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are, the longer it takes for a word to be recognised [17]. We
want to see whether our VGS model activates competitor words
in a similar manner, which would be shown by a significant ef-
fect of the number of competitor words on word recognition
performance. We focus on the number of words that share the
start of the word, the so-called word-initial cohort, as we are
testing isolated words in our experiment [18], and the neigh-
bourhood density, i.e., the number of words that differs exactly
one phoneme from the target word.

The rest of this paper is organised as follows. Firstly, we
discuss the model architecture and the methodology behind the
experiments. Secondly, the results for the different experiments
will be discussed. Lastly, this work will be concluded with a
discussion with a summary of the contributions, as well as rec-
ommendations for future research.

2. Methodology
2.1. Visually Grounded Speech Model

For this paper, we use the Visually Grounded Speech Model
implementation presented in [6], with the addition of an extra
Gated Recurrent Unit (GRU) layer, which can improve the the
model’s ability to capture long-range dependencies. The model
consists of two DNNs: a pretrained image encoder and a Re-
current Neural Network (RNN)-based speech caption encoder.
The encoders embed the speech and images, and the model is
trained to minimise the cosine distance between image-caption
pairs in the shared embedding space. A visual representation of
the model is given in Figure 1.

The pre-trained image encoder is ResNet-152, which was
trained on ImageNet [19]. The final object classification layer
is removed from this network, and we place a single linear layer
on top of ResNet and L2 normalise the result to map the latent
image features onto our multimodal embedding space.

Our audio features consist of Mel Frequency Cepstral Co-
efficients (MFCCs). A 39-dimensional feature vector was used,
comprising of 12 MFCCs including their log energy feature and
first and second derivatives. A 1-dimensional convolutional
layer was applied to the 39-dimensional feature vector, then
these channels were fed to an RNN with a 4-layer bi-directional
GRU. Then, the 1024 bi-directional units were concatenated to
create a 2048 feature vector, which feeds into a self-attention
layer. The resulting feature representations are L2 normalised
to arrive at the final caption embedding.

The caption encoder was trained in order for the image and
speech pairs to have a cosine similarity larger by a margin α
than the cosine similarity for mismatched pairs. We used a
hinge loss function to minimise cosine distance for ground-truth
pairs. The model was trained for 32 epochs with a batch size of
32. For a more detailed description of the model and the loss
function please refer to [6].

We train the model on Flickr8k [20], a database with 8k im-
ages and 5 written captions per image for a total of 40k captions.
Harwath and colleagues collected spoken versions of these cap-
tions from a total of 183 different speakers, with a vocabulary
of 8918 unique words [3]. For our training, validation and test
set we make use of the data split provided by [10]. We use spo-
ken caption-to-image retrieval to evaluate how well our model
performs on the training task and compare the model with previ-
ous work. Caption-to-image retrieval is measured in Recall@N,
the percentage of captions for which the correct image was in
the top N retrieved images. Images are retrieved based on their
embedding distance to the caption embedding.

Figure 1: A visual representation of the image encoder parallel
to the caption encoder. Based on [6].

2.2. Experiments

We will be performing two experiments. In the first experi-
ment, we present our model with isolated words to investigate
how well the model learned to map these words onto their visual
referents. In the second experiment, we segment the words into
phonemes and present our model with phoneme sequences of
increasing length to investigate the time-course of word recog-
nition in the model. We present our model with multiple in-
stances of each word, spoken by different speakers to gain a
more realistic impression of how a word performs across dif-
ferent speakers and contexts. Also, this allows us to test which
acoustic factors in the speech signal are influencing the model’s
word recognition performance.

2.2.1. Experimental data

A visually grounded model relies on there being a consistency
between the image and speech signal in order to create a com-
mon embedding space. Therefore, we chose 49 words with
clear visual referents, such as ‘bike’ and ‘man’, as opposed to
articles and adverbs. We extracted 50 occurrences of each word
from the speech captions in the test set, to have an equal sam-
ple size for each word to allow a fair comparison between their
word recognition performance.

The words were extracted from the speech signal using a
forced alignment of the phonetic transcriptions with the speech
captions in Flick8k. For the second experiment, these words
were segmented into sequences of phonemes where each se-
quence was one phoneme longer than the previous. For exam-
ple, for the word ‘bike’, the speech signal was segmented into
‘B’, ‘B-AY’, and ‘B-AY-K’.

2.2.2. Evaluating word recognition performance

Following [13], we use the retrieval of images containing a
word’s correct visual referent as a measure of the model’s word
recognition performance. In order to quantify this we use the
Precision@10 score which is calculated as follows. We use the
trained VGS model to create embeddings for all of the word in-
stances. From the Flickr8k test set, we take all images which
had one of our 49 words in its captions and use the VGS model
to create image embeddings. For each embedded word instance
we then retrieve the ten most similar image embeddings as de-
fined by cosine similarity between the embeddings. The Preci-
sion@10 (P@10) is then calculated for each word instance as



the percentage of its top ten images which contain the correct
visual referent of the word.

2.2.3. Evaluating linguistic and acoustic factors

To answer our third research question, we examine linguistic
and acoustic factors which might influence the model’s word
recognition performance using a Linear Mixed Effects Regres-
sion (LMER). For the LMER analysis we used the lme4 pack-
age in R [21]. All fixed effects are z-score normalised. The
dependent variable is the P@10 score.

For the word recognition experiment, our LMER model
takes into consideration the signal duration (i.e., number of
speech frames), the speaking rate calculated as the number of
phonemes in the word divided by its signal duration, the fre-
quency of occurrence of the word in the training set and the
number of phonemes, vowels, and consonants in the word.
We also included the two-way interaction of the frequency of
occurrence of the word in the training set with the number
of phonemes, vowels, and consonants. We considered these
interaction effects because words with a certain number of
phonemes, vowels, and consonants might appear more often in
a dataset. Furthermore, we included by-speaker and by-word
random intercepts and by-speaker random slopes for the signal
length, to take into consideration speaker differences on the du-
ration of the signal.

For the second experiment, the LMER model takes into ac-
count the earlier mentioned frequency of occurrence of the word
in the training set and the total number of phonemes in the
word. We also include the size of the word-initial cohort and
neighbourhood density. The word-initial cohort is calculated by
determining for each phoneme sequence the number of words
which start with the same phoneme sequence in the Flickr8k
training set, which considers a total of 6182 unique words. This
indicates the number of words that is considered simultaneously
for recognition by the model given the phoneme sequence seen
so far. The neighbourhood density is calculated as the number
of words from the words in the Flickr8k training set that can be
formed from the phoneme sequence by a one-phoneme substi-
tution [22]. This factor indicates the similarity among spoken
forms of words, and is therefore a second measure of the num-
ber of words that are simultaneously considered for recognition.
The model also includes a by-speaker and a by-word random in-
tercept.

3. Results
The scores in Table 1 show the result for the speech caption-to-
image retrieval task. This indicates how well the model learned
to embed the speech and images in the common embedding

Table 1: Speech caption-to-image retrieval scores including
95% confidence intervals for our model. For comparison, the
models of Merkx et al. [6], Chrupała et al. [5] and Harwath et
al. [3] which were also trained on Flickr8k speech captions are
provided.

Model R@1 R@5 R@10 Med. R

4-GRU 10.71±1.9 29.2±2.8 40.2±3.0 18
[6] 8.0±1.7 24.5±2.7 35.5±3.0 24
[5] 5.5±1.4 16.3±2.3 25.3±2.7 48
[3] 17.9±2.4

Figure 2: Distribution of Average P@10 scores for the 49 tested
words, assigned to bin intervals of size 0.1.

space. R@N is the percentage of items for which the correct
image was in the top N retrievals. Median R is the median rank
of the correctly retrieved image. The addition of an extra GRU
layer has led to a substantial performance increase, allowing de-
pendencies in longer speech captions to be captured better.

3.1. Word recognition

In this experiment, we present isolated words to the model. The
histogram in Figure 2 shows the distribution of the P@10 scores
over the 49 words. The average P@10 is 0.44, which indicates
that on average 4.4 out of the ten retrieved images contain the
correct visual referent. However, Figure 2 also shows that four
words have a P@10 near zero, meaning that no correct images
were retrieved and the word was not recognised. Furthermore,
Havard and colleagues [13] reported a median P@10 of 0.8,
while we on the other hand have a median P@10 of 0.4. While
our model does learn to recognise most words to some degree,
this indicates a large difference in recognition performance go-
ing from the synthetic speech dataset in [13] to the real speech
of Flickr8k.

Table 2 shows the results from the statistical test. Firstly,
signal duration was found to have a significant negative effect
on the P@10 scores. This shows that the model has more diffi-
culty encoding longer words. Secondly, speaking rate also had
a significant negative effect, showing that words that are spoken
more rapidly were encoded less well than words pronounced
more slowly. Lastly, the frequency of occurrence of the word in
the training set was shown to have a significant positive effect
on word recognition performance. This shows that words which
occur more often in training samples are encoded considerably
better for word recognition. No interaction effects were found.

For our random effects, we see that the standard deviation
of the scores between words is far larger than between speakers.

Table 2: Significant fixed effects with Standard Errors for the
word recognition LMER.

Fixed effects Estimate P-value

Intercept 0.432±0.033 <0.001
Signal duration -0.050±0.014 <0.001
Speaking rate -0.068±0.013 <0.001
Training set frequency 0.152±0.063 0.020



Figure 3: Heatmap showing the P@10 scores of a given word
(shown on the y-axis) as a function of the phoneme sequence
length. The x-axis indicates the percentage of phonemes of the
word that were available to the model.

This shows that the effect of using different speakers causes less
variation in results in comparison to using different words.

3.2. Word activation

In order to investigate the time-course of word recognition
and how much information is needed for word recognition,
phoneme sequences of increasing length were given to the
model. Figure 3 shows the results in terms of the P@10 of a
given word (shown on the y-axis) as a function of the phoneme
sequence length in terms of percentage of phonemes of the
word. Note that the x-axis has ten values, if a word has for
instance only two phonemes, the P@10 for the first and sec-
ond phoneme span 10-50% and 60-100% respectively. A more
yellow colour corresponds to a higher P@10.

As can be seen in Figure 3, generally, the more phonemes of
a word the model is exposed to, the better it can retrieve the im-
age corresponding to the spoken word. Some words represen-
tations, see the bottom of Figure 3 (bars are entirely blue), are
not recognised at all irrespective of the percentage of phonemes
shown to the model.

The results of the LMER model are summarised in Table
3. Unsurprisingly, the number of phonemes in a phoneme se-
quence has a significant positive effect on the P@10 scores in-
dicating that words are recognised better when the model is pre-
sented with longer phoneme sequences. The frequency of oc-
currence of the word in the training set again has a significant
positive effect on the performance, showing that having more
training examples allows phoneme sequences to be mapped
more easily to the correct visual referent. The word-initial co-
hort has a significant negative effect on the P@10 scores, in-

Table 3: Significant fixed effects with Standard Errors for the
word activation LMER.

Fixed effects Estimate P-value

Intercept 0.295±0.020 <0.001
# of phonemes 0.134±0.003 <0.001
Training set frequency 0.087±0.018 <0.001
Word-initial cohort -0.037±0.003 <0.001

dicating that, similar to human listeners, word recognition is
more difficult when there are more words that have the same
phoneme sequence at the start of the word. The effect of the
neighbourhood density was not found to be significant.

4. Discussion and Conclusions
In this paper, we investigated how natural speech is recognised
by a Visually Grounded Speech model using real human speech.
In order to do this, in the first experiment, we investigated how
isolated words are recognized in a VGS model. Although our
model is trained on full speech captions, the word recognition
experiment showed that the model learned to recognise individ-
ual words and was able to map them onto their correct visual
referent in most cases.

Also, we investigated the time course of the word recogni-
tion. The second experiment showed that it is possible to recog-
nise a word from only a partial phoneme sequence and that word
recognition performance (as measured in image retrieval scores)
generally improved as more phonemes were seen, with the best
retrieval scores when the model was shown all phonemes of the
word. The largest leap in word recognition performance was ob-
served after the model was provided with a phoneme sequence
consisting of 30%-40% of the target word’s phonemes. For
some words such as ‘person’ or ‘men’, word recognition was
highest right after the first phoneme and decreased upon see-
ing more of the speech signal, although in these cases the word
generally was not recognised well. Similar to human listeners
[16], the model did not need to have available all phonemes of
the word in order to recognize it, which indicates that the model
encodes useful information at the phoneme level.

Lastly, we looked in more depth at which linguistic and
acoustic features influence word recognition performance. In
general, words that are spoken more slowly have a higher word
recognition score. The effect of frequency of a word in the train-
ing set on word recognition performance demonstrates how re-
liant such a model is on its training data. Furthermore, the size
of the word-initial cohort was found to have a significant ef-
fect on word recognition performance. This shows that, sim-
ilar to human speech processing, the number of words that
match the input speech influence recognition accuracy. It is
well known that in human speech recognition, words can be
activated or suppressed by priming effects, thus hindering or
aiding in recognition [23]. It would be an interesting direction
for future research to see if words preceded by a priming context
show the expected effects on word recognition performance.

For future research it would be interesting to look at what
word a sequence of phonemes is mapped to when it does not re-
trieve the correct image. This could give more insight into how
phonemes are embedded within the model. Also, it would be in-
teresting to see if there are other linguistic or acoustic factors in
addition to those we investigated which affect word recognition
performance.
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