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Executive summary
With the imperative of transitioning toward sustainable transportation modes, several projects and
strategies have been suggested to support the development of European railway transport. With the
strong backing and advocacy from the EU for railway transport, it is crucial to focus on innovative
and efficient technologies to maintain service quality. A vital consideration in railway operations is un-
certainty, encompassing both external factors (such as weather conditions, passenger numbers, and
passenger behavior) and internal factors (like infrastructure and vehicle equipment reliability, and per-
sonnel behavior). In everyday train operations, uncertainties can lead to perturbations in the timetable,
necessitating the rescheduling of trains and the restoration of timetable feasibility through traffic man-
agement systems. Failure to address these perturbations properly may give rise to two types of track
occupation conflicts: disturbances and disruptions.

At the tactical level, timetable flexibility is defined as the freedom to choose the event times from
a periodic timetable. In the case of traffic uncertainties, timetable flexibility can be used to adjust
the departures and arrivals of trains, thus preventing conflicts from occurring. Some attempts have
been made to explore the concept of timetable flexibility; however, a universally accepted definition
has yet to emerge. Robustness is preventive, which assigns more buffer times to increase timetable
robustness in compromise with the capacity of the infrastructure. Resilience is proactive and reactive
since a resilient timetable helps to withstand, absorb, accommodate, and recover from disturbances
and disruptions. Timetable flexibility can be considered as a means to achieve resilience, which is
preventive and proactive. Flexibility is preventive similar to robustness, while it assigns time slots to the
arrival and departure events of different trains at different stations to deal with real-time uncertainties.
Meanwhile, it is also proactive since it responds to conflicts that are predicted to be happening in
real traffic. In this research, we are not changing the timetable, indicating that flexibility is added on
top of the rescheduling plan or the rigid timetable. Timetable flexibility is defined as the ability of a
timetable to be easily modified to withstand small disturbances and absorb delays, as well as to offer
a larger solution space in the application of dispatching measures (retiming, reordering, rerouting) to
solve larger disturbances without changing the given (re)scheduled timetable. In the current research,
retiming and reordering are under consideration.

In accordance with the official performance indicator of train punctuality reported by ProRail, the
punctuality of passenger trains is gauged by calculating the percentage of arrivals in which the de-
viation between the rigid arrival time and the actual arrival time falls below the 3-minute punctuality
threshold. Three types of flexibility are allowed in our research, namely, late departure flexibility, early
arrival flexibility, and late arrival flexibility. The maximum allowable departure flexibility and late arrival
flexibility in event timings are closely associated with the punctuality threshold. Two illustrative graph
representations of timetable flexibility are presented in Figure 1.

In both examples, a train departs from station A and arrives at station B. The grey solid line indicates
the rigid train path, and the black solid line indicates the train path of the rescheduling plan. The green
dashed line indicates the flexible time with late departures and late arrivals, and the green dotted line
represents the flexible time with early arrivals. The punctuality threshold regulates the boundaries of
departure flexibility and late arrival flexibility. It indicates that the difference between the green dashed
line and the grey line at the two ends cannot exceed the punctuality threshold. In our research, we
aim to add timetable flexibility to the rescheduling plan, thus, providing train dispatchers and signalers
with more solution spaces in finding a new Real-Time Traffic Plan (RTTP) when encountering traffic
uncertainties.

The main objective of the current research is to add and optimize timetable flexibility in traffic dis-
turbance management for passenger railway transport. Therefore, the main research question and
research questions are constructed as follows.

Main research question:

v



vi 0. Executive summary

(a) Timetable flexibility without initial delays (b) Timetable flexibility with initial delays

Figure 1: Illustrative graph representations of timetable flexibility

How to introduce and optimize flexible event times to the rescheduling plan in railway traffic man-
agement?

Research questions:

1. What is the state-of-the-art on real-time railway traffic management, and what is the state-of-the-
practice in the Netherlands?

2. How can timetable flexibility be defined and modeled in the conflict detection and resolution pro-
cess to output an optimal rescheduling plan that efficiently addresses traffic disturbances?

3. How can the performance of the model be analyzed?

4. How can the performance of timetable flexibility be evaluated?

Based on the literature review, mainstream reschedulingmodels utilized in railway traffic disturbance
management encompass Mixed Integer Linear Programming (MILP), Integer Programming (IP), and
the Alternative graph (AG) model. Additionally, Constraint Programming (CP), knowledge-based, and
learning-based rescheduling methods are also employed. However, the incorporation of flexibility into
the timetable remains relatively unexplored within the railway field. Efforts have beenmade to introduce
flexibility at both tactical and operational planning levels, but a consensus on the definition of timetable
flexibility is lacking, and there is a dearth of follow-up studies in this domain.

In terms of the state-of-the-practice, ProRail manages railway traffic disturbance. The primary ob-
jective is to adapt plans in response to traffic disturbances. This process involves five stages: traf-
fic state monitoring, traffic state prediction, conflict detection, conflict resolution, and plan updating.
Rescheduling models come into play during conflict resolution to mitigate potential conflicts.

As our contribution, a framework for real-time railway operations is constructed, which is shown in
Figure 2. Timetable flexibility is added in the Conflict Detection and Resolution (CDR) module. In case
of newly detected delays, a rescheduling plan is generated in which flexibility is maximized. Otherwise,
timetable flexibility is added on top of the original plan, which can be the rigid timetable or the last
RTTP. The rescheduling plan is determined whether to be accepted by train dispatchers and signalers
in the rescheduling decision model. Once accepted, a new RTTP will be generated and fed to train
operations and traffic control. Otherwise, the last RTTP is maintained. Traffic control is about executing
the RTTP generated in traffic management, which guarantees the safe implementation of the plan.
Train operations are about the efficient running of individual trains. Real traffic is a combination of
traffic control and train operation.

Adding flexibility to the rescheduling plan is realized by an AG-based MILP model. This model is
represented as a graph with nodes and arcs. Each node is associated with a time instant, indicating the
starting of an operation, where the operation can be a train entering a block section or station. An arc
represents the relation between two nodes. All arcs are directed arcs in an AG formulation, thus, the
order between two events is inherently indicated. There are three types of timetable flexibility, namely
departure flexibility, early arrival flexibility, and late arrival flexibility. Departure flexibility is represented
as the time difference between the latest departure time and the rescheduled departure time. Early
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Figure 2: Framework for real-time railway operations

arrival flexibility is the time difference between the rescheduled arrival time and the earliest arrival time.
Late arrival flexibility is the time difference between the latest arrival time and the rescheduled arrival
time. ProRail officially assesses train punctuality for passenger trains using a performance indicator
that focuses on the percentage of arrivals. A train is considered punctual when the difference between
the rigid arrival time and the actual arrival time is less than a punctuality threshold of 3 minutes. The
concept of the punctuality threshold also applies to regulate the values of late departure flexibility and
late arrival flexibility. Notably, early arrival flexibility is not bound by this threshold, permitting trains
to arrive significantly ahead of schedule. Operational constraints should be respected by the times to
ensure the feasibility of the rescheduling plan and the flexible plans.

A toy network, which is a simplified and smaller version of a real-life railway network, is designed
to verify the model. Based on the results, it can be observed that the control measure of retiming
and reordering is functioning well. When no initial delays are experienced by trains, timetable flexibil-
ity is added on top of the rigid timetable. When trains are delayed, flexibility is added on top of the
rescheduling plan that has the least deviation compared to the rigid one.

Following model verification, a case study was conducted in the network of four major train stations,
namely, ’s-Hertogenbosch (Ht), Tilburg (Tb), Breda (Bd), and Eindhoven (Ehv). This network is a small
part of the Dutch railway network, and an illustrative overview is indicated by the red border in Figure 3.
Trains running from Ehv to Bd, from Ht to Bd, and from Ehv to Ht are incorporated in the case study. A
passenger transfer between trains from different directions is incorporated at station Tb. In addition to
the four major stations, there are intermediate stops along the route, including Eindhoven Philips Strijp
(Ehs), Best (Bet), Btl, Oisterwijk (Ot), Tilburg Reeshof (Tbr), Tilburg Universiteit (Tbu), Gilze Rijen (Gz),
and Vught (Vg). In this case study area, all trains except the freight train have a period of half an hour, to
make sure that a full cycle is involved, the first trains of the second periods are also incorporated. The
case study incorporated a total of 13 trains, comprising 9 intercity trains (IC), 3 sprinter trains (SPR), and
1 freight train (GO). To investigate the relationship between input delays and output flexibility, 10 sets
of initial delays were randomly generated, with the delays following a Weibull distribution, indicating
10 random cases. In this case study, the model comprises 3280 continuous variables, 1099 binary
variables, and 22484 constraints. It was found that our model is able to provide solutions in an average
computation time of 1.12 s, proving the feasibility of the model in real-time railway traffic management.

In order to investigate the influencing factors of timetable flexibility, one illustrative application and
two sensitivity analyses were conducted. In the illustrative applications of the model to various inputs,
initial delays from 0 to 10 minutes with an interval of 100s are added to a single train, and initial delays
of all other trains are fixed to 0 s. By comparing the train paths and optimization results of different
delay scenarios, it was found that timetable flexibility basically decreases as the initial delay increases.
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Figure 3: An overview of the selected dispatching area1

The reason is that the rescheduled train paths are closer to each other to recover the initial delays,
leading to fewer solution spaces to add flexibility. However, there were also situations where flexibility
increased with the increasing initial delays. These are because of the interactions between trains. In
these scenarios, the delay of a train leads to more buffer times for the former train to arrive and depart
later than the rescheduled time. Thus, the late arrival flexibility and departure flexibility of the former
train increases.

In the objective function of our model, a weight of departure flexibility is introduced, which indicates
the preference between departure flexibility and arrival flexibility. In the first sensitivity analysis, the
relationship between theweight and the distribution of timetable flexibility was investigated. Theweights
equal 1.1, 1.0, and 0.9 are tested for the case without initial delays and the 10 random cases. It was
found that a trade-off only exists between departure flexibility and early arrival flexibility, and late arrival
flexibility remains the same while changing the weight. When the weight is greater than 1, departure
flexibility is maximized. When the weight is less than one, early arrival flexibility reaches its maximum.
When the departure flexibility of a train at a station is reduced, the late arrival flexibility is also diminished
to ensure that the dwell time requirement is met. Simultaneously, though the early arrival flexibility of
the following train increases, the overall timetable flexibility decreases, leading to reduced objective
value. Therefore, in order to maximize the collective timetable flexibility of trains within the selected
dispatching area, it is essential to maintain the late arrival flexibility at a consistent level when modifying
the weighting of departure flexibility.

In the second sensitivity analysis, we explored the effects of adjusting the specific value of the punc-
tuality threshold to understand its impact on the flexibility that can be integrated into the rescheduling
plan within the case study network. Our findings revealed that as the punctuality threshold value in-
creases, the flexibility allocated to each stop also increases. This phenomenon occurs because, with
a higher punctuality threshold, trains are allowed to have much later arrival and departure, as long as
they adhere to other operational constraints. Furthermore, we introduced a concept termed flexibility
increment, which represents the difference in flexibility per stop between adjacent tested punctuality
thresholds. This indicator helps illustrate how flexibility increases as the punctuality threshold gradually
rises. The results indicate that the flexibility increment tends to decrease as the punctuality threshold

1http://www.sporenplan.nl/

http://www.sporenplan.nl/
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exceeds the range from 0.5𝑝 to 3𝑝, 𝑝 is the value of the punctuality threshold that is currently used by
ProRail. This decrease suggests that flexibility may not continually increase at all stops, as it might
have already reached its maximum potential. It is important to note that in our case study, not all
trains are subject to headway constraints since only a subset of trains is considered. When the punc-
tuality threshold exceeds 3𝑝, late arrival flexibility and departure flexibility are introduced for these
non-regulated trains, resulting in constant flexibility increment.

ProRail’s current practice involves generating an RTTP with precise departure and arrival times,
which can be challenging for trains to adhere to due to real-time traffic uncertainties. When these
uncertainties arise, it necessitates the use of computationally expensive algorithms to create a new
RTTP. To address this issue, the concept of timetable flexibility is introduced, allowing for the generation
of a rescheduling plan with event time slots. This approach offers more flexibility to train dispatchers
and signalers, enabling them to select new arrival and departure times from event time slots to adapt
to the uncertainties.

Timetable flexibility is advantageous in various situations. Departure flexibility becomes crucial
during peak hours when platforms are crowded, leading to longer dwell times than initially scheduled.
Late departures are then required to accommodate passengers and minimize inconvenience. Arrival
flexibility, on the other hand, is valuable in scenarios such as bad weather, which can cause tracks
to become slippery and affect estimated traction and braking force. Consequently, trains may arrive
earlier or later than planned. Additionally, complex train interactions in congested areas can result in
deviations from rigid arrival times. In all these situations, the incorporation of early and late arrival
flexibility helps mitigate the impact of uncertainties.

The choice between early arrival flexibility and departure flexibility depends on the specific scenar-
ios. In high passenger volume situations or peak hours, late departure flexibility is preferred to ensure
smooth operations. In contrast, in extreme weather conditions or congested dispatching areas, early
arrival flexibility is preferred over departure flexibility.

It is important to note that the introduction of timetable flexibility does not directly affect railway trav-
elers, as they continue to rely on the published timetable. However, the indirect benefits for passengers
are significant. Most delays are induced by the mishandling of traffic uncertainties. Timetable flexibility
allows for the timely resolution of uncertainties by selecting a new RTTP from the rescheduling plan with
event time slots. This, in turn, reduces delays throughout the network, resulting in improved punctuality
and passenger satisfaction.
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1
Introduction

In this chapter, essential context regarding the current research is provided. Section 1.1 discusses the
change in demand for railway transport due to the COVID-19 crisis. It demonstrates the importance
of developing railway transport and handling railway traffic uncertainties, such as weather conditions,
passenger behavior, etc. In Section 1.2, the research problem is identified. This is done by presenting
the railway planning levels and delving into the specific focus of this study. Moreover, we expound upon
some relevant concepts that have been thoroughly studied in the existing literature. Furthermore, this
section provides the motivation behind the research, while also offering a comprehensive definition of
timetable flexibility. Section 1.3 illustrates the objective of the current research and how the identified
problems will be addressed. Section 1.4 presents the outline of the current research.

1.1. Trends in the railway sector
The railway service can be classified into railway passenger transport and railway freight transport. The
demand for passenger transport and freight transport can be expressed by passenger kilometers and
tonne kilometers, respectively. The annual statistics for both indicators from 2015 to 2021 are shown
in Figure 1.1. Due to the COVID-19 crisis, many European countries reported a significant decrease in
passenger-kilometers between 2019 and 2020 in passenger transport for main railway undertakings.
In the same period, a decline can also be observed in tonne-kilometers in freight transport for main
railway undertakings. However, the demand for freight transport in 2021 exceeded the value in 2019
and almost recovered to the peak level since 2015, while the demand for passenger transport in 2021
did not recover too much from the pandemic.
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Figure 1.1: Railway transport for main undertakings in Europe from 2015-2021(Eurostat, 2022)
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Furthermore, the railway passenger demand may not fully recover to the state before the crisis
due to the prevalence of hybrid work. 20-25% of workers in advanced economies and about 10% in
emerging economies could work from home three to five days a week, which indicates a decline in
commuter and business trips (Lund et al., 2021).

Although the total demand for railway transport may not be able to return to the previous levels,
railway transport is deemed as one of the most sustainable and safest modes of transport (Ott et al.,
2021). In terms of sustainability, Ritchie (2020) found that walking and cycling are nearly always the
lowest carbon way to travel over short to medium distances, and traveling by train is the most sustain-
able option compared to traveling by car or airplane over medium to long distances. Regarding the
safety aspect, the rail appears as the safest mode of land transport in the EU, with the fatality rate for
passengers gradually approaching that for aircraft on-board passengers(European Union Agency for
Railways, 2022).

Under the imperative of transitioning towards sustainable transportation modes, various projects
and strategies have been proposed to support the advancement of European railway transport. Eu-
rope’s Rail Joint Undertaking (EU-RAIL) envisions creating a high-capacity, integrated European rail-
way network by eliminating interoperability barriers, providing comprehensive integration solutions, and
accelerating the implementation of innovations. Additionally, EU-RAIL advocates digitalization and au-
tomation to enhance cost-effectiveness in the railway industry, boost capacity, and reinforce flexibility
and reliability (European Union, 2021). The European Green Deal, on the other hand, aims to trans-
form the EU into a modern, resource-efficient, and competitive economy, with the ambitious target of
achieving net-zero greenhouse gas emissions by 2050. From a transport perspective, this initiative
aims to improve the well-being and health of citizens and future generations by prioritizing public trans-
portation (European Commission, 2021). Recognizing the significance of rail as a sustainable, smart,
and safe mode of transport, the European Commission declared 2021 as the European Year of Rails,
emphasizing the importance of rail in the journey towards a greener future (European Commission,
2022). The commission has also set key milestones to guide the transition towards sustainability and
innovation, such as doubling high-speed rail traffic across Europe by 2030 and doubling rail freight
traffic by 2050 (European Commission, 2020).

With the EU’s strong support and promotion of railway transport, attention must be paid to inno-
vative and efficient technologies to uphold service levels. One of the crucial aspects to consider in
railway operations is uncertainty, which encompasses both external factors (e.g., weather conditions,
passenger numbers, passenger behavior) and internal factors (e.g., infrastructure and vehicle equip-
ment reliability, personnel behavior) (Kecman et al., 2013). This dynamic and stochastic nature of
railway transport necessitates precise estimation of future train states, especially when confronted with
disturbances and disruptions. While extensive research has focused on online static train reschedul-
ing, accounting for the dynamic parts remains a critical area that requires further exploration (Corman
and Meng, 2014). In daily train operations, uncertainties can lead to timetable perturbations, neces-
sitating train rescheduling and restoration of timetable feasibility through traffic management systems
(D’Ariano et al., 2007b). Failure to address perturbations properly may result in two types of track
conflicts, namely, disturbances and disruptions. Disturbances are relatively small perturbations in rail-
way operations that can be managed by adjusting only the timetable, while disruptions are relatively
large incidents that require the rolling stock and crew schedule to be modified (Cacchiani et al., 2014).
Both disturbances and disruptions result in primary delays compared to the planned train schedule,
with these primary delays propagating as secondary delays to other trains (Corman and Meng, 2014),
thereby significantly impacting operations and passengers (Liu et al., 2021). Consequently, effectively
dealing with uncertainty and promptly resolving railway traffic disturbances and disruptions to maintain
high railway operation performance represents a compelling and worthwhile research area.

1.2. Problem identification
In the railway context, a hierarchical decision-making structure is generally adopted to deal with the
planning problem, which includes three levels comprising strategic level, tactical level, and operational
level (Lusby et al., 2011). In addition, real-time railway operations comprise three stages, including
traffic management, traffic control, and train operations. Considering the trends in the railway sector,
solutions are proposed to improve the efficiency of the railway system to mitigate the influence of
train conflicts. In transportation systems, Morlok and Chang (2004) define flexibility as the ability of
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a system to adapt to external changes while maintaining satisfactory system performance. Flexibility is
increasingly desired in transportation systems in order to accommodate changing demands and traffic
patterns, however, in the railway context, only a few researchers have tried to add flexibility in different
planning levels and operation stages, and there is no consensus among studies on the definition of
timetable flexibility.

In order to increase the chance of finding feasible train paths, Caimi et al. (2011) investigated the
possibility of adding flexibility in the timetabling stage of the tactical planning level. They define timetable
flexibility as the freedom to choose the event times from a periodic timetable. They proposed a Flexible
Periodic Event Scheduling Problem (FPESP) model on the basis of the conventional Periodic Event
Scheduling Problem (PESP), in which a flexible timetable with event time slots is generated rather than
exact event times, which provides larger solution space for the allocation of railway tracks (Caimi et al.,
2011).

Apart from adding flexibility at the tactical planning level, the Train Path Envelope (TPE) can be
considered as adding flexibility to train runs in the stage of train operations. A TPE is a sequence of
time windows in which trains can run in an energy-efficient way without hindering the following trains
(Quaglietta et al., 2016). Therefore, trains are allowed to run flexibly within a given range taking into
account the situation at the moment.

D’Ariano et al. (2008b) assessed the flexible timetable in traffic management. In their definition
of a flexible timetable, a set of feasible platform tracks for each train and for each station, the time
windows of arrival and departure times, and a provisional order of trains at overtakes and junctions
are presented. They found that flexible timetables are preferable to rigid ones since flexibility offers
more freedom to solve conflicts. Therefore, timetable flexibility is a promising concept to improve train
punctuality by efficiently resolving train delays and accommodating traffic uncertainties.

Based on the definition of flexible timetable proposed by D’Ariano et al. (2008b), the flexible timetable
that is used in our research can be identified. In the current research, we do not mean to generate a
newly published timetable for passengers but aim to generate a new rescheduling plan to train dis-
patchers and signalers, in which we provide them with larger solution spaces to handle real-time traffic
uncertainties.

Two concepts, namely, robustness and resilience, were often mentioned in traffic management
and have been widely studied. Robustness is preventive, which assigns more buffer times to increase
timetable robustness in compromise with the capacity of the infrastructure. Resilience is both proactive
and reactive since a resilient timetable helps to withstand, absorb, accommodate, and recover from
disturbances and disruptions (Goverde and Hansen, 2013). According to these two concepts, timetable
flexibility can be defined as the ability of a timetable to be easily modified to withstand small disturbances
and absorb delays, as well as to offer a larger solution space in the application of dispatching measures
(retiming, reordering, rerouting) to solve larger disturbances without changing the given (re)scheduled
timetable. Timetable flexibility can be considered as a means to achieve resilience, which is preventive
and proactive. Flexibility is preventive similar to robustness, while it assigns time slots to the arrival and
departure events of different trains at different stations to deal with real-time uncertainties. Meanwhile,
it is also proactive since it responds to conflicts that are predicted to be happening in real traffic.

A rigid timetable is a timetable published to passengers, while a rescheduling plan has the least
deviation from the rigid timetable. On top of the rescheduling plan, we aim to add andmaximize flexibility
if the punctuality threshold allows. According to the performance indicator of train punctuality that is
officially reported by ProRail, train punctuality for passenger trains is measured by the percentage of
arrivals where the difference between the rigid arrival time and the realized arrival time is less than the
punctuality threshold of 3 minutes. Regarding departure events, early departures compared to rigid
departure times are strictly forbidden since this will prevent passengers who are following the rigid
published timetable from catching the train. Therefore, there are three types of timetable flexibility,
namely, departure flexibility, early arrival flexibility, and late arrival flexibility. Since punctuality is only
a measure of lateness, the concept of the punctuality threshold is extended to late departure flexibility
and late arrival flexibility. It means that very early arrival times at stations are allowed.

In order to provide a more straightforward explanation of timetable flexibility, two illustrative exam-
ples are presented in Figure 1.2. A and B are two stations, the grey solid line indicates the rigid train
path, where the start of this line is the rigid departure time at station A and the end of the line is the
rigid arrival time at station B. The black solid line indicates the rescheduled train path, where the two
ends are the rescheduled arrival time and departure time of the rescheduling plan, respectively. The
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green dashed line indicates the flexible time with late departure and late arrival, and the green dotted
line represents the flexible time with early arrivals. In Figure 1.2a, no initial delays are added, thus,
the rescheduled train path is the same as the rigid train path, and the black line and the grey line over-
lap. The punctuality threshold regulates the boundaries of departure flexibility and late arrival flexibility.
Thus, The difference between the green dashed line and the grey line at the two ends cannot exceed
the punctuality threshold. Consequently, departure flexibility is calculated as the difference between
the latest departure time and the rescheduled departure time. Late arrival flexibility is calculated as the
difference between the latest arrival time and the rescheduled arrival time. Early flexibility is the differ-
ence between the rescheduled arrival time and the earliest arrival time. According to Figure 1.2b, some
initial delays are assigned, thus, the black line moves above the grey line. Since the rescheduled de-
parture and arrival times in the rescheduling plan are the earliest possible times, early arrival flexibility
cannot be added anymore, leading to the overlapped green dotted line and black line. Regarding late
departures and late arrivals, they can still be added, only if the difference between the green dashed
line and the grey line at the two ends is lower than the punctuality threshold. In general, we aim to add
timetable flexibility to the rescheduling plan, and the scenario without initial delays is a special case, in
which the rescheduling plan is the same as the rigid timetable. The area between the green dashed
line and the green dotted line is the possible solution space that we aim to provide to train dispatchers
and signalers in finding a Real-Time Traffic Plan (RTTP) when encountering traffic uncertainties.

(a) Timetable flexibility without initial delays

(b) Timetable flexibility with initial delays

Figure 1.2: Illustrative graph representations of timetable flexibility
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1.3. Objectives and research questions
In the current research, we do not change the published timetable for passengers but aim to generate
a new working plan to train dispatchers and signalers, in which we provide them with larger solu-
tion spaces to handle real-time traffic uncertainties. Given the potential and the definition of timetable
flexibility, the overall objective of the current research is to add and optimize timetable flexibility in
traffic disturbance management for railway transport. In addition, we aim to investigate the impacts of
timetable flexibility on the rescheduling plan determined in the Conflict Detection and Resolution (CDR)
process in traffic management. From a scientific point of view, the objective is to construct a model that
generates a rescheduling plan for train dispatchers and signalers, in which timetable flexibility is max-
imized, which leads to an optimal objective value under given initial delays. In the current practice of
the railway sector, CDR generates a rescheduling plan, if the plan is accepted by the train dispatchers
and signalers, an RTTP will be generated and provided to trains and the route setting. However, the
RTTP with time points can be hard for trains to follow due to real-time traffic uncertainties. By adding
timetable flexibility, a rescheduling plan with departure and arrival time slots can be obtained, providing
train dispatchers and signalers with larger solution spaces in determining the RTTP. When encounter-
ing traffic uncertainties, a new set of departure and arrival times can be easily generated based on the
rescheduling plan, while not conducting the computationally expensive solution algorithms to obtain
a new rescheduling plan. Therefore, the practical objective of the current research is to improve the
robustness of the RTTP.

Based on the research objectives, the main research question is constructed as follows.

Main research question:

How to introduce and optimize flexible event times to the rescheduling plan in railway traffic man-
agement?

In order to guide the investigation of adding flexibility to the rescheduling plan, the main research
question is divided into four sub-research questions containing the theoretical and practical aspects of
the research project.

Sub-research questions:

1. What is the state-of-the-art on real-time railway traffic management, and what is the state-of-the-
practice in the Netherlands?

2. How can timetable flexibility be defined and modeled in the CDR process to output an optimal
rescheduling plan that efficiently addresses traffic disturbances?

3. How can the performance of the model be analyzed?

4. How can the performance of timetable flexibility be evaluated?

1.4. Outline of the thesis
The remainder of this thesis report is organized as follows.

In Chapter 2, the state-of-the-practice of the railway sector in the Netherlands is presented accord-
ing to the relevant literature and an interview with an advisor from ProRail, the railway infrastructure
manager in the Netherlands. Besides, the state-of-the-art related to railway traffic rescheduling and
flexibility in railways is investigated. In addition, the research gaps are identified.

In Chapter 3, a new framework for railway operations is constructed. Besides, the core of the
current research is presented, which is constructing a MILP model to add flexibility to the timetable
while addressing traffic disturbances. According to the results of the toy network, the model is verified.

Chapter 4 presents the model demonstration. Given the results of the real-life case study, the per-
formance of the model is tested. Besides, three analyses are conducted to investigate the performance
of timetable flexibility and the influencing factors.

In Chapter 5, the conclusions of the current research are drawn by answering the main research
question and the sub-research questions. In addition, the practical implications and some recommen-
dations for future research are presented.





2
Literature Review

In this chapter, a literature review is conducted, including the state-of-the-practice in the railway sector
in the Netherlands and the state-of-the-art regarding railway traffic rescheduling, as well as flexibility
in railways. Regarding railway traffic rescheduling, the literature is reviewed based on the adopted
models. Regarding flexibility in railways, the literature is reviewed based on the application stages,
namely, tactical planning, operational planning, and train operations. According to the literature review,
the research gaps are identified.

2.1. State-of-the-Practice
The current practices in the railway sector are discussed in this section, including the hierarchical
structure of the railway planning process, as well as the stages within each planning level. Furthermore,
the current practice in ProRail is discussed.

2.1.1. Planning process in railways
In the railway context, railway companies face a planning problem that consists of several consecutive
planning stages. A hierarchical decision-making approach is generally adopted to address this problem
(Lusby et al., 2011). Three decision-making levels are included, namely, the strategic level, the tactical
level, and the operational level, which are shown in Figure 2.1.

Strategic level

In the strategic level of the planning process, two tasks are accommodated consecutively, namely,
network planning and line planning. Strategic problems are driven by the estimation for the long-term
traffic demand (Goossens et al., 2004). A railway network can be represented as a graph composed
of nodes and edges. The nodes in this graph correspond to stations or junctions where trains interact,
while the edges represent track sections that connect two nodes. In addition, the main concern of the
network planning stage is the construction and/or modification of the existing infrastructure according
to the estimated demand (Lusby et al., 2011). Both network design and demand data play critical roles
as inputs during the line planning stage. This stage involves the determination of train lines, including
their routes, stops, and frequencies (Goossens et al., 2004). The aim of line planning is to maintain
efficient train connections while pursuing specific objectives, such as minimizing operational costs or
maximizing passenger satisfaction (Lusby et al., 2011).

Tactical level

Given a complete network and line plan, resources are allocated over infrastructure. Three tasks
are included in the tactical planning level, namely, train timetabling and routing, rolling stock scheduling,
and crew scheduling.

The train timetabling problem aims at determining the periodic or aperiodic timetables for a set
of trains that do not violate track capacities and satisfies some operational constraints (Caprara et al.,

7
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Figure 2.1: Planning process in railways

2002). Route planning and event time determination are crucial components of the timetabling process
in railway tactical planning. These aspects focus on defining the specific routes that trains will follow
and determining the exact departure and arrival times at various stations, junctions, and bridges along
those routes (Kroon et al., 2009). Route planning involves identifying the optimal paths for trains to
follow between their origin and destination stations. There are often multiple possible routes that a
train can take to reach its destination. The route planning process considers factors such as track
availability, capacity, train priority, and operational constraints. After the routing plan is determined, the
departure and arrival times of trains at stations are determined, which are so-called events. Besides,
some passing event times should also be determined such as junctions and bridges (Kroon et al., 2009).
The train running times indicate the duration between a train’s departure event and its subsequent
arrival event. Dwell times at stations represent the duration between a train’s arrival and departure
events at the same station. Headway time is typically defined as the time between two train departures
or passages. Minimum headway times indicate the shortest time allowed between consecutive train
movements on the same track (Lusby et al., 2011). It can be defined between pairs of arrival times
and departure times, as well as between arrival and departure times. In order to make the designed
timetable more robust, running time supplements are added to the running times and dwell times, and
buffer times are added to headway times based on experience and expert options (Kroon et al., 2009).
By combining route planning and event time determination, the timetabling process in railway tactical
planning creates a well-structured and optimized timetable for train services. Many objectives can be
used when constructing the timetable, for instance, maximizing passenger satisfaction, maximizing
timetable robustness, minimizing the operational cost, etc.

Rolling stock scheduling allocates an appropriate amount of rolling stock units from available fleets
to accomplish trips in the given timetable, as well as arrange rolling stock circulations. Rolling stock
circulations comprises circulations over one train line, several train lines, and complex circulations
with intermediate combining and splitting. In the Dutch railway context, three conflicting objectives
are considered in rolling stock scheduling by the main railway undertaking (Nederlandse Spoorwegen,
NS), namely, service, efficiency, and robustness. Regarding service consideration, it ensures that as
many passengers as possible can be offered a seat; efficiency aims at minimizing the amount of rolling
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stock and the number of rolling stock kilometers while fulfilling the expected passenger demand; in
the robustness aspects, shunting movements are reduced and a line-based rolling stock circulation is
adopted by NS to maintain the robustness of rolling stock schedules (Kroon et al., 2009). Line-based
rolling stock circulation refers to a method of managing and deploying rolling stock in a railway network
based on specific train lines. In this approach, each train line is assigned a dedicated set of rolling
stock that is tailored to the specific demands and characteristics of that line.

A train driver and a number of conductors are required to operate a train, and the number of con-
ductors is decided according to the rolling stock composition of the train (Kroon et al., 2009). The
crew scheduling process involves creating optimized work schedules, known as rosters, for train crew
members. In crew scheduling, a task means that a crew member of the right type and with the right
qualifications must be present at the corresponding train. A duty is a sequence of consecutive tasks to
be carried out by a single crew member. The rosters describe the allocation of the duties to the crew
members, and they are generated by an individual rostering system in many companies (Abbink et al.,
2018). Three objectives are also considered in crew scheduling by NS that includes efficiency, ac-
ceptability, and robustness. Efficiency indicates that the total number of duties is as small as possible;
acceptability can be guaranteed by labor rules and company agreement; with respect to the robust-
ness of the crew schedule, it can be affected by several elements, for instance, the slack time and
relief locations (Ravichandran, 2013). In addition, novel objectives are being developed considering
the trade-off between fairness and attractiveness in crew rostering (Breugem et al., 2022).

Operational level

In general, operational planning in railways can be thought of as the distribution of resources and
facilities to satisfy the demand of various trains based on a predetermined timetable. Operational
planning problems are defined to be those that occur on a day-to-day basis when references determined
at the tactical level have to be adjusted due to unforeseen disturbances (Lusby et al., 2011), which
means that timetable, rolling stock schedules, and crew schedules can be modified in the real-time
operational planning. Since the aim of the current research is to investigate timetable flexibility and
its consequences, the real-time modification of rolling stock schedules and crew schedules will not be
discussed.

In daily operations, traffic perturbations that occur in real-time may hinder the realization of the
timetable determined at the tactical level. If the perturbations cannot be absorbed by the running time
supplement and buffer times added to the timetable during the timetabling stage, primary and sec-
ondary delays will be induced that will cause adverse impacts on railway operations and passenger
satisfaction. In order to minimize the negative effects of unexpected incidents, online railway traffic
rescheduling approaches have been introduced into the field to make up for the inability of offline timeta-
bles in dealing with real-time uncertainties. Corman and Meng (2014) reviewed papers related to online
railway rescheduling and classified them into two categories, namely, static rescheduling (open-loop)
and dynamic rescheduling (closed-loop). A static rescheduling process indicates that rescheduling ap-
proaches are performed only once with full information available, while in the dynamic rescheduling
process, real-time information is provided to produce an up-to-date timetable.

However, apart from modifying the tactical plans, the safe execution of the updated plan is also a
crucial component in railway operations. In order to discuss the operational practice in detail, the ON-
TIME (Optimal Networks for Train Integration Management across Europe) framework for the real-time
management of railway traffic perturbations proposed by Quaglietta et al. (2016) is used as a reference,
which is shown in Figure 2.2. In the framework, a web-service event-dispatcher is designed as an
interface to support the data communication between different modules, and a microscopic simulator
is adopted to reproduce the real traffic.

The concept of dynamic management of railway traffic perturbations has been widely understood
as a set of proactive actions with the aim of minimizing the consequences of actual delays, which
comprises the supervision of traffic state, detection of deviations from the original timetable, resolution
of conflicts affecting the network performance, etc (Kecman et al., 2013). These correspond to the
modules illustrated in the ON-TIME framework, including Traffic State Monitoring (TSM), Traffic State
Prediction (TSP), CDR, Connection Conflict Detection and Resolution (CCDR), Human-Machine In-
terface (HMI), Automatic Route Setting (ARS), Train Path Envelope Computation (TPEC), and Driver
Advisory System (DAS).
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Figure 2.2: The ON-TIME framework for the real-time management of railway traffic perturbations (Quaglietta et al., 2016)

The TSM module collects data from the microscopic simulator/real traffic to estimate the current
traffic state, the collected data comprise signal state, track section occupation/release, train position,
and train speed (Quaglietta et al., 2016).

The TSP module, CDR module, and CCDR module form a closed-loop Perturbation Management
Module (PMM), which aims to predict the traffic within the Optimization Horizon (OH) and generate up-
dated RTTP to ensure track conflict-free and connection conflict-free train operations (Quaglietta et al.,
2016). Based on the current traffic state, the TSP module forecasts the time-distance and speed-
distance trajectories of trains within OH, and then the updated traffic prediction is transferred to the
CDR module, in which the Conflict Detection detects the potential track conflicts within OH and the
Conflict Resolution generates RTTP that comprises a set of control measures (retiming, reordering,
rerouting, canceling trains, etc.). In order to minimize the impact of delays on passengers, especially
those requiring transfers between trains, the CCDR module detects connection conflicts and deter-
mines whether to keep the connection or not according to the RTTP provided by the CDR. If there
are no connection conflicts detected or to be dropped, the RTTP will be ready for the other modules,
otherwise, the TSP generates updated traffic predictions and the CDR computes new RTTPs until no
changes in connections.

The HMI module is a visualization of the detailed network topology, including platforms, switches,
signals, etc, in which the RTTP or the original timetable, as well as the estimated traffic state until the
current time are also presented (Quaglietta et al., 2016). Given the updated RTTP provided by the
PMM, dispatchers determine whether to accept the control measures in the RTTP via the HMI.

After the eventual RTTP is decided by dispatchers, the ARS module generates the route setting
plan and implements the commands in the microscopic simulator. The time to conduct the ARS is
worth discussing since a late implementation that leads to trains meeting restricted signals needs to be
prevented while it better be late enough to provide flexibility to change the routing plan (Quaglietta et al.,
2016). In the meanwhile, the TPEC module is conducted based on the eventual RTTP. TPE comprises
feasible time and speed intervals, which optimize train driving without impacting capacity (Jaekel and
Albrecht, 2013). In this framework, the output of the TPEC module is time windows and/or time targets
of trains that can be exploited for every track detection section to minimize energy consumption while
avoiding track conflicts.
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Given that TPE is computed and the route setting plan is implemented, the DAS is used in the ON-
TIME framework, which enables the driver to control the train following an energy-optimal trajectory
within the TPE. Apart from the DAS, manual driving is usually adopted nowadays, and the Automatic
Train Operation (ATO) is mostly under development in mainline railway (Yin et al., 2017).

2.1.2. Current practice in the Netherlands
In the Netherlands, the railway sector is organized by the Infrastructure Manager (IM) and the Rail-
way Undertakings (RUs). ProRail is the only IM and it owns the visible infrastructure, for instance,
track, switches, and signals, as well as some invisible infrastructure, such as traffic control systems
and underground cables. In addition, ProRail is responsible for the construction, maintenance, and
management of the Dutch rail network, including all relevant facilities such as tunnels, overpasses,
overhead power lines, signals, switches, and stations, on behalf of the national government. ProRail
also allocates capacity on the rail network and is responsible for rail traffic control. The RUs are respon-
sible for the rolling stock and the train crew, thereinto, NS is the largest passenger RU and operates
on the mainline railway network. Apart from NS, there are other regional and private operators that run
specific train services in the Netherlands, including Arriva, Syntus, and Connexxion. ProRail and NS
are jointly responsible for the stations, which means that ProRail builds the stations and NS carries out
daily maintenance on behalf of ProRail.

In order to show the organization of the IM and RUs, a framework for the logical domains in Dutch
railways is presented in Figure 2.3. According to the framework, a four-stage organization can be
observed, namely, planning, operational management, operational control, and physical operations.
The planning stage corresponds to the tactical planning stages mentioned in subsection 2.1.1. The
RUs are responsible for timetable design, while the IM oversees capacity allocation, and both processes
are interconnected. During the planning phase, the RUs submit their timetable proposals to ProRail,
detailing their desired train paths and service plans, while ProRail ensures the allocation of capacity to
different RUs. Once the timetable is determined, rolling stocks and crews can be scheduled accordingly.

In daily railway operations, traffic perturbations occurring in real-time may compromise the pre-
determined timetable and plans, thus, operational conduct should be carried out. In the operational
management stage, the responsibility of the IM is called traffic management, which aims to keep the
predetermined plans for the use of infrastructure up to date. While, for the RU, it is called rolling stock
management and train crew management whose objective is to update the deployment of rolling stock
and train crew according to real-time traffic information. The RU can only update the rolling stock and
train crew schedules after a feasible timetable is generated by the IM.

The up-to-date plans are executed in the operational control stage. For the IM, the responsibility is
to set routes for the movement of trains, distract infrastructure for engineering works, and operate the
movable bridges. Next is the physical operation, in which the switches, signals, and movable bridges
are operated by the IM. While for the RU, the objective of both stages is to run the trains based on the
coordination of the plans determined in traffic management and the physical infrastructure operation.

The determination and execution of the timetable and routing plan, as well as the infrastructure
operations, are the job of the IM. The current situation in ProRail is presented in Figure 2.4. In capac-
ity management, an integrated plan comprising a timetable and routing plan is generated by planners
using DONNA, which is the planning system for railway capacity allocation. Then, the complete plan is
distributed to traffic management as the reference for daily operations. The original plan is kept when
no variations occur in the real traffic, however, the distributed plan is not always feasible due to traffic
perturbations, hence, a plan update is necessary. Currently, a hierarchical structure is adopted in traf-
fic management, including national traffic management and regional traffic management. The plan is
kept up to date on a regional level by regional dispatchers (Decentrale Verkeersleider) via VOS (Ver-
keersleiding Ondersteunend Systeem), and the corresponding routing plan is actualized by signallers
(Treindienstleider) via PRL (Procesleidings system). In case of larger disturbances and disruptions
that affect more than one region, the national dispatchers (Verkeersleider and Planner CMBO) take the
decision on timetable updates. Afterward, the plans are executed under the coordination of three sys-
tems, namely, PRL, ASTRIS (Aansturing en Statusmeldingen RailInfraStructuur), and TROTS (TRain
Observation and Tracking System). Signallers use PRL to operate signals and switches and set routes
for trains. ASTRIS is a highly secured system that ensures the safe operation of signals and switches.
TROTS monitors the state of the trains in real time. The physical operations are conducted under the
regulation of the signaling system, which includes interlocking systems and the ATB (Automatische
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Figure 2.3: Logical domains in Dutch railways (E. P. Philipsen, personal communication, April 18, 2023)

TreinBeïnvloeding), which is the automatic train protection system in the Netherlands.
Traffic management comprises delay management and disruption management. Since we aim to

add and optimize timetable flexibility in traffic disturbance management, and delay management aligns
closely with the concept of disturbance management. The logical functions of delay management are
shown in Figure 2.5.

In delay management, five stages are included, which have a low level of automation. In traffic state
monitoring, the current traffic state is estimated based on the traffic data collected by the track detection
sections, which means that delays occurring in real traffic can be reflected and observed. In traffic state
prediction and conflict detection stages, future train trajectories can be predicted in the form of a time-
distance diagram. By inserting the delays observed in the previous stage, potential conflicts can be
visually identified in accordance with a track occupation graph. After identifying the conflicts, conflict
resolution and plan optimization should be performed, in which resolution is determined according
to human decisions that are made based on predefined solutions as much as possible. Then, the
feasibility of the resolution is checked by colleagues if necessary. In the last stage, The adjustments
may bemade just in the routing plan by signallers for minor delays. While for larger delays, the timetable
is adjusted by train dispatchers using VOS, and followed by routing plan adjustments by signallers.

2.2. State-of-the-art
The literature in relation to adding flexibility to the timetable in traffic management will be discussed
thematically in this section. Disturbances are relatively small perturbations in railway operations that
can be managed by adjusting only the timetable, while disruptions are relatively large incidents that
require the rolling stock and crew schedule to be modified (Cacchiani et al., 2014). Since the aim of
the flexible timetable is to better address traffic disturbances and handle real-time traffic uncertainty,
disruption management is not within the scope of the current research, and only literature regarding
traffic disturbance or delay management is taken into consideration. In subsection 2.2.1, the literature
on the railway traffic rescheduling process under traffic disturbances is discussed, in which various
models and algorithms are developed to solve the rescheduling problem. In addition, an overview of
the discussed literature is also provided. In subsection 2.2.2, the concept of flexibility is discussed ac-
cording to its definition in other contexts. Besides, literature regarding adding flexibility to the timetable
in the railway context is reviewed. In addition, the concept of TPE is discussed, which aims to add
flexibility in train operations rather than in timetabling stage or traffic management. Regarding railway
traffic rescheduling, there is also research on the solution algorithms. However, the current research
focuses on mathematical modeling. Therefore, solution algorithms are not reviewed.
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Figure 2.4: Current situation in ProRail (E. P. Philipsen, personal communication, April 21, 2023)

2.2.1. Railway traffic rescheduling models
In the railway sector, timetables that are predetermined at the tactical planning level are designed to be
robust and resilient to traffic perturbations. However, it is impossible to develop perfect plans to guard
against all types of perturbations, thus, railway traffic rescheduling approaches have been defined that
modify the plans in order to address disturbances and disruptions that occur in real traffic.

Corman and Meng (2014) review approaches on online railway traffic rescheduling problems and
exhibit the dynamic and stochastic aspects of the problem. Online traffic rescheduling falls in the
operational level of the planning process in railways, in which up-to-date plans are generated during
operations in a short computation time of a few seconds/minutes. They sum up the control measures
used by dispatchers and classify them into time, speed, order, local route, global route, and service.
The time aspect indicates shifting in planned times at reference points, which can be achieved by trains
going slower or faster than planned; regarding speed, train dispatchers provide adjusted time targets
to drivers to avoid conflicts or save energy; changing train orders at shared infrastructure elements is
seen as a critical measure under limited infrastructure capacity; the objective of the local route aspect
is to change a default route for an alternative one, such as changing platforms at stations; while in
the global route aspect, different routing plans that skip stations and pass through different stations
are computed to fulfill the service intention; regarding the service aspect, the often used measures are
canceling trains, short turning, canceling or adding stops (Corman and Meng, 2014). They also divide
the rescheduling approaches into open-loop approaches and closed-loop approaches. The former
approach generates rescheduling solutions only once based on full knowledge of events happening
far in the future, while in the latter approach, optimal rescheduling solutions are generated iteratively
based on deviations or time steps.

Meanwhile, Cacchiani et al. (2014) present an overview regarding recovery models under traffic
disturbances. They distinguish Train Timetable Rescheduling (TTR) approaches by the level of detail
considered in the railway system, known as microscopic and macroscopic. At the macroscopic level,
stations and tracks are represented by nodes and arcs of a graph, while block sections and signals are
not taken into consideration. At the microscopic level, blocking time models and the underlying data
are used to derive the running and headway times. Since various models are developed to solve the
rescheduling problem, papers regarding railway traffic rescheduling under disturbances are reviewed
in a methodological structure.
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Figure 2.5: Logical functions in traffic management (E. P. Philipsen, personal communication, January 24, 2023)

Mixed Integer Linear Programming (MILP)

Törnquist and Persson (2007) discuss the propagation of disturbances and the control actions to
minimize the consequences. They propose a MILP model to formulate the rescheduling problem for a
railway network composed of amix of single- to multiple-track segments. In theMILPmodel, continuous
variables represent the occurring times, as well as the delays of events. Besides, binary variables are
introduced to represent whether a track will be used by an activity, as well as the train orders. The
objective functions of the model are minimizing the total final delay of the traffic, and minimizing the
total final cost associated with delays. Since applying the full model requires a long computation time,
four strategies are evaluated which allow different degrees of track swaps and order changes. In order
to analyze the influence of disturbance characteristics and time horizons, they conduct a case study
on the southern part of the Swedish railway network, taking into account delays from 5 to 40 minutes,
and time horizons of 30, 60, and 90 minutes.

Dotoli et al. (2014) propose a Decision Support System (DSS) architecture for real-time manage-
ment of railway networks. The DSS adopts a MILP formulation to address the rescheduling problem in
a mixed-tracked network under disturbances, based on the model for n-tracked networks presented by
Törnquist and Persson (2007). Dotoli et al. (2014) emphasize the importance of choosing an appropri-
ate time horizon, since too small a time horizon limits the efficiency of the rescheduling process, while
too long a time horizon induces long computation times. The objective functions used in this paper
are minimizing the cost of total delay for all events within the time horizon and minimizing total delay.
Afterward, a heuristic algorithm is applied to obtain near-optimal solutions, so that train dispatchers can
determine the new timetable and communicate with drivers efficiently. The case study conducted on a
regional railway network in southern Italy considers three time horizons from 30 to 50, and the results
show that the DSS outperforms the model proposed by Törnquist and Persson (2007) in all cases.

Pellegrini et al. (2012) study the real-time railway traffic management after an unexpected event
perturbs the operations. They propose a MILP formulation to solve the problem, which models the
infrastructure in terms of track-circuits to achieve a fine realistic representation of the control area.
This formulation considers all train routing alternatives and all rescheduling alternatives for trains along
these routes, with the objective of minimizing the maximum consecutive delay. Continuous variables
are the time in which a train enters a track-circuit and the delay assigned to a train in a track-circuit,
while, binary variables indicate whether a train uses a route, as well as the order between two trains
using a track-circuit. Several constraints are introduced to the model, namely, time concerning con-
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straints, constraints for managing delays, constraints due to the change of rolling stock configuration,
and capacity constraints. An experiment is conducted in a control area including the Lille Flandres
Station (France), and the results demonstrate the good performance of the formulation in terms of
computation time.

Cavone et al. (2017) investigate the self-learning decision making procedure for robust real-time
train rescheduling in case of disturbances, based on a Data Envelopment Analysis (DEA) method. It
can be used for aperiodic timetables of mixed-tracked networks. The overall procedure consists of three
steps. First, an optimal timetable is derived using aMILP. The objective is to achieve a balance between
minimizing train delays and maximizing timetable robustness across an appropriate time horizon. Next,
a merging procedure is used to join the optimal timetable with the nominal one, followed by identifying
and solving arising conflicts iteratively using a real-time heuristic procedure. In the final step, a cross-
efficiency fuzzy DEA method is utilized to predict the results and effectiveness of alternative control
actions. This step plays a critical role in updating an external database, where themost suitable solution
is stored for potential use in future instances of similar disturbances. The self-learning capability of this
procedure improves the quality of the rescheduling at each reapplication of the method. An experiment
is conducted in southern Italy, and the results show that the procedure is effective for both railway
companies and passengers.

Zhang et al. (2021) study the real-time rescheduling problem based on updated information for
a single-track high-speed railway system with traffic in one direction. They construct a MILP model,
where the decision variables are arrival times, departure times, arrival orders, departure orders, and
dwelling plans. The objective is to minimize the deviation from the original timetable, which is ex-
pressed by four components, including positive arrival delay, negative arrival delay, departure delay,
and penalty for changing the dwelling plan. Several constraints are added to the model including dwell,
running, headway, overtaking, timetable, and station capacity constraints. The authors also develop
a scenario-based chance-constrained model predictive control (SC-MPC) algorithm to solve the MILP
model constructed for the real-time rescheduling problem. The MPC algorithm adopts a strategy of
rolling optimization that repeatedly optimizes the timetable computation in real time, which reduces
the computation time as well as improves the timetable robustness. The case study on the Beijing-
Shanghai high-speed railway line shows that the proposed model effectively solves disturbances and
the MPC algorithm increases the robustness of the output.

Integer Programming (IP)

Schöbel (2007) investigate the delay management problem which specifically aims at determining
whether passenger transfers between trains should be kept or dropped, with the objective of minimizing
the sum of all delays over all customers. They represent the delay management problem as an activity-
on-arc project network and propose a path-based and an activity-based IP model, with the objective
of minimizing the sum of all delays over all customers. An event-activity network is adopted, in which
nodes denote arrival and departure events, and arcs denote the waiting and driving activities of trains
and changing activities of passengers. In the path-based model, binary variables for each path are
introduced to determine whether to keep all connections on paths or not. In the activity-based model,
binary variables for each changing activity are used to describe if train connections are missed or
maintained. Based on these, a cubic activity-basedmodel is proposed, in which two additional variables
are introduced. The additional binary variable indicates whether an activity is reached on a path without
any missed connection before or not. An integer variable indicates the number of customers who use
an activity. The authors proposed a never-meet property to indicate whether a case is appropriate
for a linearization. They simplified the cubic model to an Integer Linear Programming (ILP) when the
property holds. Constraints are added to guarantee that delays can be transferred from the start of an
activity to the end so that they can be absorbed by the slack times. Besides, additional constraints are
added to satisfy the minimum transfer time for passengers. The outputs of those models are timetables
that minimize the total passenger delays.

On the basis of the IP formulation of the delay management problem proposed by Schöbel (2007),
Schachtebeck and Schöbel (2008) add priority decisions to the IP model to make it capable of dealing
with the capacitated case. The limited capacity of the railway tracks indicates that the order between
two or more trains that use the same piece of infrastructure should also be determined.

Dollevoet et al. (2012) investigate the delay management problem with rerouting of passengers.
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Since passengers will not wait for a cycle time to take their original routes when they miss a connection,
the authors take into consideration that passengers will adjust their routes. They develop a delay
management model in the formulation of IP based on an event-activity network, with the objective
function of minimizing the weighted sum of realized arrival times, which is equivalent to minimizing the
weighted sum of delays. Since the IP model proposed by Dollevoet et al. (2012) is hard to solve under
large-scale real-world cases, Dollevoet and Huisman (2014) develop several heuristic approaches,
including dispatching rules in practice, classical delay management model without passenger rerouting,
and iterative model parameters updating. The experimental study based on real-time data from Dutch
railways demonstrates that the iterative heuristic can solve complex instances in a short computation
time.

Caimi et al. (2012) investigate the computer-aided systems to deal with the increasing challenges
in railway traffic management of complex station areas. The authors propose a dispatching assis-
tant based on an MPC framework, and the closed-loop discrete-time system adopts an IP formulation
to model the rescheduling problem. Two binary variables are introduced, one indicates whether a
blocking-stairway is assigned to a train, and the other one indicates whether the connection between
two trains is maintained. The objective function of the model is maximizing customer satisfaction, with
several constraints taken into consideration, such as clique constraints, connection constraints, and
platform-related constraints. The robustness of the rescheduled timetable can be ensured by the tem-
poral scopes, in which three parameters are introduced, namely, the rescheduling frequency interval,
the fixing horizon, and the planning time horizon. The rescheduling frequency interval represents the
frequency of the train rescheduling process; due to safety considerations, the routes of trains that are
between the current time and the fixing horizon cannot be modified; the planning time horizon defines
how far into the future trains will be considered in the current rescheduling process. The results of the
case study demonstrate the potential of this approach compared to the human dispatching process,
especially when rerouting is considered.

Alternative Graph (AG) Model

D’Ariano et al. (2007a) study the train scheduling problem, which aims to generate a new conflict-
free timetable, with minimal deviation from the original timetable. They consider the problem as a huge
Job Shop Problem (JSP) with no-store constraints, and model the problem with an AG formulation, with
the objective function of minimizing themaximum consecutive delay for all trains at all visited stations. In
an AG representation, a set of nodes, fixed arcs, and pairs of alternative arcs are introduced. Thereinto,
nodes represent operations and are connected by directed arcs. Each arc represents a precedence
relation between two nodes. A fixed arc represents the running time of a train through a block section,
which corresponds to the processing time of the previous node. Since only one train can be assigned
to a block section during operation at a time (Pachl, 2014), pairs of alternative arcs are used to model
the possible precedence relations between two trains. The length of an alternative arc is the minimum
time headway between the associated trains. Finally, the AG model assigns start times to operations,
ensuring that all fixed precedence relations and exactly one of each pair of the alternative precedence
relations are satisfied with no positive length cycles. In addition, they develop a branch and bound
algorithm with implication rules to speed up the computation. The authors take into consideration the
precedence and meeting constraints. The precedence constraint indicates that a train must wait for the
arrival of the former train before departing, in case the former train carries the crew or necessary rolling
stocks, and the meeting precedence indicates that a minimum dwell time should be met, during which
two given trains must be together at a given station for exchanging passengers. The computational
experiments carried out on a bottleneck area of the Dutch railway network indicate that the proposed
algorithm generates near-optimal solutions in a short computation time.

In order to investigate the capability of conflict resolution and train speed coordination for solving
real-time timetable perturbations, D’Ariano et al. (2007b) adopt a detailed AG model for the train dis-
patching problem, with the objective function of minimizing the maximum consecutive delay, and they
mainly focus on the retiming and reordering control measures. The dispatching system comprises two
modules, generating an updated conflict-free timetable, and ensuring a minimum headway between
trains while keeping acceptable speed profiles. In the former module, conflicts between trains are ef-
fectively detected and solved, and a traffic plan is generated. In the second module, the blocking time
model is used to check whether the headway requirements are met, and speed coordination issues are
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considered among consecutive trains. The interactive procedure over two modules generates a fea-
sible speed profile for each train over the time horizon. Ultimately, a conflict-free timetable that obeys
the signaling and safety constraints can be obtained. The performance of the automated dispatching
system is tested on the Schiphol railway network, and better solutions are obtained compared to human
dispatching.

D’Ariano et al. (2008a) describe the implementation of a real-time traffic management systemROMA
(Railway traffic Optimization by Means of Alternative graphs). The authors adopt the AG formulation
and propose a branch and bound algorithm for train reordering and rerouting. This dispatching system
helps the human dispatcher as an effective support tool to improve train punctuality under the influence
of delays and disturbances.

Corman et al. (2009) study the railway rescheduling in complex interlocking areas, in which the
passage of trains through short track sections is constrained by operational rules. In this paper, the
network is presented at a microscopic level. The authors adopt two AG formulations, one is based
on block sections and another is based on the aggregation of block sections into station routes, with
the objective of minimizing the maximum consecutive delay at each relevant point of the studied area.
An aggregated block is a sequence of consecutive block sections that a train may traverse on after
each other. The results of the computational study show that the aggregated representation with non-
sequence-dependent setup times is a good approximation of sectional-release route locking operations,
which leads to small extra buffer times.

Based on (D’Ariano et al., 2008a) and (Corman et al., 2009), in order to tackle the increased com-
plexity of busy stations with multiple conflicting paths and high service frequency, Corman et al. (2011)
investigate enhancements to the train dispatching model as well as solution algorithms. The authors
also adopt aggregated blocks with the goal of reducing the number of decision variables and con-
straints. The main focus of this literature is changing dwell times, train orders, and train routes in the
real-time dispatching process. To test the performance of the dispatching tool in terms of solution qual-
ity and computation time, a case study is conducted based on the accepted statistical distribution of
train delays for Utrecht Central Station.

Corman et al. (2012) study the railway timetable rescheduling problem when disturbances perturb
the timetable feasibility in the view of the train operating companies and passengers. They adopt
an AG model to restore the schedule feasibility, and the objective is to simultaneously minimize the
consecutive delays between trains and maximize the total value of satisfied connections. Regarding
the constraint, a headway constraint based on the blocking time theory and a passenger connection
constraint is introduced. In addition, two heuristic algorithms are proposed to compute the Pareto front
of non-dominated schedules. The results of the computational experiment based on real-world data
indicate that a compromise solution between delay minimization and connection satisfaction is crucial
for advanced performance management.

Corman et al. (2014) study the timetable rescheduling problem when daily planned operations are
perturbed by disturbances, in which control actions should be taken by train dispatchers to maintain
the feasibility of operations and limit the delay propagation. The authors adopt the dispatching support
tool ROMA and evaluate the robustness of the rescheduled plans towards potential disturbances. Re-
garding the timetable, two timetables are compared, namely, regular timetables and shuttle timetables.
In the shuttle timetable, trains arrive at a station and turn around to start a new service in the opposite
direction. The robustness of the timetables is studied as the impact of stochastic input on the key per-
formance indicators related to trains and passengers. The computational experiment results indicate
that shuttle services may be profitable when high priority needs to be assigned to some services with
the drawbacks of high resources usage, management cost, and dispatcher workload.

Mazzarello and Ottaviani (2007) introduce an advanced Traffic Management System (TMS), in
which two core modules are the CDR and the Speed Profile Generator (SPG). In the CDR system,
an AG formulation is adopted to model real-time train scheduling and routing, since it is powerful when
response time is a critical factor in evaluating the performance of an approach. The authors introduce
some new constraints, namely minimum speed constraint, passing constraint, out-of-order constraint,
and precedence constraint. The minimum speed constraint regulates that trains must travel at a speed
higher than the minimum speed within a block section. The passing constraint indicates that a train
can only pass through a node after a given time. When a block section is unavailable in a given time
interval, the out-of-order constraint regulates that a train should arrive or exit a block section after the
end time or before the start time of the unavailable periods, respectively. The precedence constraint
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directly selects one from each pair of alternative arcs at certain block sections. The authors exploit
the rerouting capabilities of the network while limiting the computation time. Besides, they propose
a post-processing strategy to ensure the feasibility of the plan. Based on the rescheduled plan, the
main output of the SPG module is an advisory speed sent to each train whenever a change of speed is
required. The pilot carried out on the Dutch railway routes indicates that advanced TMS can improve
train punctuality and achieve energy efficiency, by preventing conflicts and optimally guiding train runs.

Kecman et al. (2013) dedicated to the development of macroscopic rescheduling models for railway
traffic management. The authors extend the AG model to a macroscopic scale by aggregating multiple
block sections into open track segments and platform tracks into timetable points. They introduce four
macroscopic models to investigate the impact of the level of detail and the number of operation con-
straints on the performance of the rescheduling model in terms of minimization of consecutive delay and
computation time. Case studies carried out on the corridor Utrecht-Den Bosch and the Dutch national
railway network demonstrate that large instances can be solved with the most complex macroscopic
model within reasonable computation time.

Other Models

Chiu et al. (2002) construct the train rescheduling problem as a Constraint Satisfaction Problem
(CSP), in which the solution is searched from a large search space under various constraints. In the
CSP model, a finite set of possible values is assigned to each variable, which is called the domain,
and a finite set of constraints is constructed to regulate the possible combination of values that vari-
ables can take. Two optimality criteria are defined to measure the solution quality, including minimum-
delay optimal and minimum-change optimal compared to the original timetable. The authors introduce
four types of constraints, namely, scheduling constraints, stopover-maintenance constraints, modifi-
cation constraints, and forward-labeling constraints. The scheduling constraints are set according to
six scheduling rules, namely the speed rule, the station occupancy rule, the station entry rule, the sta-
tion exit rule, the line time rule, and the stopover rule. The speed constraint limits the speed of trains
traveling between two stations. The station occupancy constraint sets the time interval between two
trains occupying a track. The station entry and exit constraint set time intervals between two trains’
entrance to and departure from a station using one line, respectively. When two trains travel in the
same direction on a line, the line time constraint forbids overtakes. When two trains run in the oppo-
site direction on a line, it ensures that the line must be unoccupied for at least a certain time interval.
The stopover constraint sets the minimum time duration that a train stays in a station. The stopover-
maintenance constraints enforce that every train stays in the station no less than its original waiting
time. The modification constraints enforce the modifications to original timetables to stay fixed during
rescheduling. The forward-labeling constraints ensure that arrival and departure times at stations can
only be delayed. In addition, two heuristics are proposed to achieve the two different optimal solutions,
and the performance is demonstrated by an experiment using real-life data.

Fay (2000) investigates a dispatching support system for use in railway operation control systems,
in which expert knowledge is contained in fuzzy rules of the ‘IF-THEN‘ type. The author describes a
Fuzzy Petri Net (FPN) notion that combines the graphical power of Petri Nets and the capabilities of
Fuzzy Sets to model rule-based expert knowledge in a decision support system. The fuzziness exists
since the conditions that have to be fulfilled for the application of a certain rule can only be specified
imprecisely by the experts, and the conditions are not available precisely as well. The author rates
the dispatching actions according to their utility functions. The utility function involves the delay of
all affected trains weighted per rank of trains, the summed delay for all passengers, and the costs of
additional resources. The case study shows that a knowledge-based expert system can improve traffic
quality and reduce operation costs.

Nowadays, learning-based approaches are a research hotspot in solving traffic management prob-
lems, which can be considered as an extension to the knowledge-based approaches. Since the cur-
rently used rescheduling approaches are limited due to the strong reliance on predefined knowledge,
Šemrov et al. (2016) present a train rescheduling method based on reinforcement learning, more pre-
cisely a Q-learning algorithm. The basic components of the Q-learning algorithm are environment,
agent, states, actions, and reward. The learning agent aims to learn a policy that effectively reduces
the total delay resulting from an initial disturbance. By actively exploring the environment, the agent
interprets the received reinforcement signal. Through accumulated experience, the agent strategi-
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cally chooses actions aimed at maximizing the sum of rewards. The empirical results indicate that the
Q-learning algorithm generates superior or comparable rescheduling solutions compared to those of
non-learning-based rescheduling methods.

Zhu et al. (2020) propose a reinforcement learning-based timetable rescheduling method and also
adopt the Q-learning algorithm. This method entails offline learning of timetable rescheduling tech-
niques, enabling instantaneous application of optimal dispatching decisions according to the current
state of the railway environment. The computational experiment shows that the solution quality and
convergence are affected by the state representation of the railway environment. However, it is verified
that this method generates superior solutions within limited training episodes.

Apart from reinforcement-based methods, Huang et al. (2023) propose a data-driven train model
that exploits past realization data to provide decision support for traffic control. This model better
involves the understandability of the practitioners compared to prescriptive techniques, such as math-
ematical programming and heuristics. Meanwhile, they adopt decision graphs to identify which control
action leads to the best solution, in terms of reduction of delays, based on the past performance of the
same action in similar conditions. The authors mainly focus on determining the order of two consec-
utive trains in merging stations, and the computational results indicate that the presented model can
identify solutions that lead to the largest delay reduction.

2.2.2. Flexibility in railways
In the dictionary of business and management, the explanation of flexibility is the ability to adapt an op-
erating system to respond to changes in the environment (Jonathan, 2009). In transportation systems,
Morlok and Chang (2004) define flexibility as the ability of a system to adapt to external changes while
maintaining satisfactory system performance. Flexibility is increasingly desired in transportation sys-
tems in order to accommodate changing demands and traffic patterns, however, in the railway context,
only a few researchers investigate different levels where flexibility can be introduced.

Tactical planning

Caimi et al. (2011) address the problem of generating conflict-free periodic train timetables for large
railway networks. The timetable is constructed at the tactical planning level, based on train service
intentions, such as train lines, stop stations, and interconnection possibilities. the Periodic Event
Scheduling Problem (PESP) is the classical model for generating periodic railway timetables. At a
macroscopic level, a periodic railway timetable comprises departure and arrival times at stations for all
trains running in the network within a period. Each departure and arrival of a train at a station is called
an event. The dependencies between events are modeled as constraints, for instance, trip time con-
straints, headway constraints, dwell time constraints, and connection constraints. The authors propose
a Flexible Periodic Event Scheduling Problem (FPESP) model, which is an extension of the PESP, to
generate periodic timetables with event slots. In FPESP, the decision variables are lower bounds of the
events and the corresponding flexibility. Four objective functions are proposed including minimizing a
weighted sum of the passenger-relevant times, maximizing a weighted sum of flexibility, simultaneously
minimizing travel time, and maximizing flexibility, etc. In addition, they develop a FLEXBOX model, in
which a flexible timetable is determined at the macroscopic level, and a feasible routing plan and plat-
form assignment is determined at the microscopic level. The results of the case study indicate that the
FLEXBOX model increases the total flexibility of the timetable, and a flexible timetable provides larger
solution space for microscopic solutions, which leads to better solution quality. Besides, the FPESP
model only moderately increases the computation time compared to conventional PESP.

Operational planning

Under the trend of managing congested areas by planning less in the off-line phase and solving train
conflicts in real time, D’Ariano et al. (2008b) investigate the concept of flexible timetable to improve the
timetable robustness. In this literature, they focus on determining time windows of arrival/departure
times, a partial order of trains at overtakes and junctions in off-time timetable planning, and the ex-
act train arrival/departure times at critical points, as well as the exact order of train at overtakes and
junctions are determined in real-time traffic management. The authors adopt the alternative graph for-
mulation to model the Conflict Resolution Problem (CRP), with the objective function of minimizing the
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maximum consecutive delay. In addition, they develop three greedy heuristics and a branch and bound
algorithm to solve the model, which are tested on a bottleneck area of the Dutch railway network. In the
computational experiment to analyze different CRP algorithms, 5 values of flexibility ranging from 0 to
120 seconds are assigned to each of the 60 perturbation schemes, and the results show that the branch
and bound algorithm outperforms other algorithms in terms of maximum total delays and average de-
lays, and increasing flexibility helps decrease the delays. In another experiment that compare flexible
timetables with different buffer time distribution, 7 values of flexibility ranging from 0 to 180 seconds
are assigned to each of the 60 perturbation schemes, and the results indicate that flexible timetables
are preferable compared to the rigid ones and flexibility offers more freedom to solve conflicts and to
increase punctuality without decreasing the throughput.

Train operations

The concept of train path envelope is first proposed by ON-TIME (2013), which is used to man-
age and optimize train paths in railway networks, thus improving capacity and efficiency of railway
networks. The TPE comprises feasible time and speed intervals, and it defines the maximum and min-
imum allowed speeds for a train on a specific segment of track, based on the geometry and signaling
characteristics of the track, as well as the operational requirements of the train. Within the range pro-
vide by the TPE, train driving can be optimized without impact on capacity (Jaekel and Albrecht, 2013),
thus, the TPE can be considered as adding flexibility in train trajectories. The railway infrastructure can
be regarded as a series of block sections, and the blocking time theory is important for ensuring the
safety and reliability of railway operations, as it helps to prevent train collisions and other incidents that
can disrupt train services and cause delays (Pachl, 2014). For a given train, the TPE is computed by
taking into account the buffer times with adjacent trains, which requires the computation of the blocking
times of all trains (Quaglietta et al., 2016).

In order to integrate the Conflict Resolution System (CRS) and the DAS, Jaekel and Albrecht (2013)
present the concept of the TPE, and refers to the sequence of target time windows for consecutive
locations along a train run. This literature focuses on how target windows for DAS can be computed
based on the results of CRS. The authors adopt a non-linear constraint programming for constructing
the TPE, and the computation of the TPE is achieved following two steps, the first is generating a
drivable path that minimizes the energy consumption, and the second is allocating the available buffer
times to the train paths. The computational experiment indicates the feasibility and potential of the
model in computing the TPE.

Wang and Goverde (2016) study the train trajectory optimization problem, which computes a feasi-
ble train speed profile, taking into account the operational constraints and signaling constraints. This
paper formulates the real-time traffic plan as a set of TPEs, and the authors adopt a multiple-phase op-
timal control model, which is able to capture varying gradients and speed limits, as well as constraints
provided by the TPE. The TPE consists of target points and target windows, which are defined by triples
of position, time, and speed information. In case of disturbances, trains may recover from delays and
get back to the planned timetable by regulating their speed within the range provided by the TPE.

Albrecht and Dasigi (2016) present the overall approach of the ON-TIME project and the approaches
to real-time perturbation management and real-time train speed regulation. Besides, Quaglietta et al.
(2016) introduce a framework for the automatic real-time management of railway traffic. In real-time
traffic management, the TPEC module is introduced between the computation of the RTTP and its im-
plementation to train operations, which aims to identify energy-efficient train speed profiles compatible
with the RTTP, by investigating the buffer times that can be exploited. A TPE must be computed for
every train in the area and any available RTTP, and it serves as the input to all computations related
to train speed control.

Wang et al. (2023) investigate the conflict-free train path planning in Automatic Train Operation
(ATO) over the European Train Control System (ETCS). They propose a Train Path Slot model in the
formulation of a linear programming model, which considers three driving strategies, namely, Energy-
Efficient Train Control, Reduced Maximum Speed, and Minimum Time Train Control. They optimise
the location of Timing Points (TPs) and their associated time targets or windows, which are eventually
assembled in a TPE. This research bridges the IM and RUs by providing time targets or feasible time
windows in the form of TP constraints at critical locations.
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2.3. Research gaps
In the literature regarding railway traffic rescheduling under disturbances, different research scopes are
considered by the authors, such as the level of detail and case study on corridor/network, in addition,
various models, objective functions, control measures, and constraints are adopted. In order to sum
up the papers regarding railway traffic disturbance management, a literature overview is presented in
Table 2.1.

According to the literature review, only a limited amount of literature is found dealing with adding
flexibility in railways. TPE can be considered as adding flexibility in the perspective of individual train.
However, adding flexibility to the timetable is at the operational planning level, which is from the per-
spective of the traffic in the network.

The research gaps can be identified as follows. First, among the literature discussing timetable flex-
ibility, there is no consensus on its definition. Timetable robustness is the ability of a timetable to with-
stand design errors, parameter variations, and changing operational conditions. Timetable resilience is
the flexibility of a timetable to prevent or reduce secondary delays using dispatching measures. How-
ever, most literature investigating timetable resilience focuses on traffic disruption management rather
than traffic disturbance management. Therefore, we define timetable flexibility as the ability to be eas-
ily modified to withstand small disturbances and absorb delays, as well as to offer a larger solution
space in the application of control measures to solve larger disturbances without changing the given
(re)scheduled timetable.

Second, the FPESP model is designed for tactical planning, which investigates the allocation and
trade-off between capacity and flexibility. The PESP model is often designed for long-term planning
and optimization, which can involve complex mathematical formulations and computationally intensive
algorithms. Therefore, the computation time of the FPESP model is too long for real-time rescheduling.
Besides, PESP is well-suited for scenarios where events repeat at regular intervals. However, real-time
railway rescheduling involves efficient responses to dynamic and unpredictable disturbances, such as
varying passenger volumes, different driver behavior, and changing weather conditions. This means
that the rescheduled plans are not necessarily periodic. In a nutshell, the FPESP model is not suitable
in the current research.

By comparison, the AGmodel is a widely used model to generate rescheduling solutions within tight
time constraints, which aims to handle real-time traffic disturbances. In the AG formulation constructed
by D’Ariano et al. (2008b), they make the scheduled departure times earlier than the rigid departure
times and publish a new timetable to passengers, by which flexibility is actually an early departure
compared to the rigid timetable. However, this is unfair to passengers who stick to the rigid published
timetable since the rescheduled departure times are actually early departures. Besides, flexibility is
a parameter rather than a decision variable, which means that the values of flexibility are assigned
to test the impacts of different algorithms on flexibility, as well as the impacts of flexibility on different
levels of buffer time. Therefore, they are not aiming at optimization timetable flexibility. In addition,
in the computational experiment, the maximum arrival times are fixed to the rigid arrival times, thus,
flexibility is added only to the departure events. Furthermore, the experiments are conducted on the
railway corridor in the Schipol dispatching area, thus, connection constraints that indicate the transfer
requirements of passengers between trains at stations are not taken into account.
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3
Methodology

In the current chapter, the methodology for constructing and solving the mathematical model, as well
as analyzing the results, are described. In Section 3.1, a framework for real-time railway operations
is proposed based on the state-of-the-practice in Dutch railways, and detailed discussion is made
on the components within the framework, after which the exact positioning of the current research is
identified. In Section 3.2, the scope of our research is stated and justified. In Section 3.3, the pros and
cons of the model that will be used in this research are discussed, and some actions and scopes are
identified to limit the impact of model flaws. In Section 3.4, the principle of the AG model is described
and an illustrative example is presented. Besides, the MILP model and its application in modeling
the train rescheduling problem are discussed. In Section 3.5, the formulation of the AG-based MILP
model is presented, including the indices, sets, parameters, decision variables, objective function, and
constraints. In addition, explanations of the objective function and constraints are also provided. In
Section 3.6, the general model inputs are described. Besides, the Gurobi Optimizer is introduced, as
well as the algorithms and techniques used in this commercial solver. Section 3.7, the toy network
layout, and the trains running on the toy network are introduced. In order to verify the model, two
illustrative examples including the scenarios with and without initial delays are presented.

3.1. Railway operations framework
According to the discussion on the ON-TIME framework for real-time management of railway traffic
perturbations and the interview on the current practice in ProRail, a framework for real-time railway
operations is proposed, which is shown in Figure 3.1. The modules form a closed-loop structure to-
gether with real traffic and can be distinguished into three stages, namely, traffic management, traffic
control, and train operations. The functions of the modules and their interactions are explained below
on the basis of the stage at which they are positioned. Our main focus is the CDR process in traffic
management, which belongs to the operational planning instead of the execution part.

Traffic management

The main purpose of traffic management is to generate the RTTP, which guides the implementation
of modules in traffic control and train operations. Traffic management comprises five modules, namely
TSM, TSP, CDR, Rescheduling Decision, and RTTP Generation.

The TSM module is the interface between real traffic and traffic management, it monitors the move-
ment of trains, track conditions, and signaling systems so that the current traffic state can be estimated
and delays that occur in real-time can be observed. The current traffic state is then transferred to the
TSPmodule, in which the future conditions and behavior of railway traffic within the optimization horizon
are forecast.

By comparing the future traffic state with the rigid timetable, potential track conflicts can be identified
and resolved in the CDR module. If no conflicts are detected, the original plan is maintained, which
can be the rigid timetable or the last RTTP. Otherwise, a new rescheduling plan, which aims to solve
the identified conflicts and address all possible new conflicts while optimizing certain objectives, is

23



24 3. Methodology

Figure 3.1: Framework for real-time railway operations

generated and provided to the rescheduling decision module. In the current practice of ProRail, the
rescheduling plan is a plan that has the least deviation from the rigid timetable, which comprises exact
event times. By adding flexibility, the rescheduling plan includes event time slots.

In the Rescheduling Decision module, the rescheduling plan is compared with traffic prediction,
after which train dispatchers and signalers determine whether or not to accept the rescheduling plan.
In the RTTP Generation module, if the rescheduling plan is accepted, a new RTTP will be generated
accordingly. Otherwise, the last RTTP is maintained. In the current practice, the RTTP is the same as
the rescheduling plan if accepted. However, when flexibility is added on top of the rescheduling plan,
a conflict-free RTTP can be obtained by picking departure and arrival times from the event time slots.

Traffic control and train operations

Traffic control is all about executing the RTTP generated in traffic management, which guarantees
the safe implementation of the plan. The function of the ARS module is to automate the process of
setting train routes on a railway network. Train operations are about the efficient running of individual
trains. The determined RTTP is fed to the train. Real traffic is a combination of traffic control and train
operation.

3.2. Assumptions justification
In the current research, we assume that the NS’54/ATB signaling and train protection system is used.
With respect to dispatching measures, only retiming and reordering are considered, while rerouting is
not within our assumption.

The Netherlands has been progressively implementing ETCS as part of its commitment to the Eu-
ropean Rail Traffic Management System (ERTMS). ETCS Level 1 and Level 2 have been rolled out on
various rail lines to improve interoperability across European rail networks. NS’54/ATB is the legacy
signaling and train protection system, which has been in use in the Netherlands for several decades
and has undergone various versions and upgrades. These systems aim to enhance safety, efficiency,
and interoperability in rail operations.

The transition from NS’54/ATB to ETCS aligns with long-term industry trends and future-proof rail-
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way systems. It enables seamless and integrated train operations across Europe. Standardizing on
ETCS allows for a consistent train control system, reducing the need for multiple signaling systems and
promoting harmonization within the European railway network. Besides, ETCS offers advanced safety
features and functionalities that can enhance overall railway safety. In addition, ETCS can contribute
to increased capacity on rail networks through improved signaling and communication. The system
enables more efficient train operations, optimized speed profiles, and better utilization of track infras-
tructure. In the case study of this research, NS’54/ATB data are used. However, the method can be
generically applied to ETCS.

Regarding the CDR, three dispatching measures are usually used in railway traffic disturbance
management, namely, retiming, reordering, and rerouting. Retiming involves adjusting the departure
and arrival times of trains to create a feasible timetable. It can help alleviate conflicts and reduce delays
without significant route changes. Retiming can be implemented relatively quickly and is suitable for
managing disturbances. Reordering involves rearranging the sequence of trains within a timetable
to minimize delays and optimize resource allocation. Rerouting refers to the process of redirecting
trains from their originally planned routes to alternative routes. Railway networks are intricate systems
with numerous tracks, junctions, and stations. Finding optimal rerouting solutions that consider all
possible alternatives is computationally intensive. Besides, incorporating local or global rerouting can
have significant impacts on the result of our model. Other dispatching measures, namely canceling
trains, short-turning, and canceling or adding stops, are often used when disruptions occur, thus, it is
unnecessary to use these measures in traffic disturbance management.

By comparison, retiming and reordering are relatively practical measures while rerouting is not a
primary choice due to its complexities. In this research, we just aim to showcase how flexibility can be
added to timetable events, therefore, rerouting is not in our assumption. However, the model can be
generalized to any rescheduling measure that can be realized in an AG model.

3.3. Model justification
In the literature regarding railway traffic rescheduling, the conflict resolution problem is usually modeled
as a mathematical optimization problem. Regarding adding flexibility to the timetable, FPESP is a
model proposed to generate flexible time slots for departure and arrival times instead of exact times. It
is adopted at the tactical planning level, and its output is a periodic timetable published to passengers.
However, our main focus is real-time railway traffic rescheduling at the operational planning level, which
means the solution is not necessarily periodic. In addition, FPESP is a macroscopic model, which
means a simplified track topology is used and a microscopic model needs to be constructed to test the
macroscopic solution. Therefore, FPESP is not suitable for the current research.

Considering our research objective and scope, We plan to develop a rescheduling model based on
an AG (Mascis and Pacciarelli, 2002) but reformulated as a MILP. The possible benefits of an AG-based
MILP model are presented as follows.

• Clear representation: The railway rescheduling problem involves numerous interconnected el-
ements, including trains, block sections, stations, and operational constraints. The AG-based
model offers an intuitive and clear representation that captures these elements and their rela-
tionships. By representing the railway network as a graph, where nodes represent the start of
processes and arcs represent the relationship between the processes, the model can compre-
hensively and effectively represent the topology of the network and the traffic within.

• Microscopic representation: The AG representation naturally models the railway traffic reschedul-
ing problem at a microscopic level, which allows for a detailed and accurate representation of the
railway system. It captures individual train movements, infrastructure layout, signal systems, and
other operational constraints more precisely. Therefore, it can identify opportunities for optimizing
resource allocation and reducing conflicts.

• Objective variety: Rescheduling decisions often involve trade-offs between various conflicting
objectives, such as minimizing delays and maximizing passenger satisfaction. In an AG model,
the objective is minimizing the maximum consecutive delays. However, a MILP formulation
can incorporate multiple objectives by defining them as optimization criteria with correspond-
ing weights, which allows decision-makers to analyze and explore the trade-offs involved and
generate rescheduling solutions that align with their desire.
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However, the AG-based MILP model also has some drawbacks in its application, which are shown
below.

• Computation complexity: Due to the microscopic representation, the AG-based MILP model
can become computationally extensive in large-scale railway networks. Therefore, the time re-
quired to solve the model may become impractical in real-time applications.

• Limited scalability: Developing an AG-based MILP model for railway rescheduling requires
careful consideration of the intricacies and constraints. Constructing an accurate and comprehen-
sive graph representation and model formulation that adequately represents the various aspects
of the railway system can be challenging, not to mention extremely large railway networks.

• Inherent simplifications: The AG-based MILP model represents a simplified abstraction of the
complex reality of railway rescheduling. Certain assumptions or simplifications, such as fixed
travel times, static capacities, or idealized resource availability, may be necessary for model
tractability. However, these simplifications can introduce deviations from the real operational
conditions, potentially impacting the model’s accuracy and real-world applicability.

For the computation complexity, it is a common problem of MILPmodels. Thus, using the AG formu-
lation will not impose significant impacts on the computation time compared to other MILP formulations.
Besides, the AG-based MILP model becomes more efficient when rerouting is out of scope. Regarding
scalability, a toy network can be designed to verify the model and a relatively small network can be used
to conduct a case study. In addition, there are attempts that try to connect different regions of a large
network. Thus, the scalability problem can be efficiently solved using other techniques. Regarding the
deviations from real-life operations, the microscopic topology used in an AG has already limited the
occurrence of deviations as much as possible.

3.4. Alternative Graph-based Mixed Integer Linear Programming
model

3.4.1. Principle of Alternative Graph formulation
In the AG formulation, the model is represented as a graph with nodes and arcs. Each node is as-
sociated with a time instant, indicating the starting of an operation, and the operation can be a train
entering a block section or station. An arc represents the relation between two nodes. All arcs are di-
rected arcs in an AG formulation, thus, the order between two events is inherently indicated. Basically,
three types of arcs are included, namely, fixed arcs, alternative arcs, and connection arcs. Thereinto,
fixed arcs can be distinguished into processing arcs, timetabling arcs, and arcs that represent entering
and leaving the dispatching area. In order to present the involved arcs in a clear manner, a summary
of the arcs used in an AG model is shown in Figure 3.2.

In 3.2a, a fixed arc and the corresponding railway infrastructure are presented. A processing arc
implies the traversing of a train through a block section, or the dwelling of a train at the station. In the
first case, train A traverses block section 1, and then, enters block section 2. Node i indicates train A
entering block section 1, and node j indicates train A entering block section 2. 𝑤𝑖𝑗 is the weight of the
processing arc, indicating the minimum running time of train A in block section 1. If node i represents
the arrival at a station, 𝑤𝑖𝑗 is weighted by the minimum dwell time at the station.

In order to incorporate the rigid timetable in an AG, as well as to model trains entering and leaving
the dispatching area, dummy node 0 and node n are added. Node 0 is called the start node, which
represents the entrance of trains into the dispatching area, at which the starting time is often set to 0.
Node n is called the end node, which is used to model the maximum consecutive delays over all trains
when they leave the dispatching area. In Figure 3.2b, a pair of timetabling arcs and the corresponding
railway infrastructure are presented. A pair of timetabling arcs comprise a departure arc and an arrival
arc. In this example, node i is an arrival node, which indicates a train arrives at a station. Besides,
node j indicates a train departs from the station, which is equivalent to entering the block section after
the station. 𝑇 represents the rigid time of a node and 𝑡 is the time instant of a node. The departure arc
is an arc from node 0 to a departure node, which is weighted by the rigid departure time 𝑇𝑗 from the
station. It means that trains cannot depart earlier than the rigid departure times. The arrival arc is an
arc from an arrival node to node n, which is weighted by −𝑡𝑖.
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(a) An example of fixed arc of type processing (traversing and dwelling) and the corresponding railway infrastructure

(b) An example of the fixed arcs of type departure (from 0 to j) and arrival (from i to n) and the corresponding railway infrastructure

(c) An example of the alternative arcs and the corresponding railway infrastructure

(d) An example of the connection arcs and the corresponding railway infrastructure

Figure 3.2: A summary of the arcs in an AG

Apart from processing arcs and timetabling arcs, there are arcs that represent entering and leaving
the dispatching area. Entry arcs are arcs from node 0 to the first nodes of each train and exit arcs are
arcs from the last nodes of each train to node n.

An example of two trains approaching a junction and the alternative arcs are shown in Figure 3.2c.
Alternative arcs are used to represent possible train orders at shared resources. In this example, train
A and train B simultaneously require the same junction block section 1. In the AG representation,
nodes k and i indicate train A entering block sections 1 and 2, respectively. Nodes j and h indicate
train B entering block sections 1 and 2, respectively. The intersecting dashed arcs are called a pair of
alternative arcs, and only one in the pair can be chosen, indicating the precedence relationship between
two trains entering the shared resource. Choosing the alternative arc from node i to node j implies that
train B uses block section 1 after train A while choosing the arc from node h to node k implies the
opposite sequence. The weight of an alternative arc ensures that the following train can only enter the
shared resource at a certain time after the preceding train has fully entered the next block section. 𝑤𝑖𝑗
represents the minimum required time between train A exiting and train B entering block section 1. 𝑤ℎ𝑘
represents the minimum required time between train B exiting and train A entering block section 1.

Connection arcs are used to model passenger transfers at stations. Passenger transfer in railway
refers to the process of transferring passengers from one train to another within a railway station, and
it typically occurs when passengers have to change trains to reach their desired destination. Basically,
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there are two types of passenger transfers, namely asymmetric and symmetric transfers. Asymmetric
transfers indicate transfers from one train to another and symmetric transfers indicate transfers between
two trains in both directions. In Figure 3.2d, two simple visualizations are presented.

In this visualization, node i and node j indicate train A and train B enter different platforms in a station,
respectively, and nodes h and k imply the departure of two trains from the station. The blue-directed
arcs connecting the arrival of a train and the departure of another train are considered connection arcs,
and the weight of the connection arc indicates the minimum required transfer time between two trains
at the station. If the connection holds, it means that train A can only leave the station 𝑤𝑗ℎ time interval
after the arrival of train B at the station, meanwhile, train B can only leave the station 𝑤𝑖𝑘 time interval
after the arrival of train A at the station. The difference between connection arcs and alternative arcs
is that connection arcs can be kept or discarded simultaneously. ProRail has a document named TAD
(Treindienst Afhandelings Document), in which the conditions that designed passenger transfers have
to be discarded are specified. In practice, the passenger transfer is designed between two trains.
A feeder train is a train that brings passengers to the transfer station. A waiting train is a train that
waits for the passengers on the feeder train at the transfer station. The determination of whether to
maintain or discard a passenger transfer is based on two standards. For a passenger transfer, there
is an arrival delay measurement point at a specific station located upstream. If the arrival delay of the
feeder train exceeds the threshold, the transfer has to be discarded. Besides, there is also the latest
departure time requirement. If the departure time of the waiting train from the transfer station exceeds
the threshold, the transfer has to be discarded. In other words, the designed passenger transfer can
only be maintained when both thresholds are respected.

In order to incorporate three types of timetable flexibility into our model, namely departure flexibility,
early arrival flexibility, and late arrival flexibility, some improvements aremade on top of the conventional
AG. An illustrative representation of three types of timetable flexibility is presented in Figure 3.3. In this
illustrative example, nodes 𝑖 and 𝑗 represent the arrival and departure node of a train, respectively,
and 𝑤𝑖𝑗 is the dwell at this stop. The grey nodes represent the rescheduled times, the red nodes
represent the latest flexible times, and the blue nodes represent the earliest flexible times. According
to Figure 3.3, departure flexibility is indicated by the arc from the rescheduled departure node to the
latest flexible departure node. The arc from the earliest departure node to the rescheduled departure
node is weighted 0, indicating that trains are never allowed to depart earlier. The early arrival flexibility
is indicated by the arc from the earliest arrival node to the rescheduled arrival node, and the late arrival
flexibility is indicated by the arc from the rescheduled arrival node to the latest arrival node. Not only
the nodes representing the rescheduled times, but the nodes representing the earliest and the latest
flexible times should also respect the operational constraints. In addition, the alternative arcs and the
connection arcs should be constructed between each pair of the three types of nodes.

Figure 3.3: An illustrative representation of three types of timetable flexibility

3.4.2. Illustrative example of alternative graph
In order to provide a comprehensive discussion on the AG model with timetable flexibility, as well as
the interactions between nodes and arcs, a full example of infrastructure layout and the corresponding
AG representation is presented in Figure 3.4. In this example, we simplified the departure event as the
entry to the successor block section of a station.

A complete AG consists of a quadruple 𝐺 = (𝑁, 𝐹, 𝐴, 𝐶), where 𝑁 is a set of nodes, 𝐹 is a set of
fixed arcs, 𝐴 is a set of pairs of alternative arcs, and 𝐶 is a set of connection arcs. They represent the
railway network topology, operations, and all operational requirements. In this illustrative example, two
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Figure 3.4: An example of infrastructure layout and alternative graph representation with all arcs

trains are scheduled in a small dispatching area consisting of 5 block sections and 1 station. Trains A
and B run on block sections 1 and 2, respectively. Then train A stop at platform 1 and train B stop at
platform 2 in the station. Upon departure, they share a diamond crossing located at block section 3.
The block sections named out indicate that trains leave the dispatching area. In the AG representation,
fixed arcs are indicated as black solid lines, alternative arcs are indicated by black dashed lines, and
connection arcs are indicated by blue solid lines.

To simplify the representation, we assign an ID to each node representing the arrival at a block
section or station. 𝑡 represents the time of a node, in this illustrative example, 𝑡 is a set of times
including the rescheduled times 𝑡rescheduled𝑖 , the earliest flexible times 𝑡early𝑖 , and the latest flexible times
𝑡late𝑖 . 𝐼 represents the initial delay when a train enters the dispatching area, and 𝑇 represents the rigid
time at a node.

Before running the model, the weights of some arcs should be updated incorporating parameters
or decision variables. For an entry arc, it is weighted by 𝑇 + 𝐼, which is the sum of the rigid entry time
and initial delay of the corresponding train. It indicates the exact time that a train enters the dispatching
area. For a departure arc, it is weighted by 𝑇, indicating that trains are not allowed to leave the station
earlier than the rigid departure time. With respect to the arrival arcs, their weights differ when obtaining
different types of times. When finding the rescheduled arrival times 𝑡rescheduled𝑖 , the weights of the arrival
arcs are−𝑡rescheduled𝑖 . Likewise, the weights of the arrival arcs are −𝑡early𝑖 when seeking for 𝑡early𝑖 and the
weights of the arrival arcs are −𝑡late𝑖 when seeking for 𝑡late𝑖 . For an exit arc, it is weighed by −𝑡rescheduled𝑖 .
Since flexibility is not added at exit nodes, thus, the exit time of 𝑡early𝑖 and 𝑡late𝑖 should equal to 𝑡rescheduled𝑖 .

Based on the principle of the AG model, all three types of times are fixed to 0 s at node 0 and node
n. In addition, a set of flexibility pairs 𝑆 is constructed to pair the departure from a station and the arrival
at the following station of the same train. According to the operational data of the case study area,
there can be arrival nodes that have no preceding departure nodes, as well as departure nodes that
have no following arrival nodes. For arrivals and departures that cannot form a departure-arrival pair,
timetable flexibility is set to 0 s, meaning flexibility is not added to those nodes.

In the optimization process, the connection arcs can be determined whether to maintain or discard.
By choosing one alternative arc from the pair, the train order at the shared resource is determined.
In this example, choosing the arc from node 4 to node 7 indicates that train A precedes train B while
choosing the arc from node 3 to node 8 indicates the other precedence relationship. Ultimately, a set
of arcs is obtained containing the fixed arcs, the alternative arcs obtained by selecting one from each
pair, and the connection arcs that are maintained. Simultaneously, the rescheduled times, the earliest
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flexible times, and the latest flexible times are generated, leading to the optimal objective value.

3.4.3. Mixed Integer Linear Programming
MILP is a mathematical optimization technique that can be considered as an extension to linear pro-
gramming (IP), in which some of the decision variables are constrained to take integer values, unlike
in linear programming where variables are continuous, which makes MILP suitable for solving opti-
mization problems with discrete and continuous decision variables. The objective of MILP is to find the
optimal values for the decision variables that minimize or maximize a linear objective function while
satisfying a set of linear constraints. Various solvers, such as Gurobi and CPLEX optimizer, and vari-
ous algorithms, such as branch and bound or cutting plane methods, are available to efficiently solve
MILP problems and find the optimal solution.

In the context of railway traffic rescheduling, MILP can be utilized to optimize the allocation of re-
sources and decision-making processes. In the current research, the rescheduling measures involve
retiming, reordering, and passenger transfer connection decisions in response to traffic disturbances.
The AG model can be formulated as MILP, which allows for more general objective functions, for in-
stance, minimizing total delays, minimizing the cost of total delays, and minimizing the drift from the
planned timetable, rather thanminimizing themaximum consecutive delays. Themodel constraints can
capture the operational rules and limitations of the railway network, such as track capacities, signaling
restrictions, and connection requirements.

3.5. Model formulation
In this section, we aim to present the model formulation that generates the rescheduling plan based on
given initial delays. On top of the rescheduling plan, timetable flexibility is added and maximized based
on operational constraints.

According to the principle of the AG and incorporating the addition components, the mathematical
notations and formulas that are used in the AG-based MILP model are given below. The symbols and
descriptions of the indices, sets, and parameters are presented in Table 3.1. Besides, the symbols and
descriptions of the decision variables are presented in Table 3.2. In addition, the objective function and
constraints are presented, followed by a detailed explanation.

Objective function

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑
𝑖∈𝑁𝑎∪𝑁𝑑∪𝑁𝑒

𝑒rescheduled ∗ 𝑡rescheduled𝑖 − ∑
(𝑖,𝑗)∈𝑆

(𝑒f, dep ∗ 𝑓dep𝑖 + 𝑓e, arr𝑗 + 𝑓l, arr𝑗 ) (3.1)

Constraints
𝑡𝜔𝑗 ≥ 𝑡𝜔𝑖 +𝑤fixed

𝑖𝑗 ∀𝜔 ∈ Ω, (𝑖, 𝑗) ∈ 𝐹 (3.2)

𝑡𝛿1𝑗 ≥ 𝑡𝛿2𝑖 +𝑤alternative
𝑖𝑗 −𝑀 ∗ 𝛼((𝑖,𝑗),(ℎ,𝑘)) ∀(𝛿1, 𝛿2) ∈ Δ, ((𝑖, 𝑗), (ℎ, 𝑘)) ∈ 𝐴 (3.3)

𝑡𝛿1𝑘 ≥ 𝑡𝛿2ℎ +𝑤alternative
ℎ𝑘 −𝑀 ∗ (1 − 𝛼((𝑖,𝑗),(ℎ,𝑘))) ∀(𝛿1, 𝛿2) ∈ Δ, ((𝑖, 𝑗), (ℎ, 𝑘)) ∈ 𝐴 (3.4)

𝑡early𝑗 ≥ 𝑡late𝑖 +𝑤connection
𝑖𝑗 −𝑀 ∗ 𝛽𝑖𝑗 ∀(𝑖, 𝑗) ∈ 𝐶 (3.5)

𝑡late𝑖 − 𝑇𝑖 − 𝑢delay𝑖 ≤ 𝑀 ∗ 𝛾delay𝑖 ∀𝑖 ∈ 𝑁𝑡 (3.6)

𝑡late𝑖 − 𝑇𝑖 − 𝑢delay𝑖 ≥ 𝑀 ∗ (𝛾delay𝑖 − 1) ∀𝑖 ∈ 𝑁𝑡 (3.7)

𝑡early𝑗 − 𝑢departure𝑗 ≤ 𝑀 ∗ 𝛾departure𝑗 ∀𝑗 ∈ 𝑁𝑑 , (𝑖, 𝑗) ∈ 𝐶 (3.8)

𝑡early𝑗 − 𝑢departure𝑗 ≥ 𝑀 ∗ (𝛾departure𝑗 − 1) ∀𝑖 ∈ 𝑁𝑑 , (𝑖, 𝑗) ∈ 𝐶 (3.9)
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Table 3.1: Notations for indices, sets, and parameters

Symbol Description (unit)
Sets
𝐺 = (𝑁, 𝐹, 𝐴, 𝐶) graph
Θ set of trains 𝜃
𝑁 set of nodes 𝑖, 𝑗, ℎ, 𝑘
𝐹 set of fixed arcs (𝑖, 𝑗)
𝐴 set of alternative arcs ((𝑖, 𝑗), (ℎ, 𝑘))
𝐶 set of connection arcs (𝑖, 𝑗)
𝑆 set of flexibility pairs (𝑖, 𝑗)
𝑁𝑎 ⊂ 𝑁 set of arrival nodes
𝑁𝑑 ⊂ 𝑁 set of departure nodes
𝑁𝑒 ⊂ 𝑁 set of exit nodes
𝑁𝑡 ⊂ 𝑁 set of transfer delay measurement nodes
Ω set of superscripts 𝜔 for trip time constraints {𝑡rescheduled, 𝑡early arrival, 𝑡late arrival}
Δ set of pairs of superscripts (𝛿1, 𝛿2) for headway time constraints {(𝑡rescheduled,

𝑡rescheduled), (𝑡early, 𝑡early), (𝑡late, 𝑡late), (𝑡rescheduled, 𝑡early), (𝑡rescheduled, 𝑡late),
(𝑡early, 𝑡late), (𝑡late, 𝑡early), (𝑡early, 𝑡rescheduled), (𝑡late, 𝑡rescheduled)}

Indices
𝑖, 𝑗, ℎ, 𝑘 indices for nodes
𝜃 index for trains

Parameters
𝑤fixed
𝑖𝑗 arc weight of fixed arc (𝑖, 𝑗) (s)
𝑤alternative
𝑖𝑗 , 𝑤alternative

ℎ𝑘 arc weight of alternative arcs (𝑖, 𝑗) and (ℎ, 𝑘) (s)
𝑤connection
𝑖𝑗 arc weight of connection arcs (𝑖, 𝑗) (s)
𝑇𝑖 the rigid time at node 𝑖 (s)
𝐼𝜃 initial delay of train 𝜃 entering the network (s)
𝑢delay𝑖 the largest acceptable delay at the delay measurement node 𝑖 of a transfer

(s)
𝑢departure𝑖 the latest departure time of the waiting train at the departure node 𝑖 of a trans-

fer (s)
𝑝 punctuality threshold (s)
𝑒rescheduled weight of rescheduled times
𝑒f, dep weight of departure flexibility
𝑀 a sufficient large value
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Table 3.2: Notations for decision variables

Symbol Description
𝑡rescheduled𝑖 continuous; rescheduled time at node 𝑖 (s)
𝑡early𝑖 continuous; earliest flexible time at node 𝑖 (s)
𝑡late𝑖 continuous; latest flexible time at node 𝑖 (s)
𝑓e, arr𝑖 continuous; early arrival flexibility at arrival node 𝑖 (s)
𝑓l, arr𝑖 continuous; late arrival flexibility at arrival node 𝑖 (s)
𝑓dep𝑖 continuous; departure flexibility at departure node 𝑖 (s)
𝛼((𝑖,𝑗),(ℎ,𝑘)) binary; the choice from the alternative pair (equals 0, if arc (𝑖, 𝑗) is selected; equals 1,

if arc (ℎ, 𝑘) is selected)
𝛽𝑖𝑗 binary; the choice to maintain or discard the connection arc (equals 0, if the arc is

maintained; equals 1, if the arc is discarded)
𝛾delay𝑖 binary; whether the largest acceptable delay of a transfer is exceeded (equals 0, if not

exceeded; equals 1, if exceeded)
𝛾departure𝑖 binary; whether the latest departure time of a transfer is exceeded (equals 0, if not

exceeded; equals 1, if exceeded)
𝜐arrival𝑖 binary; whether the difference between the rescheduled arrival time and the rigid arrival

time exceeds the 𝑝 (equals 0, if exceeded; equals 1, if not exceeded)
𝜐departure𝑖 binary; whether the difference between the rescheduled departure time and the rigid

departure time exceeds 𝑝 (equals 0, if exceeded; equals 1, if not exceeded)

𝛽𝑖𝑗 ≥ 𝛾delayℎ ∀ℎ ∈ 𝑁𝑡 , (𝑖, 𝑗) ∈ 𝐶 (3.10)

𝛽𝑖𝑗 ≥ 𝛾departure𝑗 ∀(𝑖, 𝑗) ∈ 𝐶 (3.11)

𝛽𝑖𝑗 ≤ 𝛾departure𝑗 + 𝛾delayℎ ∀ℎ ∈ 𝑁𝑡 , (𝑖, 𝑗) ∈ 𝐶 (3.12)

𝑡rescheduled𝑖 ≥ 𝑇𝑖 ∀𝑖 ∈ 𝑁𝑎 ∪ 𝑁𝑑 ∪ 𝑁𝑒 (3.13)

𝑡rescheduled𝑖 − 𝑇𝑖 − 𝑝 ≤ 𝑀 ∗ (1 − 𝜐departure𝑖 ) ∀𝑖 ∈ 𝑁𝑑 (3.14)

𝑡rescheduled𝑖 − 𝑇𝑖 − 𝑝 ≥ −𝑀 ∗ 𝜐departure𝑖 ∀𝑖 ∈ 𝑁𝑑 (3.15)

𝑡late𝑖 − 𝑇𝑖 − (1 − 𝜐departure𝑖 ) ∗ 𝑀 ≤ 𝑝 ∀𝑖 ∈ 𝑁𝑑 (3.16)

𝑓dep𝑖 ≤ 𝑡late𝑖 − 𝑡rescheduled𝑖 ∀𝑖 ∈ 𝑁𝑑 (3.17)

𝑓dep𝑖 ≤ 𝑝 ∗ 𝜐departure𝑖 ∀𝑖 ∈ 𝑁𝑑 (3.18)

𝑡rescheduled𝑖 − 𝑇𝑖 − 𝑝 ≤ 𝑀 ∗ (1 − 𝜐arrival𝑖 ) ∀𝑖 ∈ 𝑁𝑎 (3.19)

𝑡rescheduled𝑖 − 𝑇𝑖 − 𝑝 ≥ −𝑀 ∗ 𝜐arrival𝑖 ∀𝑖 ∈ 𝑁𝑎 (3.20)

𝑓e, arr𝑖 ≤ 𝑡rescheduled𝑖 − 𝑡early𝑖 ∀𝑖 ∈ 𝑁𝑎 (3.21)

𝑡late𝑖 − 𝑇𝑖 − (1 − 𝜐arrival𝑖 ) ∗ 𝑀 ≤ 𝑝 ∀𝑖 ∈ 𝑁𝑎 (3.22)
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𝑓l, arr𝑖 ≤ 𝑡late𝑖 − 𝑡rescheduled𝑖 ∀𝑖 ∈ 𝑁𝑎 (3.23)

𝑓l, arr𝑖 ≤ 𝑝 ∗ 𝜐arrival𝑖 ∀𝑖 ∈ 𝑁𝑎 (3.24)

𝑓dep𝑖 ≥ 0 ∀𝑖 ∈ 𝑁𝑑 (3.25)

𝑓e, arr𝑖 ≥ 0 ∀𝑖 ∈ 𝑁𝑎 (3.26)

𝑓l, arr𝑖 ≥ 0 ∀𝑖 ∈ 𝑁𝑎 (3.27)

According to the objective function (3.1), by minimizing the rescheduled times at arrival, departure,
and exit nodes, we aim to obtain the rescheduling plan that has the smallest deviation from the rigid
timetable. The minimization of the rescheduled times at intermediate nodes is not considered since the
rigid times at these nodes are not given. The rescheduled plan can be considered as the baseline to
add timetable flexibility. On top of the rescheduling plan, timetable flexibility is added, and the objective
is to maximize the total timetable flexibility. 𝑒rescheduled is the weight of the rescheduled times at arrival,
departure, and exit nodes. In this research, it is set to a sufficient large number indicating that our
primary aim is to obtain the rescheduling plan, and then add flexibility. 𝑒f,dep is the weight of departure
flexibility. 𝑒f,dep equals 1 indicates that there is no preference on the distribution of flexibility. 𝑒f,dep
greater than 1 means more departure flexibility is preferred, and 𝑒f,dep less than 1 indicates that more
arrival flexibility is preferred.

The retiming aspect of the model can be represented by the rescheduled times at nodes, which
need to satisfy the trip time constraint (3.2). 𝑤fixed

𝑖𝑗 indicates the minimum running time through a block
section or the dwell time at a stop, which can be obtained from the operational data. According to
Constraint (3.2), the arrival time at a block section should be greater than or equal to the arrival time at
the former block section plus the minimum running time at the former block section. For an arrival node
and a succeeding departure node, the weight implies the minimum dwell time at the station. Constraint
(3.2) should be applied to all event times attributed to a node, including the rescheduled time, the
earliest flexible time, and the latest flexible time. In order to simplify the formulation regarding trip time
constraints, a set Ω is constructed, in which a superscript 𝜔 is used to represent each type of event
times.

Constraint (3.3) and Constraint (3.4) are headway constraints that regulate the minimum required
time between two trains. 𝑤alternative

𝑖𝑗 is the weight of alternative arcs, which is calculated as the minimum
headway time between trains minus the block running time of the preceding train. Two preceding
possibilities are provided, and only one of the alternative pairs can be chosen. When alternative arc
(𝑖, 𝑗) is chosen, 𝛼((𝑖,𝑗),(ℎ,𝑘)) equals 0, which means Constraint (3.4) is relaxed, and only Constraint (3.3)
takes effect. When alternative arc (ℎ, 𝑘) is chosen, 𝛼((𝑖,𝑗),(ℎ,𝑘)) equals 1, which means Constraint (3.3)
is relaxed, and only Constraint (3.4) takes effect. To ensure that the results of the rescheduled times,
the earliest flexible times, and the latest flexible times are all feasible, and no conflicts occur between
each pair of train paths, the headway constraints should be respected between rescheduled times,
between flexible times, as well as between rescheduled times and flexible times. In order to simplify
the formulation related to headway constraints, a set Δ is constructed, in which a superscript (𝛿1, 𝛿2) is
used to represent the types of event times that should respect the headway time constraints.

Constraint (3.5) is the connection constraint, which ensures that if a passenger transfer is main-
tained, a minimum transfer time should be satisfied between the arrival time of a train and the depar-
ture time of the waiting train of a designed passenger transfer. Since timetable flexibility is added to
arrival and departure events, we only need to ensure that the minimum passenger transfer time can
be realized between the latest arrival time and the earliest departure time. Therefore, any arrival and
departure times within the time windows respect the minimum transfer time when the passenger trans-
fer is maintained. When the connection arc (𝑖, 𝑗) is maintained, 𝛽𝑖𝑗 equals 0 and the constraint takes
effect. Otherwise, the constraint is relaxed.

Two parameters 𝑢delay𝑖 and 𝑢departure𝑖 are introduced, representing the arrival delay threshold at the
measurement point of and the departure time threshold at a passenger transfer, respectively. Con-
straints (3.6) and (3.7) are used to model the logic of the delay threshold at the measurement point.
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When the threshold is violated, 𝛾delay𝑖 has to be 1, otherwise, it equals 0. Constraints (3.8) and (3.9)
are used to model the logic of the departure threshold at the transfer station. When the threshold is
violated, 𝛾delay𝑖 has to be 1, otherwise, it equals 0. By constructing Constraints (3.10), (3.11), and (3.12),
the passenger transfer is discarded when either threshold is exceeded, and it can only be maintained
when two thresholds are respected.

Since the times in the rescheduling plan should have the smallest deviation from the rigid times, we
need to ensure that the rigid times are used when no initial delays are experienced by trains. Besides,
trains should arrive at stations and leave the network as early as possible when they are delayed.
Constraint (3.13) is added to ensure that trains cannot arrive at stations, depart from stations, and
leave the network earlier than the rigid times. The earliest possible times at arrival nodes and exit
nodes can be obtained based on the trip time constraint. As our primary objective is to minimize the
rescheduled times, the minimum arrival, departure, and exit times can be obtained.

In order to obtain the values of timetable flexibility, the conditions that flexibility can be added should
be specified. Based on the punctuality threshold, flexibility can only be added when the difference
between the rescheduled times and the rigid times do not exceed the threshold. Regarding departure
flexibility, Constraints (3.14) and (3.15) are used to determine whether the threshold is exceeded for
departure events. Constraint (3.16) is added to ensure that the difference between the latest departure
time and the rigid departure time is less than or equal to the punctuality threshold. According to the
definition of departure flexibility, Constraint (3.17) is constructed, indicating that departure flexibility is
calculated as the difference between the latest flexible departure time and the rescheduled departure
time. In addition, Constraints (3.18) and (3.25) are added to regulate that departure flexibility can
only be added when the punctuality threshold is not exceeded, that is 𝜐departure𝑖 equals 1. Otherwise,
departure flexibility equals 0, and the latest flexible departure times equal the rescheduled departure
times.

Regarding arrival flexibility, it can only be addedwhen the difference between the rescheduled arrival
times in the rescheduling plan and the rigid times do not exceed the threshold, which is represented
by Constraint (3.19) and (3.20). With respect to late arrival flexibility, Constraint (3.22) is added to
ensure that the difference between the latest flexible arrival time and the rescheduled arrival time is
less than or equal to the punctuality threshold. According to Constraint (3.23), late arrival flexibility is
calculated as the difference between the latest flexible arrival time and the rescheduled arrival time.
Constraints (3.27) and (3.24) are added to regulate that early arrival flexibility can only be added when
the punctuality threshold is not exceeded, that is 𝜐arrival𝑖 equals 1. Otherwise, late arrival flexibility equals
0, and the latest flexible arrival times equal the rescheduled arrival times.

In our model, early arrival flexibility is defined as the difference between the rescheduled arrival
time and the earliest flexible arrival time, which is represented by Constraint (3.21). Since punctuality
is only defined for lateness, the upper bound of early arrival flexibility is not limited, which means very
early arrivals are also allowed. Constraint (3.26) is added to make sure positive early arrival flexibility
is generated, thus, ensuring early arrival times are always smaller than or equal to the rescheduled
arrival times.

3.6. Model implementation
3.6.1. General input
In order to fulfill the realization of the AG-based MILP model, 6 types of input are required, including
the rigid timetable, processing times, headway times, connection times, initial delays, and other inputs,
which are explained below.

• Rigid timetable: In the rigid timetable, rigid times are arrival, departure, and passing times at
timetable points. Regarding the departure, the lower bounds for the rescheduled departure times
are specified to be the rigid departure times, indicating that trains cannot depart earlier than the
rigid times.

• Processing times: Processing times include block running times and dwell times. For block
sections, the processing time is the minimum block running time, where the trains run at the max-
imum allowed speed. For stations, the processing time is the minimum dwell time, indicating the
minimum required times that trains should stop at the station. The weight of fixed arcs comprises
the minimum running and dwell times.
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• Headway times: According to the block time theory (Pachl, 2014), headway time consists of the
clearing, release, and block running times of the preceding train, and the setup, sight, reaction,
and approach times of the following train. In our model, block running times are represented by
the processing times. Therefore, the exact value that is used as the weight of an alternative arc
is the minimum headway time between trains minus the block running time of the first train.

• Connection times: Connection times indicate the time between a train arriving at the station
and another train leaving the station. A minimum passenger transfer time should be provided
as the weights for the connection arcs. For cross-platform transfers, the minimum required time
is 2 minutes. For long-platform transfers, the minimum required time is 3 minutes. For one-
platform-further transfers, the minimum required time is 4 minutes. For cross-station transfers,
the minimum required time is 5 minutes.

• Initial delays: The initial delays are used to represent traffic disturbances, and they should be
added to the trains when they enter the dispatching area.

• Other inputs: Other inputs comprise the value of punctuality threshold 𝑝, delay threshold of a
transfer 𝑢delay𝑖 , and departure threshold of a transfer 𝑢departure𝑖 . The value of 𝑝 is provided accord-
ing to current practice in railway traffic management, which is 3 minutes. The values of 𝑢delay𝑖 and
𝑢departure𝑖 can be obtained from the TAD of ProRail.

3.6.2. Commercial solver: Gurobi optimizer
Gurobi Optimizer (Gurobi Optimization, LLC, 2023) is a powerful and widely used mathematical op-
timization software that provides efficient solvers for a wide range of optimization problems. In this
research, we employ Python as our programming language, which serves as the interface for inter-
acting with Gurobi. Gurobi Optimizer employs a variety of algorithms and techniques to solve MILP
problems efficiently, which are discussed as follows.

• Branch and Bound (B&B): Gurobi’s MILP solver utilizes a Branch and Bound algorithm. It sys-
tematically explores the solution space by branching on integer variables and bounding the objec-
tive function. The branching process splits the problem into subproblems, forming a tree structure,
and the bounds of the objective function guide the search towards the optimal solution.

• LP Relaxation: Gurobi starts by solving the Linear Programming (LP) relaxation of the MILP
problem, where the integer constraints are relaxed, and the problem is treated as a continuous
linear programming problem. This LP relaxation provides an initial bound on the objective function
and helps in guiding the branching decisions during the Branch and Bound process.

• Cut Generation: Gurobi employs various cutting-plane algorithms to strengthen the LP relaxation
and tighten the bounds. These algorithms generate valid inequalities (cuts) that are added to the
LP relaxation to eliminate infeasible or suboptimal solutions.

• Heuristics: Gurobi incorporates several heuristic algorithms to quickly find good-quality feasible
solutions and improve the search process. These heuristics help in generating promising initial
solutions and exploring the solution space effectively.

• Presolve Techniques: Gurobi’s presolve phase simplifies the problem formulation by exploiting
the problem structure and eliminating redundant constraints or variables. Presolve techniques
reduce the problem size and complexity, leading to faster solution times.

• Parallel Processing: Gurobi is designed to utilize multiple threads and parallel processing to
speed up the solution process forMILP problems. It distributes the computational workload across
multiple cores or machines, enabling efficient exploration of the solution space.

3.7. Model verification
A toy network refers to a simplified and smaller version of a real-life railway network. Before diving
into the complexities of a large-scale network, a toy network can help verify the basic principles and
the feasibility of the model formulation. Besides, in the programming process, bugs and errors may
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emerge, and using a toy network with a simplified problem setting can make it easier to track and fix any
errors. In the toy network, we simplified the departure event as the entry to the successor block section
of a station. Regarding the times in the rigid timetable, entry times of trains entering the network, exit
times of trains leaving the network, and the arrival and departure times at stations should be provided.

3.7.1. Toy network description

The layout of the toy network is presented in Figure 3.5. The toy network consists of 3 stations and 16
block sections, of which 13 out of 16 are running block sections, and the other three are block sections
named out, representing that trains leave the dispatching area. 3 trains are designed to run on the toy
network, the routes of trains A, B, and C are indicated by blue, red, and green lines, respectively. Train
A passes through block sections 1, 2, 3, 4, 5, 6, 9, and out1, and stops at station S1 and platform 2 of
station S2. The different platforms in the station are denoted using superscripts, for instance, S2

2 means
platform 2 of station S2. Train B passes through block sections 1, 2, 3, 11, 12, 13, and out2, and stops
at station S1 and platform 2 of station S3, denoted as S2

3. Train C traverses through block sections 7,
8, 9, 10, 13, and out3, and stops at platform 1 of station S2 and platform 1 of station S3, denoted as S1

2
and S1

3, respectively. The designed passenger transfer is from train C to train B at station S3. Train A
and Train B approach the switch located in block section 1, train A and train C approach the diamond
crossing in Block Section 7 and run towards two different directions, and train B and train C approach
the diamond crossing in block section 10 and run towards two different directions, those block sections
are locations where the train sequence can be changed.

Figure 3.5: Layout of the toy network

3.7.2. Illustrative examples of toy network

In order to run the model, a rigid timetable should be given and some fictitious values of parameters
should be given as model inputs. The weights of fixed arcs, alternative arcs, and connection arcs are
the minimum running/dwell times, minimum headway time between trains minus the block running time
of the preceding train, and minimum required transfer times, respectively. So, we first assign values to
the arcs, and the weights of the arcs are presented in the AG representation of the toy network, which
is shown in Figure 3.6. In our toy network, the minimum blocking running times are set to 10 s or 12
s, the minimum dwell times are set to 20 s, the weights of alternative arcs are set to 15 s, and the
minimum transfer time at station S3 is set to 20 s.
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Figure 3.6: The AG representation of the toy network

Based on the minimum processing, headway, and connection times, the rigid departure and arrival
times can be generated considering the running time supplements and buffer times. The rigid timetable
of the toy network is presented in Table 3.3.

In the illustrative examples, the weight of rescheduled times 𝑒rescheduled is set to 100, indicating that
flexibility is added on top of the rescheduling plan. The weight of departure flexibility 𝑒f, dep is set to 1,
indicating no preference is imposed on departure or arrival flexibility. Besides, the punctuality threshold
𝑝 is set to 10 s, and the sufficient large value 𝑀 is set to 9999. Regarding the passenger transfer from
feeder train C to waiting train B at station S3, the delay measurement node is the arrival node of train
C at station S2. The largest acceptable delay 𝑢delay𝑖 of the feeder train at the measurement point is set
to 85 s. For the latest departure time of train B at station S3, 𝑢departure𝑖 is set to 225 s.

Table 3.3: Rigid timetable of the toy network

Rigid timetable
Block section A B C

1 * * *
2 * * *
S1 35 100 *
3 65 130 *
4 * * *
5 * * *
7 * * *

S21 * * 65
S22 105 * *
6 135 * *
8 * * 95
9 * * *
10 * * *
11 * * *
12 * * *
S31 * * 140
S32 * 175 *
13 * 205 170
out * * *

Illustrative example 1 without initial delays
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In the first illustrative example of the toy network, no initial delays are assigned to trains when they
enter the dispatching area. After running the model in the Gurobi optimizer, the optimal results of
decision variables can be obtained. The AG representation of the optimization results without initial
delays is presented in Figure 3.7. It can be observed that train A precedes train B at block sections
1, 2, and 3, train C precedes train A when approaching the diamond crossing located at block section
9, and train C precedes train B when approaching the diamond crossing located at block section 13.
Regarding the connection arc, it is maintained since both thresholds are respected.

Figure 3.7: The AG representation of the optimization results of the example without initial delays

A comparison of the rescheduling plan, early flexible plan, and late flexible plan is shown in Table 3.4.
It can be observed that the rescheduled times are the same as the corresponding values in the rigid
timetable, which means that the model finds the rescheduling plan that has no deviation from the rigid
timetable. The times in the flexible plans are the flexible times generated by the optimization model. In
the early flexible plan, early arrival flexibility is added, and in the late flexible plan, late arrival flexibility
and departure flexibility are added. In order to explicitly show the timetable flexibility, the results are
illustrative in a time-distance diagram, which is shown in Figure 3.8.
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Table 3.4: A comparison of the rescheduling plan, early flexible plan, and late flexible plan of illustrative example 1

Rescheduling plan Early flexible plan Late flexible plan
Block section A B C A B C A B C

1 * * * * * * * * *
2 * * * * * * * * *
S1 35 100 * 35 100 * 45 100 *
3 65 130 * 65 130 * 75 140 *
4 * * * * * * * * *
5 * * * * * * * * *
7 * * * * * * * * *
S1
2 * * 65 * * 65 * * 65

S2
2 105 * * 97 * * 115 * *
6 135 * * 135 * * 135 * *
8 * * 95 * * 95 * * 105
9 * * * * * * * * *
10 * * * * * * * * *
11 * * * * * * * * *
12 * * * * * * * * *
S1
3 * * 140 * * 130 * * 150

S1
3 * 175 * * 165 * * 185 *

13 * 205 170 * 205 170 * 205 170
out * * * * * * * * *

Figure 3.8: The train paths of three trains without initial delays

In Figure 3.8, flexibility added to the departure and arrival events is represented by the colored thick
train paths. Train A stops at S1 and S2, however, flexibility is only added to its departure from station
1 and its arrival at station 2. The reason is that information outside the dispatching area is unknown,
thus, flexibility is added to the arrival events that have upstream departures, as well as to the departure
events that have downstream arrivals. The same is true for trains B and C. Regarding the train path of
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train A which is shown in blue, departure flexibility is added at station 1, and both early and late arrival
flexibility are added to station 2. By looking at the numerical results shown in Table 3.4, the departure
flexibility is 10 s, which can be calculated as the time difference between the latest flexible time and
the rescheduled time of train A entering block section 3. Regarding the arrival flexibility of train A at
S2, the early arrival flexibility is 8 s, which is the time difference between the rescheduled arrival time
and the earliest flexible time of train A arriving at S2. The late arrival flexibility is 10 s, which is the
time difference between the latest flexible time and the rescheduled time of train A arriving at S2. The
flexibility of train B at S1 and S3, as well the flexibility of train C at S2 and S3 can be calculated in the
same way. With respect to train B, the departure flexibility at S1, the early arrival flexibility at S2, and the
late arrival flexibility at S2 are 10 s. For train C, the departure flexibility at S2, the early arrival flexibility
at S3, and the late arrival flexibility at S3 are 10 s.

Illustrative example 2 with initial delays

After making sure that the rescheduling plan is the same as the rigid timetable when no initial delays
are added, the feasibility of the model under delayed scenarios should also be verified. In other words,
it should be ensured that timetable flexibility is actually added to the rescheduling plan that has the least
deviation from the rigid timetable. In the meantime, the punctuality threshold should also be respected.

In the second illustrative example, 80 s initial delays are assigned to train A, 10 s initial delays
are assigned to train B, and 40 s initial delays are assigned to train C. The AG representation of the
optimization results when initial delays are assigned is presented in Figure 3.9. It is obvious that the
order between train A and train B traversing block sections 1, 2, and 3 changes compared to the
illustrative example 1. Regarding the passenger transfer, the arrival delay of train C at S2 is 100 s,
which exceeds the delay threshold of 85 s. Therefore, the train connection of the passenger transfer
from train C to train B at S3 is discarded.

Figure 3.9: The AG representation of the optimization results of the example with initial delays

A comparison of the rescheduling plan, early flexible plan, and late flexible plan when trains experi-
ence some initial delays is shown in Table 3.5. Since trains are delayed when entering the dispatching
area, trains should arrive and depart as early as possible to recover those delays. Therefore, the ar-
rival and departure times at stations, as well as the exit times in the rescheduling plan should be the
ones with the least deviation from the rigid plan. In order to present timetable flexibility more clearly, a
time-distance diagram is shown in Figure 3.10, in which three train paths are presented.
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Table 3.5: A comparison of the rescheduling plan, early flexible plan, and late flexible plan of illustrative example 2

Rescheduling plan Early flexible plan Late flexible plan
Block section A B C A B C A B C

1 * * * * * * * * *
2 * * * * * * * * *
S1 155 100 * 155 100 * 155 100 *
3 175 130 * 175 130 * 175 130 *
4 * * * * * * * * *
5 * * * * * * * * *
7 * * * * * * * * *

S21 * * 100 * * 100 * * 100
S22 207 * * 207 * * 207 * *
6 227 * * 227 * * 227 * *
8 * * 120 * * 120 * * 120
9 * * * * * * * * *
10 * * * * * * * * *
11 * * * * * * * * *
12 * * * * * * * * *
S31 * * 152 * * 152 * * 152
S32 * 175 * * 165 * * 185 *
13 * 205 172 * 205 172 * 205 172
out * * * * * * * * *

Figure 3.10: The train paths of three trains with initial delays

According to Figure 3.10, it can be observed that no flexibility is added to train A and train C.
Regarding train A, by comparing the rescheduling plan to the rigid timetable, it can be seen that the
difference between rescheduled departure time and rigid departure time at S1 exceed the punctuality
threshold of 10 s. It means that no departure flexibility can be added. Likewise, the difference between
rescheduled arrival time and rigid arrival time at S2 also exceeds 10 s, indicating that no arrival flexibility
can be added. The same is true for train C. With respect to train B, the thick train path indicates that no
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departure flexibility is added at S1, while early arrival flexibility and late arrival flexibility is added. Since
train B precedes train A in block sections 1, 2, and 3, the headway time requirement between two trains
should be respected. Due to the initial delays of 80 s experienced by train A, the rescheduled arrival
time of train A at S1 is 155 s, and the rescheduled time of train A entering block section 2 is 145 s due
to the 10-second trip time. Considering the 15-second weight of the alternative arc, train B can depart
from S1 at 130 s at the latest. Therefore, no departure flexibility can be added. For the arrival of train
B at S3, it is not affected by other trains, thus, the early arrival flexibility is 10 s, which is calculated as
rescheduled arrival time minus the earliest flexible arrival time at S3. Likewise, the late arrival flexibility
is also 10 s, which is calculated as the latest flexible arrival time minus the rescheduled arrival time at
S3.

According to the two illustrative examples on the toy network, it can be ensured that the objective
function and constraints are functioning well, thus, proving the feasibility of the model.



4
Case study

In this chapter In section 4.1, an introduction to the real case study area and the incorporated trains
is provided. Section 4.2 presents the preparations that are necessary to run the model, namely data
set construction, data correction, and parameter settings. In section 4.3, several sets of initial delays
are generated, according to which our model is applied to the real-life network. In section 4.4, the
relationship between initial delays and timetable flexibility is investigated. Interpretations are provided
based on comparisons of train paths, as well as the numerical results. In section 4.5, the impacts of
departure flexibility weight on timetable flexibility are explored. In addition, the interactions between
different types of flexibility are also studied. In section 4.6, the relationship between the punctuality
threshold and timetable flexibility is investigated.

4.1. Case study description
The selected dispatching area for the case study is located in the southern part of the Dutch railway
network. The case study area includes stations ’s-Hertogenhosch (Ht), Tilburg (Tb), Breda (Bd), and
Eindhoven (Ehv) as the major nodes in the network. In Figure 4.1, a schematical view of the track layout
of the selected dispatching area is presented. It can be observed that lines from different directions
meet at stations Ht, Tb, and Ehv, thus, passenger transfers are incorporated in those stations. There are
converging tacks, diverging tracks, and crossing tracks in the selected dispatching area, indicating that
more interesting conflict scenarios can be obtained in such a network compared to a railway corridor,
in which trains run on parallel tracks or the same track. In addition, the selected area also contains
traffic heterogeneity. Three types of trains traverse through the railway infrastructure, namely intercity
(IC), sprinter (SPR), and freight train (GO). Apart from the four major stations, there are also stops in
between, namely, Eindhoven Philips Strijp (Ehs), Best (Bet), Btl, Oisterwijd (Ot), Tilburg Reeshof (Tbr),
Tilburg Universiteit (Tbu), Gilze Rijen (Gz), and Vught (Vg). Since the stop names in Figure 4.1 can be
a bit out of date, the stop Tilburg West is the same station as Tbu.

In order to clearly illustrate the train information, an overview of the selected trains is presented
in Table 4.1. IC trains are a type of long-distance train service in the Netherlands. These trains con-
nect major cities and regions within the country. SPR trains are a type of regional train service in the
Netherlands. Unlike IC trains, SPR trains make frequent stops, serving not only major cities but also
smaller towns and suburban areas. GO stands for freight train. According to the train data provided
by ProRail, specific IDs are assigned to trains. However, those IDs are not continuous since only a
small set of trains is selected. Those IDs will be mentioned in the discussion of the train paths. In the
current research, we mainly focus on the investigation of adding flexibility rather than the application
of the model to complicated real-life cases. Besides, AG is not able to model the interaction between
trains running in different directions. Therefore, train services in three directions are selected, namely,
from Ehv to Bd, from Ht to Bd, and from Ehv to Ht. All trains except the freight train have a period of
half an hour, to make sure that a full cycle is involved, the first trains of the second periods are also
incorporated. They are indicated by the serial number, for example, train 800-H-2 runs in the next
period of train 800-H-1, and train 3600-T-2 runs in the next period of train 3600-T-1. Since no data are
given for the train that runs in the next period of train 1900-H-1, train 1900-H-2 is not incorporated in
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Figure 4.1: Track layout of the dispatching area1

the case study.
According to the microscopic track layout and the operational data, the tracks that are used for each

train are described as follows. At station Ehv, trains 5, 15, 17, and 70 dwell at platform 4, trains 1 and
64 dwell at platform 5, and trains 6, 61, and 66 dwell at platform 6. In the corridor from Ehv to Btl,
trains 6, 15, and 66 run on the same tracks, and trains 1, 5, 17, 61, 64, and 70 share the same tracks.
Before approaching station Btl, some trains diverge to different tracks. Trains 1, 5, 6, and 15 enter the
corridor from Btl to Tb, and the other trains run towards Ht. At station Ht, trains 34, 43, and 79 dwell
at platform 7b. Since train 18 is a freight train, it has no scheduled stop and passes platform 8. After
leaving the platform area, they merge at a switch and run on the same tracks in the corridor from Ht to
Tb. At station Tb, trains 34, 43, and 79 from Ht dwell at platform 3, and the freight train passes platform
3. Besides, trains from Ehv dwell at platform 2. After leaving station Tb, trains 1, 5, and 6 diverge with
train 15 since it is running towards its terminal station Tbu. The other trains merge and run on the same
tracks in the corridor from Tb to Bd.

The rigid timetable is the actual timetable used by ProRail, NS, and other operators. The rigid
timetables for trains that run from Ehv to Bd, from Ht to Bd, and from Ehv to Ht are presented in
Table B.1, Table B.2, and Table B.3, respectively. For major stations, namely Ehv, Tb, Ht, and Bd, the
rigid arrival and departure times are given. While for all other short stops, only the rigid departure times

1http://www.sporenplan.nl/

http://www.sporenplan.nl/


4.2. Model preparation 45

Table 4.1: An overview of the selected trains in the dispatching area

Train ID Train serie Direction Serial number Train stops Train type
1 1100 H 1 Ehv-Tb-Bd IC
5 1900 H 1 Ehv-Tb-Bd IC
6 21400 H 1 Ehv-Tb-Bd IC

15 6400 H 1 Ehv-Ehs-Bet-Btl-Ot-Tb-Tbu SPR
17 800 H 1 Ehv-Ht IC
18 AABE1 H 1 - GO
34 3600 T 1 Ht-Tb-Bd IC
43 6600 T 1 Ht-Tb-Tbu-Tbr-Gz-Bd SPR
61 3500 H 2 Ehv-Ht IC
64 3900 H 2 Ehv-Ht IC
66 4400 H 2 Ehv-Ehs-Bet-Btl-Vg-Ht SPR
70 800 H 2 Ehv-Ht IC
79 3600 T 2 Ht-Tb-Bd IC

are given. Regarding the freight train, no stops are planned in the case study area, which means that
no departure or arrival times are given. Based on the TAD and the selected trains, a passenger transfer
from train 6600-T-1 to train 6400-H-1 at station Tb can be obtained. According to the rigid timetables,
it can be observed that train 6600-T-1 arrives at Tb at :48:00 and train 6400-H-1 leaves Tb at :53:30.
:48:00 indicates the 48 minutes of each hour, the same is true for :53:30. It means that a transfer time
of five and a half minutes is designed for passengers.

4.2. Model preparation
For the model to run smoothly, some preparations need to be made on the model inputs. These pro-
cesses include data filtering, data combination, data correction, and parameter determination.

Data set construction

The data used in the case study is generated by two tools, namely, FRISO (Flexible Rail Infrastruc-
ture Simulation model of Operations) and ROBERTO. FRISO is a microscopic railway simulation tool
that generates running times, track occupation, and signaling aspects, based on databases including
infrastructure, timetable, and train routes. The outputs of FRISO are then fed to ROBERTO, in which
the headway times between trains approaching shared infrastructure can be obtained. However, the
outputs of both FRISO and ROBERTO are not tailored for the AG-based MILP model, and there can
be redundant or missing data. Therefore, some adjustments have to be made.

In the first step, the desired points need to be filtered out from a large amount of data. Regarding the
track section boundary (dutch: SPOORTAKSTUKBEGRENZER), points with type timetable point track
(dutch: DRGLPT_SPOOR), signal (dutch: SEIN), or switch (dutch: WISSEL) are extracted. Regarding
the timetable point track, there can be station tracks for train stops and station tracks for passing trains.
The tracks for passing trains are not extracted from the original data since the passing can be repre-
sented by the entry and exit signals of a station track. Concerning the switches, they are extracted
since headway requirements on some switches are provided by ROBERTO.

In the second step, useful information about the selected points is kept to simplify the data structure.
The maintained information will be used to construct data frames of nodes, arcs, and trains. This
information includes train name, track section boundary name, signal direction, dispatching area code,
distance from the starting point, time instant of a train passing the track section boundary with the front
end, and the minimum headway between a pair of trains at signal or switch.

Since there can be signals of a direction and opposite direction along the track, the corresponding
signals of the running direction of the trains should be extracted. A block section is a part of the
railway track between two signals, and the time of a train traversing the block section is called the trip
time. However, the trip time of a train cannot be directly obtained. Therefore, they are calculated by
subtracting the front-end passage time of a train at the entry signal of a block section from the front-end
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passage time of the train at the exit signal of the block section.
For the dwell time at a stop, the minimum dwell time at a major station is 60 s and the minimum

dwell time at a short stop is 36 s. Since only the rigid departure times are given at short stops, the rigid
arrival times are manually added, which are the rigid departure times minus the minimum dwell time of
36 s. For the freight, although no rigid departure and arrival times are given, the entry time and the exit
time from the dispatching should be calculated based on the rigid passing time through a station.

In our model, the exact weight of a processing arc is the minimum trip time of a train over the block
section. The exact value that is used as the weight of an alternative arc is the minimum headway time
between trains minus the block running time of the first train. Regarding the passenger transfer time
requirement, it is known that the transfer from train 6600-T-1 to train 6400-H-1 is a cross-platform trans-
fer according to the TAD and station layout. Thus, the minimum required transfer time is 2 minutes.
In this case, the weights of fixed arcs that represent dwelling and running, alternative arcs, and the
connection arc can be obtained.

Data correction

After running the model for the first time, some inherent delays were found when no initial delays
were added to trains. It means that the rigid timetable is not consistent with the data generated by
FRISO and ROBERTO. To remove the inherent delays, the time instances in the rigid timetable are
changed according to rescheduled times generated by the model. The corrected rigid timetables of
trains running from Ehv to Bd, from Ht to Bd, and from Ehv to Ht are presented in Table C.1, Table C.2,
and Table C.3, respectively.

In addition, the given trip times from the original data are the scheduled trip times. However, min-
imum trip times are required as the weights of fixed arcs in the model, which can be obtained by
removing the running time supplements from actual trip times. In the case study, the minimum trip
times are assumed 93% of the scheduled running times.

Regarding the minimum headway times, some headway times are missing due to the scope of the
case study area. For instance, the entry of a train into the dispatching area can be represented by the
departure from a station. Thus, there is no information about the signal before the station. In this case,
trains can depart from the same platform at the station at the same time, which is impossible in reality.
Besides, some headway times between trains passing a shared switch are also missing. To correct
the data, headway times are manually added between pairs of train departures, and between pairs of
trains passing shared switch as alternative arcs.

Parameter settings

After data processing, the last step before running the model is to assign values to all parameters.
According to the TAD, the delay measurement point of train 6600-T-1 is station Ht and the largest
accepted arrival delay 𝑢delay𝑖 is 7 minutes. It means that if the feeder train arrives at Ht more than 7
minutes later than the rigid arrival time, the passenger transfer has to be discarded. Besides, the latest
departure time of the waiting train 𝑢departure𝑖 at the transfer station Tb is 50:00, and 50:00 is the time in
an hourly timetable. It indicates that if the transfer can only be maintained with the departure of train
6400-H-1 from Tb later than 50 minutes of each period, the transfer also has to be discarded. The
weight of rescheduled time 𝑒rescheduled in the objective function is set to 100, indicating that the primary
aim is to obtain the rescheduled times that have the least deviation from the rigid times. Then, flexibility
is added and maximized on top of this rescheduling plan. The weight of departure flexibility 𝑒f, dep is
set to 1 for now. It means that there is no particular preference between departure and arrival flexibility.
The punctuality threshold 𝑝 is set to 3 minutes based on the performance indicator in practice. 𝑀 is set
to 9999, which is sufficient in the current case study.

4.3. Model demonstration
To apply the model to the real-life railway network, some cases with different combinations of initial
delays are tested. According to Yuan (2006), the statistical contribution of train delays fits the Weibull
distribution. Yuan (2006) performed a statistical analysis of train operations based on train traffic data
recorded at station Den Haag Holland Spoor, the Netherlands, and nearly 10000 trains were recorded
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in September 1999. The shape parameter 𝑘 and the scale parameter 𝜆 are fine-tuned for different train
series and tested using the K-S test. Two types of delays were investigated, namely, arrival delay and
departure delay. Regarding departure delays, the average value of 𝑘 is 1.2 and the average value of
𝜆 is 76 for IC trains. The average values of 𝑘 and 𝜆 are 0.9 and 59 for SPR trains, respectively. With
respect to arrival delays, the average value of 𝑘 is 1.1 and the average value of 𝜆 is 97 for IC trains.
The average value of 𝑘 is 0.8 and the average value of 𝜆 is 102 for SPR trains. The average values of
𝑘 and 𝜆 are used for all train series.

According to the data inputs of our model, the nodes that represent trains entering the dispatching
area can be arrival nodes or departure nodes. The entry nodes of trains with id 1, 5, and 6 are departure
nodes, and the entry nodes of trains with id 15, 17, 34, 43, 61, 64, 66, 70, and 79 are arrival nodes.
Regarding train 18, no initial delays are added since the entry node of this train is neither a departure
nor an arrival node.

After determining the shape and scale parameters, we let the model randomly generate the integer
values of arrival and departure delays based on theWeibull distribution. In order to explore the potential
relationship between input delays and output flexibility, 10 random cases are generated, which are
indicated by R1 to R10. The computation time of the optimization process is queried. The initial delay
inputs and the CPU time of each random case and the case without any initial delays are presented in
Table 4.2. According to the model outputs, the average value of initial delay per train generated based
on the Weibull distribution is 47.89 s, and the average CPU time of the optimization process is 1.12 s.

Table 4.2: Inputs of initial delays and the computation times for random cases and the case without initial delays

Train id Rigid R1 R2 R3 R4 R5 R6 R7 R8 R9 R10
1 0 76 135 113 113 138 138 108 121 63 30
5 0 108 53 99 56 64 58 72 77 71 324
6 0 33 68 135 68 64 98 135 104 35 122
15 0 54 1 26 47 27 12 12 7 66 78
17 0 64 12 18 61 18 34 45 48 46 76
18 0 0 0 0 0 0 0 0 0 0 0
34 0 5 67 39 29 80 58 10 58 67 45
43 0 53 18 19 49 70 18 54 37 27 40
61 0 71 21 51 68 79 75 46 40 71 75
64 0 28 15 8 22 13 9 16 51 5 53
66 0 58 26 11 44 14 55 29 18 27 9
70 0 8 11 31 21 45 3 46 74 6 24
79 0 26 80 69 5 4 29 39 17 48 58
Initial delay
per train [s] 0.00 44.92 39.00 47.62 44.85 47.38 45.15 47.08 50.15 40.92 71.85

CPU time [s] 1.18 1.44 1.34 1.03 1.04 0.97 1.08 1.06 1.05 1.02 1.10

After optimization, the maximum timetable flexibility that can be added to each train of each random
case can be obtained, which is presented in Table 4.3. At a stop, three types of timetable flexibility are
added. To measure timetable flexibility, flexibility per stop is used as a performance indicator, which
is calculated as the total flexibility added to trains over 45 stops in the network. By comparing the
input delay per train with the output flexibility per stop for all cases shown in Table 4.2 and Table 4.3,
a general trend can be observed that flexibility decreases as initial delays increase. However, there
can be exceptions. By comparing random case 2 with random case 4, as the initial delay per train
increases from 39.00 s to 44.85 s, the corresponding flexibility per stop increases from 222.82 s to
223.18 s. Regarding the flexibility added to each train, no intuitive relationship can be found with the
value of initial delay per train. It means that the flexibility of each train can increase, decrease, or remain
the same when the initial delay added to the train changes. Besides, the timetable flexibility of a train
can even change when the initial delays remain the same. Those situations are possibly due to the
interaction among trains, which needs further investigation.

To explicitly present the flexibility added to the timetable events, the flexible train path plot is gener-
ated. In a flexible train path plot, the colored solid lines indicate the rescheduled train paths of different
types of trains. IC train paths are in blue, SPR train paths are in red, and GO train paths are in black.
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Table 4.3: Results of timetable flexibility for random cases

Train id Rigid R1 R2 R3 R4 R5 R6 R7 R8 R9 R10
1 562.65 502.86 502.86 538.73 502.86 502.86 502.86 468.59 530.73 588.73 532.65
5 699.33 516.52 593.33 525.52 587.33 571.33 583.33 589.60 547.52 557.33 300.52
6 545.77 512.77 477.77 410.77 477.77 481.77 447.77 410.77 441.77 510.77 423.77
15 2515.65 2515.65 2515.65 2515.65 2515.65 2515.65 2515.65 2515.65 2515.65 2515.65 2515.65
17 497.52 436.33 497.52 454.33 497.52 497.52 497.52 497.52 495.33 497.52 326.41
18 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
34 785.24 785.24 785.24 785.24 785.24 785.24 785.24 785.24 785.24 785.24 785.24
43 773.53 773.53 773.53 773.53 773.53 773.53 773.53 773.53 773.53 773.53 773.53
61 408.93 392.73 333.73 319.85 355.73 330.73 330.73 360.73 319.85 319.85 408.93
64 465.63 465.63 465.63 465.63 465.63 465.63 465.63 465.63 465.63 465.63 465.63
66 2119.56 2119.56 2051.12 2119.56 2119.56 2119.56 2119.56 2119.56 2119.56 2119.56 2119.56
70 429.07 429.07 497.52 429.07 429.07 429.07 429.07 429.07 429.07 429.07 429.07
79 533.18 533.18 533.18 533.18 533.18 533.18 533.18 533.18 533.18 533.18 533.18
Flexibility
per stop [s] 229.69 221.85 222.82 219.36 223.18 222.36 221.87 221.09 221.27 224.36 213.65

The train paths in the rescheduling plan are plotted by connecting the rescheduled departure times
from stations and the rescheduled arrival times at the following stations. Regarding timetable flexibility,
they are represented by colored areas, which are plotted based on the earliest and the latest flexible
arrival and departure times. The rigid train paths are indicated by grey solid lines. Regarding the trains
that diverge from or merge into the plotting corridor, the times at the diverging and merging points are
obtained using extrapolation based on the times at the last and the following stops. However, there
can be overlaps between the thick train paths of two adjacent trains. The reason is that two trains are
running on parallel tracks.

In Figure 4.2, the train paths with flexibility without any initial delays are presented. Two trains are
indicated in Figure 4.2. Train 5 is not the fifth train in the train path plot, however, it indicates train
1900-H-1, whose ID is 5 according to the operational data. Regarding the departure events, it can be
observed that only late departure flexibility is added. For arrival events, both early arrival flexibility and
late arrival flexibility are added. In the case that no delays are experienced by trains, the timetable
flexibility per stop reaches its maximum, which is 229.69 s. To showcase some changes in departure
flexibility, early arrival flexibility, and late arrival flexibility, the train paths of two random cases are
generated and presented as follows.
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Figure 4.2: Train paths from Ehv to Bd without initial delays

By comparing the areas indicated yellow circles in Figure 4.2 and Figure 4.3, it can be observed
that the departure flexibility of train 1 at station Ehv decreases. According to the numerical results of
the optimization model, the departure flexibility that is added to train 1 is 74.81 s when there are no
initial delays. However, it decreases to 0 s when the train experiences an initial delay of 99 s.

Figure 4.3: Train paths from Ehv to Bd of case R3
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By comparing the areas indicated purple circles in Figure 4.2 and Figure 4.4, it can be observed
that both the early and late arrival flexibility of train 1 at station Tb decrease. Regarding the early arrival
flexibility, it is 242.69 s when no trains experience initial delays. However, it drops to 0 s when an initial
delay of 324 s is added to train 1. With respect to the late arrival flexibility, it reaches the punctuality
threshold of 180 s when there are no initial delays, and it decreases to 98.69 s after train 1 experiences
an initial delay of 324 s. Besides, the order between trains 5 and 17 changes, indicating that our model
is capable of reordering in real-life cases.

Figure 4.4: Train paths from Ehv to Bd of case R10

4.4. Relationship between initial delays and timetable flexibility
In the model demonstration, the assignment of timetable flexibility can have various changes with the
changing initial delays. Those changes are possibly due to the interactions between trains. In this sub-
section, illustrative applications of the model to various inputs are presented. We aim to investigate the
relationship between initial delays and each type of flexibility, such that the reasons for the changes can
be revealed. In this analysis, 𝑒rescheduled is set to 100 and 𝑒f, dep is set to 1. In order to investigate how
timetable flexibility changes with the different inputs of initial delays, initial delays from 0 to 10 minutes
with an interval of 100s are added to a single train, and initial delays of all other trains are fixed to 0 s.
To reveal the interactions between trains and the changes in departure flexibility, early arrival flexibility,
and late arrival flexibility as initial delays change, we present and discuss some comparisons between
the train paths. These comparisons involve different initial delays and are presented as follows.

A comparison between flexible train paths without initial delay and with 300 s initial delays assigned
to train 3 is presented in Figure 4.5. Figure 4.5a presents the flexible train paths without initial delays,
in which the rescheduled train paths are the same as the rigid ones. Flexible train paths with 300 s
initial delays added to train 3 are presented in Figure 4.5b. Some typical areas that flexibility changes
are highlighted by colored circles, which are discussed below.

By comparing the areas marked by green circles in both Figure 4.5a and Figure 4.5b, it can be
easily observed that the rescheduled departure time of train 1 at Ehv increases. Due to the initial delay
of 300 s added to train 1, the order between trains 1 and 61 passing a switch between Ehv and Ehs
even changes. Besides, it can also be found that the departure flexibility of both trains 1 and 61 at
Ehv decreases. According to the numerical results, the departure flexibility of train 1 at Ehv decreases
from 59.79 s to 0 s. The reason is that train 1 is largely delayed, thus, the difference between the
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(a) Flexible train paths from Ehv to Bd with 0 s initial delay added to
trains in the network

(b) Flexible train paths from Ehv to Bd with 300 s initial delays added to
train 1

Figure 4.5: Comparison between flexible train paths from Ehv to Bd without initial delays and with 300 s initial delays on train 1

rescheduled and the rigid departure times exceeded the punctuality threshold of 180 s. As a result, no
flexibility can be added. Regarding train 61, its departure flexibility at Ehv is 134.67 s when no initial
delay is added to train 1. When the order between trains 1 and 61 changes, train 61 should leave
station Ehv and pass the shared switch as early as possible, such that the rescheduled times of train
1 have the least deviation from the rigid times. As a consequence, the departure flexibility of train 61
at Ehv is 0 s.

Regarding the areas indicated by yellow circles in Figure 4.5a and Figure 4.5b, it is obvious that both
the arrival and departure flexibility of train 1 at Tb decrease. The initial delay of 300 s added to train 1
propagates to station Tb, which can be reflected by the fact that the rescheduled arrival time increases
compared to the rigid one. When there are no initial delays, the arrival flexibility of train 1 at Tb is 180 s,
and it decreases to 101.14 s when a 300 s delay is added to train 1. Since the arrival flexibility already
already reached its maximum, as the rescheduled arrival time increases, the difference between the
latest flexible time and the rescheduled time decreases, leading to the decrease in late arrival flexibility
of train 1 at Tb. Regarding early arrival flexibility, the rescheduled arrival time of train 1 at Tb is already
the earliest, meaning that the train cannot arrive earlier. Therefore, no early arrival flexibility can be
added.

According to the areas highlighted by purple circles in Figure 4.5a and Figure 4.5b, the departure
flexibility of train 5 at Tb increases. It is due to the interaction between trains 1 and 5 around Tb. As
the initial delay of train 1 at Ehv propagates to Tb, the earliest arrival time of train 1 at Tb increases,
leading to more buffer times between trains 1 and 5. Therefore, the departure flexibility increases from
21.83 s to 180 s.

There are some other conditions that also lead to similar flexibility changes. A comparison between
flexible train paths with 300 s and 600 s initial delays added to train 5 is presented in Figure 4.6.
Figure 4.6a presents the flexible train paths from Ehv to Bd with 300 s initial delays, and flexible train
paths with 600 s initial delays on train 5 are presented in Figure 4.6b.

Regarding the areas surrounded by purple circles, the departure flexibility of train 5 at Tb decreases.
According to the numerical results, it decreases from 21.83 s to 0 s. Due to the 600 s initial delays,
the rescheduled departure time of train 5 at Tb is largely affected compared to the case scenario with
300 s initial delays. Therefore, the difference between the rescheduled and the rigid departure time of
train 5 from Tb exceeded the punctuality threshold. As a consequence, no departure flexibility can be
added.

By comparing the areas indicated by green circles, it can be found that both early and late arrival
flexibility decreases. Due to the delay of train 5, train 1 is affected, leading to the late arrival at Tb.
According to the numerical results, the early arrival flexibility of train 1 at Tb decreases from 84.42 s
to 0 s, since the rescheduled arrival time is the earliest possible arrival time. Regarding the late arrival
flexibility of train 1 at Tb, it decreases from 180 s to 108.94 s. The reason is that the rescheduled arrival
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(a) Flexible train paths from Ehv to Bd with 300 s initial delays added to
train 5

(b) Flexible train paths from Ehv to Bd with 600 s initial delays added to
train 5

Figure 4.6: Comparison between flexible train paths from Ehv to Bd with 300 s and 600 s initial delays on train 5

increases due to the delay of train 5, considering the headway constraints, train 5 has to arrive later
than the rigid time, leading to a decrease in late arrival flexibility.

Regarding the areas marked by yellow circles, it is obvious that the late arrival flexibility of train 5
at Bd decreases. The model results show that the late arrival flexibility decreases from 180 s to 58.79
s. When train 5 experiences an initial delay of 300 s, the delay is not propagated to Bd, thus, the
late arrival flexibility equals the punctuality threshold. When the initial delay increases to 600 s, the
rescheduled arrival time of train 5 at Bd increases, leading to a decrease in late arrival flexibility.

Considering the same initial delays, we present the train paths of the corridor between Ht and Bd
in Figure 4.7. Figure 4.7a presents the flexible train paths from Ht to Bd with 300 s initial delays, and
flexible train paths with 600 s initial delays on train 5 are presented in Figure 4.7b. Regarding the areas
indicated by green circles, it can be observed that both the late arrival flexibility and departure flexibility
of train 34 at Tb increase. The reason is that the rescheduled departure time of train 5 increases due
to the increasing initial delays. Therefore, the buffer times between trains 5 and 34 increase, leaving
more space for train 34 to arrive and depart from Tb later than the rigid times. According to the model
output, both the late arrival flexibility and the departure flexibility of train 34 at Tb increase from 110.37
s to 180 s.

(a) Flexible train paths from Ht to Bd with 300 s initial delays added to
train 5

(b) Flexible train paths from Ht to Bd with 600 s initial delays added to
train 5

Figure 4.7: Comparison between flexible train paths from Ht to Bd with 300 s and 600 s initial delays on train 5
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A comparison between flexible train paths from Ehv to Bd with 500 s and 600 s initial delays added
to train 61 is presented in Figure 4.8. Figure 4.8a presents the flexible train paths from Ehv to Bd
with 500 s initial delays, and flexible train paths with 600 s initial delays on train 61 are presented in
Figure 4.8b.

(a) Flexible train paths from Ehv to Bd with 500 s initial delays added to
train 61

(b) Flexible train paths from Ehv to Bd with 600 s initial delays added to
train 61

Figure 4.8: Comparison between flexible train paths from Ehv to Bd with 500 s and 600 s initial delays on train 61

By looking at the train paths of trains 61 and 15, it can be observed that the order between the two
trains changes as the initial delay added to train 61 increases from 500 s to 600 s. Regarding the areas
highlighted by green circles in Figure 4.8a and Figure 4.8b, it can be found that the late arrival flexibility
of train 15 at Ehs increases with the increasing initial delays on train 61. In the corridor between Ehv
and Btl, trains 15 and 61 depart from different platforms in Ehv and approach a switch between Ehv
and Ehs. After passing the shared switch, the two trains run on parallel tracks. When a 500 s initial
delay is added to train 61, train 61 precedes train 15 at the shared infrastructure, and the minimum
headway time passing the switch should be respected between the two trains. Therefore, train 15 can
only arrive at Ehs later than the rigid arrival time. When an initial delay of 600 s is added to train 61,
train 15 passes the shared switch first, indicating that the rescheduled arrival time of train 15 at Ehs
equals the rigid one. Thus, the difference between the latest arrival time and the rescheduled arrival
time increases in Figure 4.8a compared to that in Figure 4.8b. According to the numerical results, the
late arrival flexibility of train 15 at Ehs increases from 128.57 s to 180 s, when the initial delay added
to train 61 increases from 500 s to 600 s.

With respect to the areas surrounded by purple circles, it is obvious that the early arrival flexibility
of train 15 increases as the initial delay on train 61 increases from 500 s to 600 s. In Figure 4.8a,
the earliest possible arrival time of train 15 at Bet is later than the rigid one due to the delay of train
61, as well as the passing sequence between the two trains through the shared switch. However, in
Figure 4.8b, it is not necessary for train 15 to wait for train 61 to pass the shared switch first. It indicates
that train 15 can arrive at Bet as early as possible. Therefore, the early arrival flexibility of train 15 at
Bet increases from 0 s to 28.45 s.

A comparison between flexible train paths from Ehv to Ht with 400 s and 500 s initial delays added to
train 17 is presented in Figure 4.9. Figure 4.9a presents the flexible train paths from Ehv to Bd with 400
s initial delays, and flexible train paths with 500 s initial delays on train 17 are presented in Figure 4.9b.
Regarding the areas indicated by green circles, it can be observed that the departure flexibility of
train 1 at Ehv decreases, however, the corresponding rescheduled departure time remains the same.
According to the area marked by purple circles, the early arrival flexibility of train 61 increases, while
the corresponding rescheduled arrival time at Ht remains the same. These changes should not occur
since trains 1 and 61 are not influenced by the increasing initial delay on train 17. Regarding these
changes, they are possibly due to the setting of the weight of departure flexibility. In this text, we set
𝑒f, dep to 1, indicating that there is no particular preference for the distribution of timetable flexibility.
Thus, the model just helps find the results that lead to maximum total timetable flexibility on top of the
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rescheduling plan, and the exact distribution between departure and arrival flexibility is not constrained.

(a) Flexible train paths from Ehv to Ht with 400 s initial delays added to
train 17

(b) Flexible train paths from Ehv to Ht with 500 s initial delays added to
train 17

Figure 4.9: Comparison between flexible train paths from Ehv to Ht with 400 s and 500 s initial delays on train 17

Based on the results of cases in the model demonstration, as well as the investigation of the re-
lationship between initial delays and timetable flexibility. It can be concluded that timetable flexibility
basically decreases with the increasing amount of initial delays added to trains in the network. The
reason is that our model finds the rescheduled times that have the least deviation from the rigid times.
Thus, the rescheduled train paths are closer to each other compared to the rigid train paths, such that
the deviation can be minimized, leading to fewer solution spaces to add timetable flexibility on top of
the rescheduling plan. In addition, the solution spaces of late arrival flexibility and departure flexibility
can only be found within the punctuality threshold. It means that late arrival and departure flexibility
decreases when a timetable event is delayed in most cases. In addition to the decreases in timetable
flexibility with the increasing initial delays, special cases can be found, in which flexibility increases
when more initial delays are added. They are mainly due to the interaction between trains, for in-
stance, the delay of a train might lead to more buffer times for the former train to arrive and depart later
than the rigid timetable.

4.5. Relationship between departure flexibility weight and timetable
flexibility

In the analysis exploring the relationship between initial delays and timetable flexibility, special scenar-
ios were found, in which timetable flexibility is randomly distributed. In this sensitivity analysis, we aim
to adjust the value of departure flexibility weight 𝑒f, dep, such that investigate the impacts of 𝑒f, dep on
the results of timetable flexibility, as well as the trade-off between different types of timetable flexibility.

In this analysis, the weight of rescheduled times 𝑒rescheduled is still set to 100, indicating that timetable
flexibility is added on top of the rescheduling plan. Regarding 𝑒f, dep, the values of 1.1, 1.0, and 0.9
are tested for the case without initial delays, as well as the random cases that are generated based on
Weibull distribution in section 4.3.

The results of each type of flexibility for all test cases are presented in Table 4.4. It can be found
that, for each test case, departure flexibility reaches its maximum when 𝑒f, dep is 1.1. Regarding arrival
flexibility, early arrival flexibility is maximized when 𝑒f, dep equals 0.9. However, late arrival flexibility
remains the same as the weight of departure flexibility changes in each case. For the results when
𝑒f, dep is set to 1.0, early arrival flexibility is maximized in the rigid case and random cases R1, R4,
R5, R6, and R10. For all other test cases, the results lead to the maximum total timetable flexibility,
however, neither early arrival flexibility nor late arrival flexibility is maximized.

In order to present and discuss the trade-off between different types of flexibility, the train paths
of the rigid case are generated, in which no initial delays are experienced by trains. A comparison
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Table 4.4: Results of each type of flexibility with 𝑒f, dep equals 1.1, 1.0, and 0.9 for the case without initial delays and all random
cases

𝑒f, dep
Test cases Flexibility types 1.1 1.0 0.9

Early arrival [s] 2196.04 2488.20 2488.20
Rigid Late arrival [s] 3718.78 3718.78 3718.78

Departure [s] 4421.26 4129.10 4129.10
Early arrival [s] 2060.04 2330.80 2330.80

R1 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4204.26 3933.49 3933.49
Early arrival [s] 2143.04 2291.54 2359.99

R2 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4165.26 4016.75 3948.30
Early arrival [s] 2078.04 2275.92 2311.80

R3 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4074.26 3876.37 3840.49
Early arrival [s] 2140.04 2378.99 2378.99

R4 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4184.26 3945.30 3945.30
Early arrival [s] 2132.04 2345.99 2345.99

R5 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4155.26 3941.30 3941.30
Early arrival [s] 2138.04 2351.99 2351.99

R6 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4127.26 3913.30 3913.30
Early arrival [s] 2124.04 2333.72 2367.99

R7 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4106.26 3896.57 3862.30
Early arrival [s] 2119.04 2319.92 2347.80

R8 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4119.26 3918.37 3890.49
Early arrival [s] 2125.04 2328.11 2413.99

R9 Late arrival [s] 3718.78 3718.78 3718.78
Departure [s] 4252.26 4049.18 3963.30
Early arrival [s] 1958.53 2245.51 2245.51

R10 Late arrival [s] 3637.47 3637.47 3637.47
Departure [s] 4018.15 3731.18 3731.18
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between flexible train paths from Ehv to Bd when 𝑒f, dep equals 1.1 and 0.9 is presented in Figure 4.10.
Figure 4.10a presents the flexible train paths with 𝑒f, dep equals 1.1, and flexible train paths with 𝑒f, dep
equals 0.9 is shown in Figure 4.10b.

(a) Flexible train paths from Ehv to Bd without initial delay with 𝑒f, dep is
1.1

(b) Flexible train paths from Ehv to Bd without initial delay with 𝑒f, dep is
0.9

Figure 4.10: Comparison between flexible train paths from Ehv to Bd when 𝑒f, dep equals 1.1 and 0.9

By comparing the areas marked by green circles, it can be observed that the departure flexibility of
train 5 at Tb decreases, and the early arrival flexibility of train 1 at Tb increases when 𝑒f, dep changes
from 1.1 to 0.9. Trains 1 and 5 run on the same track in the corridor between Ehv and Tb, and they
stop at the same platform in Tb. The decrease in the departure flexibility of train 5 at Tb indicates that
more buffer times are left for train 1, leading to as early arrival of train 1 at Tb as possible. According to
the numerical results, the early arrival flexibility of train 1 at Tb increases from 0 s to 84.24 s as 𝑒f, dep
changes from 1.1 to 0.9, and the departure flexibility of train 5 at Tb decreases from 106.25 s to 21.83
s. When arrival flexibility is preferred over departure flexibility, there is still 21.83 s departure flexibility.
This is because the maximum early arrival flexibility of train 1 is 84.24 s, and it cannot arrive any earlier.
Therefore, some buffer times are left for train 5 to have a late departure.

Apart from the scenario where a trade-off in different types of flexibility exists between two adjacent
trains at the same station, there are some other scenarios worth exploring. A comparison between flex-
ible train paths from Ehv to Ht when 𝑒f, dep equals 1.1 and 0.9 is presented in Figure 4.11. Figure 4.11a
presents the flexible train paths with 𝑒f, dep equals 1.1, and flexible train paths with 𝑒f, dep equals 0.9 is
shown in Figure 4.11b.

Regarding the areas surrounded by purple circles, it is obvious that the departure flexibility of train
70 at Ehv decreases, while the early arrival flexibility of train 66 at Btl increases as 𝑒f, dep changes from
1.1 to 0.9. Trains 70 and 66 run parallel in the corridor between Ehv and Bet, and they merge into the
same track at a switch upstream to Btl, then share the same block sections until Ht. As train 70 departs
earlier from Ehv, the rescheduled times of train 70 passing signals also decrease, resulting in more
buffer times left for train 66 to pass the shared infrastructure earlier. Therefore, the arrival time of train
66 at Btl can be much earlier. According to the numerical results, the maximum departure flexibility of
train 70 at Ehv is 180 s, and the maximum early arrival flexibility of train 66 at Btl is 136.20 s.

Some changes similar to the areas in purple circles can also be observed in the areas highlighted by
green circles, in which the departure flexibility of train 1 at Ehv decreases, while the early arrival flexibility
of train 61 at Ht increases as 𝑒f, dep changes from 1.1 to 0.9. The reason is still the interactions between
the two trains traversing through shared block sections between stops. Based on the model outputs,
the maximum departure flexibility that can be added to train 1 at Ehv is 180 s, and the maximum early
arrival flexibility of train 61 at Ht is 213.60 s.

Based on this sensitivity analysis, it can be concluded that the trade-off only exists between early
arrival flexibility and late arrival flexibility. In a station, the platform track is protected by an entry signal
and an exit signal, a minimum time should be respected between the leaving of the preceding train from
the block section and the entry of the following train into the block section. Regarding the preceding
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(a) Flexible train paths from Ehv to Ht without initial delay with 𝑒f, dep is
1.1

(b) Flexible train paths from Ehv to Ht without initial delay with 𝑒f, dep is
0.9

Figure 4.11: Comparison between flexible train paths from Ehv to ht when 𝑒f, dep equals 1.1 and 0.9

train, the arrival and departure at the station are closely related since the minimum dwell time should be
respected. If the departure flexibility of a train at a station decreases, the late arrival flexibility decreases
correspondingly to meet the dwell time requirement. Although the early arrival flexibility of the follow-
ing train increases, the overall timetable flexibility decreases, which contradicts our objective function.
Therefore, to maximize the overall timetable flexibility added to trains in the selected dispatching area,
the late arrival flexibility remains the same when changing the weight of departure flexibility. When
𝑒f, dep is greater than 1, it indicates that departure flexibility is preferred over arrival flexibility, leading
to the maximum amount of departure flexibility in compromise of the decreasing early arrival flexibility.
When 𝑒f, dep is less than 1, flexibility is added to arrival events, resulting in the maximum early arrival
flexibility and the minimum departure flexibility.

4.6. Relationship between punctuality threshold and timetable flex-
ibility

After knowing the relationship between initial delays and timetable flexibility, as well as the relationship
between the weight of departure flexibility and timetable flexibility. We also want to investigate the
impacts of the punctuality threshold on the amount of flexibility that can be added to the trains in the
selected network. In the current practice of ProRail, the punctuality threshold 𝑝 is set to 180 s. It
indicates that the difference between late arrival time and rigid arrival time, as well as the difference
between late departure time and rigid departure time, cannot exceed the threshold. In this sensitivity
analysis, we aim to gradually increase the value of the punctuality threshold, and then investigate what
is the maximum time that can be added to the trains as flexibility in the selected dispatching area.

Different values of the punctuality threshold are tested, namely, from 0.5𝑝 to 5𝑝 with an increment of
0.5𝑝, and the results are presented in Table 4.5. It can be found that flexibility per stop increases with the
increasing punctuality threshold. The reason is that as the value of the punctuality threshold increases,
trains are allowed to arrive and depart from stops much later, as long as the headway requirements
are respected. Besides, flexibility increment is also introduced, which is calculated as the difference
between the flexibility per stop of adjacent tested values of the punctuality threshold. It can be observed
that the flexibility increment decreases as the punctuality threshold increases. However, the flexibility
increment remains 22 s when the punctuality threshold is greater than 3𝑝.

Table 4.5: Results of flexibility per stop with different punctuality thresholds and the flexibility increment

Punctuality threshold [s] 0.5p p 1.5p 2p 2.5p 3p 3.5p 4p 4.5p 5p
Flexibility per stop [s] 160.75 229.69 287.66 332.28 368.52 397.44 419.44 441.44 463.44 485.44
Flexibility increment [s] - 68.94 57.97 44.62 36.24 28.92 22.00 22.00 22.00 22.00
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To explicitly present the changes in flexibility per stop with the punctuality threshold, the results are
illustrated in a line chart, which is shown in Figure 4.12. When the punctuality threshold is larger than
3𝑝, the line becomes a straight line. The reason is that the distribution of timetable flexibility is regulated
by headway requirements, trip time requirements, and the punctuality threshold simultaneously. As the
punctuality threshold increases, timetable flexibility does not necessarily increase since flexibility may
have reached the maximum at some stops. In our case study, only a part of the Dutch railway network
is selected, and not all trains are incorporated. Therefore, the late arrival flexibility and departure
flexibility of the last trains running in each corridor are not regulated by headway requirements. As a
consequence, the late arrival flexibility and departure flexibility of those trains equals the punctuality
threshold, leading to unchanged flexibility increments when the punctuality threshold is larger than 3𝑝.

Figure 4.12: Change in flexibility per stop with increasing punctuality threshold

To conclude, the increasing rate of flexibility decreases when the punctuality threshold increases
from 0.5𝑝 to 3𝑝. When the punctuality threshold equals 3𝑝, the buffer times between trains are fully
distributed as timetable flexibility. As the punctuality threshold further increases, the flexibility increment
remains the same since flexibility is added to the last trains running in each corridor.



5
Conclusions and recommendations

The current research into adding timetable flexibility to the Real-Time Traffic Plan (RTTP) in railway
traffic management has been carried out to investigate the performance of timetable flexibility. An
Alternative Graph (AG)-based Mixed Integer Linear Programming (MILP) model was constructed to
minimize the total delay in real-time railway traffic management while maximizing timetable flexibility.
Both model verification and model validation are performed by means of a toy network and a real-
life case study on a part of the Dutch railway network around Eindhoven-Tilburg-’S-Hertogenbosch
area. Conclusions can be drawn by answering all research questions and the main research question.
Besides, the implementations of our research on the current practice of ProRail are discussed. In
addition, recommendations for future research are provided.

5.1. Answer to the sub-research questions
In this section, four research questions are answered based on the findings from the corresponding
chapter.

1. What is the state-of-the-art on real-time railway traffic management, and what is the state-of-the-
practice in the Netherlands?

According to the literature review, the mainstream rescheduling models that are used in railway
traffic disturbance management include Mixed Integer Linear Programming (MILP), Integer Pro-
gramming (IP), and the AGmodel. Besides, some other models are also used, such as Constraint
Programming (CP), knowledge-based, and learning-based rescheduling methods. Among them,
the learning-based approaches have been a hot research topic in recent years.
With respect to adding flexibility to the timetable, it was studied at the tactical planning level,
where a Flexible Periodic Event Scheduling Problem (FPESP) model was proposed. Attempts
were also made to add flexibility at the operational planning level. Train Path Envelope belongs
to train operations, which is the downstream of traffic management. It can be considered as
adding flexibility to individual train. Based on the previous studies, the research gap is that there
is no consensus on the definition of timetable flexibility, and no study aims to add and maximize
timetable flexibility on top of the rescheduling plan in real-time railway traffic management.
Regarding the state-of-the-practice, railway traffic disturbance management is the work of Pro-
Rail. The main aim is to keep the plan up to date considering the traffic perturbations. In dis-
turbance management, five stages are included, namely, traffic state monitoring, traffic state
prediction, conflict detection, conflict resolution, and plan updating. The traffic rescheduling mod-
els are used in conflict resolution to solve potential conflicts. In the current practice, RTTP with
exact times is generated and provided to train dispatchers and signalers, then sent to trains and
Automatic Route Setting (ARS), respectively. However, time points are hard for train drivers to
follow due to real-time traffic uncertainties. Thus, a new RTTP should be generated by conduct-
ing the computationally expensive algorithms to handle traffic disturbances. By adding flexibility,
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a rescheduling plan with event time slots is provided to train dispatchers, according to which they
can determine departure and arrival times to handle traffic uncertainties.

2. How can timetable flexibility be defined and modeled in the CDR process to output an optimal
rescheduling plan that efficiently addresses traffic disturbances and real-time uncertainties?

The definition of timetable flexibility can be given based on two other similar concepts, namely,
timetable robustness and timetable resilience. Timetable flexibility is a means to achieve re-
silience. It is defined as the ability of a timetable to be easily modified to withstand small distur-
bances and absorb delays, as well as offer a larger solution space in the application of dispatching
measures (retiming, reordering, rerouting) to solve larger disturbances without changing the given
(re)scheduled timetable.
In order to model timetable flexibility concisely, the exact stage that flexibility is added, as well as
its connection to other stages should be specified. Thus, a framework for real-time railway oper-
ations is constructed. Besides, the AG model based on a MILP formulation is selected and con-
structed, in which retiming and reordering control measures are considered. In our model, three
types of timetable flexibility are incorporated, namely early arrival flexibility, late arrival flexibility,
and departure flexibility. Early arrival flexibility is the time difference between the rescheduled
arrival time and the earliest flexible arrival time. Late arrival flexibility is the difference between
the latest flexible arrival time and the rescheduled arrival time. Departure flexibility is defined as
the difference between the latest flexible departure time and the rescheduled departure time. Ac-
cording to the performance indicator of train punctuality that is officially reported by ProRail, train
punctuality for passenger trains is measured by the percentage of arrivals where the difference
between the rigid arrival time and the realized arrival time is less than the punctuality threshold of
3 minutes. Since punctuality is a measure of lateness, the concept of the punctuality threshold is
extended to late departure flexibility and late arrival flexibility. The values of late arrival flexibility
and departure flexibility are regulated by the punctuality threshold, while early arrival flexibility is
not constrained by the threshold, which means very early arrival times at stations are allowed.

3. How can the performance of the model be evaluated?

Themodel was verified by means of a toy network, which refers to a simplified and smaller version
of a real-life railway network. The results of the toy case indicate that the control measure of
retiming and reordering was functioning well in our model. Besides, when no initial delays are
added to trains, timetable flexibility is added on top of the rigid timetable. When trains experience
initial delays, flexibility is added to the rescheduling plan that has the least deviation from the
rigid timetable. After the model verification, a case study is conducted in the area around four
major stations, namely, ’s-Hertogenhosch (Ht), Tilburg (Tb), Breda (Bd), and Eindhoven (Ehv).
Passenger transfer between trains from different directions is designed at station Tb. Apart from
the four major stations, there are also stops in between, namely, Eindhoven Philips Strijp (Ehs),
Best (Bet), Btl, Oisterwijd (Ot), Tilburg Reeshof (Tbr), Tilburg Universiteit (Tbu), Gilze Rijen (Gz),
and Vught (Vg). 13 trains are incorporated in our case study, including 9 intercity trains (IC), 3
sprinter trains (SPR), and 1 freight train (GO). To investigate the relationship between input delays
and output flexibility, 10 sets of initial delays are randomly generated based onWeibull distribution.
The values of the shape parameter 𝑘 and the scale parameter 𝜆 are specified for departure delays
of IC, departure delays of SPR, arrival delays of IC, and arrival delays of SPR, respectively. In
this case study, our model includes 3280 continuous variables, 1099 binary variables, and 22484
constraints. After applying our model to the random cases, it can be obtained that the average
computation time of the optimization process is 1.12 s.

4. How can the performance of timetable flexibility be analyzed?

In the model demonstration, the case without initial delays, as well as 10 random cases that are
generated based on Weibull distribution are tested. To measure timetable flexibility, flexibility
per stop is used as a performance indicator, which is calculated as the total flexibility added to
trains over 45 stops in the network. According to the results, a general trend can be found that
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flexibility per stop decreases with increasing initial delays per train, however, there are exceptions.
Regarding the flexibility added to each train, no intuitive relationship can be found with the initial
delays added to the corresponding train.
In order to investigate the influencing factors of timetable flexibility, one illustrative application
and two sensitivity analyses were conducted. In order to explore the impacts of initial delays on
each type of flexibility, initial delays from 0 to 10 minutes with an interval of 100s are added to a
single train, and initial delays of all other trains are fixed to 0 s. Based on the results, it can be
concluded that timetable flexibility basically decreases as the initial delay increases. It is because
the rescheduled train paths are closer to each other to recover the initial delays, leading to fewer
solution spaces to add flexibility on top of the rescheduling plan. However, exceptions can be
found, in which flexibility increases with the increasing initial delays. The reason is the interaction
between trains. In these scenarios, the delay of a train leads to more buffer times for the former
train to arrive and depart later than the rescheduled time.
Apart from the changes in timetable flexibility due to the changing initial delays and the interaction
between trains, some dynamic changes in departure and arrival flexibility were also found. It is
because 𝑒f, dep is set to 1, indicating that there is no preference for the distribution of timetable flex-
ibility. In the first sensitivity analysis, 𝑒f, dep equals 1.1 and 0.9 are also tested for the case without
initial delays and the 10 random cases. It was found that a trade-off only exists between departure
flexibility and early arrival flexibility, and late arrival flexibility remains the same while changing the
value of 𝑒f, dep. When 𝑒f, dep is greater than 1, departure flexibility reaches its maximum. When
𝑒f, dep is less than 1, early arrival flexibility reaches the maximum. If the departure flexibility of a
train at a station decreases, the late arrival flexibility decreases correspondingly to meet the dwell
time requirement. Although the early arrival flexibility of the following train increases, the overall
timetable flexibility decreases, which results in a lower objective value. Therefore, to maximize
the overall timetable flexibility added to trains in the selected dispatching area, the late arrival
flexibility remains the same when changing the weight of departure flexibility.
In the second sensitivity analysis, we change the exact value of the punctuality threshold, such
that investigate the impacts of the punctuality threshold on the amount of flexibility that can be
added to the trains in the case study network. According to the results, flexibility per stop in-
creases with the increasing value of the punctuality threshold. It is because trains are allowed
to arrive and depart from stops much later as the punctuality threshold increases, as long as
other operational constraints are met. In addition, a flexibility increment is introduced, which is
the difference between the flexibility per stop of adjacent tested punctuality threshold. It reflects
the increasing rate of flexibility as the punctuality threshold gradually increases. Based on the re-
sults, the flexibility increment decreases with the punctuality threshold increases from 0.5𝑝 to 3𝑝,
since flexibility does not necessarily increase since it may have reached the maximum at some
stops. In our case study, there are some trains that are not regulated by headway constraints
since not all trains are incorporated. When the punctuality threshold is greater than 3𝑝, the late
arrival flexibility and departure flexibility are added to those trains.

5.2. Answer to the main research question
In this section, the main research question is answered based on the entire research.

• How to introduce and optimize flexible event times to the rescheduling plan in railway traffic man-
agement?
Firstly, the definition of timetable flexibility was specified, as well as its connection with the punc-
tuality threshold from ProRail. Then, the range of timetable flexibility and the conditions of its
application were identified. There are three types of timetable flexibility, namely, early arrival
flexibility, late arrival flexibility, and departure flexibility. Thereinto, only late arrival flexibility and
departure flexibility should respect the punctuality threshold since punctuality is a measurement
of lateness. There is no limit on early arrival flexibility, indicating very early arrivals are allowed
in our model.
Then, an AG-based MILP model is proposed based on the definitions regarding timetable flexibil-
ity. The primary objective of our model is to find the rescheduling plan that has the least deviation
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compared to the rigid timetable. On top of the rescheduling plan, the model seeks the maximum
timetable flexibility that can be added to timetable events based on the operational constraints,
as well as the punctuality threshold regulating the value of each type of timetable flexibility.

The model is verified by means of a toy network, and a model demonstration is presented for a
part of the Dutch railway network with 12 stations and 13 trains. In the case study, our model in-
cludes 3280 continuous variables, 1099 binary variables, and 22484 constraints, and the average
computation time of the optimization process is 1.12 s.

In order to have a deeper exploration of timetable flexibility, one illustrative application and two
sensitivity analyses are conducted. In the illustrative application of the model to various inputs,
the impacts of initial delays on timetable flexibility are investigated. In the first sensitivity analysis,
the relationship between the weight of departure flexibility and timetable flexibility is explored. In
the second sensitivity analysis, the impacts of the punctuality threshold on the amount of flexibility
that can be added to the trains in the selected network are tested by gradually changing the exact
value of the punctuality threshold.

5.3. Practical implications
In the current practice of ProRail, an RTTP with exact departure and arrival time points is generated
in traffic management, and is provided to train dispatchers and signalers. However, those time points
can be hard for trains to follow due to real-time traffic uncertainties. In this case, the computationally
expensive solution algorithms should be conducted again to generate a new RTTP. By incorporating
timetable flexibility, a rescheduling plan with event time slots is generated. Thus, more solution spaces
can be provided with train dispatchers and signalers to determine the RTTP. As a consequence, the
RTTP can be more robust since a new set of arrival and departure times can be chosen from event
time slots to handle real-time uncertainties. Timetable flexibility is preferred in several scenarios, which
are discussed below.

During peak hours, it can be crowded at the platforms of major stations, leading to longer dwell
time required than scheduled. Thus, late departures are required, such that accommodate passengers
and minimize the inconvenience they face. This kind of traffic uncertainty can be handled by introduc-
ing departure flexibility. Regarding arrival flexibility, it is useful in other scenarios. When it comes to
bad weather, the tracks can be slippery, leading to inconsistency between the estimated and realized
traction and braking force. Therefore, trains can arrive earlier or later than planned. Besides, train
interactions can be complicated in congested areas. Thus, the exact arrival times can deviate from the
rigid one. In those scenarios, the influence of the uncertainties can be mitigated by incorporating early
and late arrival flexibility.

With respect to the distribution of early arrival flexibility and departure flexibility, it can also be con-
nected to the scenarios mentioned above. During peak hours or other scenarios where passenger
volume is high, late departures might be needed. Therefore, late departure flexibility is preferred in
compromise of early arrival flexibility. When it comes to extreme weather conditions or congested
dispatching areas, early arrival flexibility is preferred over departure flexibility.

Railway travelers will not be directly impacted by the introduction of timetable flexibility because
what they depend on remains the published timetable. Nonetheless, the benefits of timetable flexibility
for passengers are implicit. Most delays are induced by untimely and inappropriate handling of traffic
uncertainties. By incorporating timetable flexibility, some uncertainties can be directly solved by picking
a new RTTP from the rescheduling plan with event time slots. As a result, uncertainties will not lead
to delays that propagate throughout the network, resulting in fewer delays experienced by railway
travelers. This, in turn, enhances punctuality and passenger satisfaction.

5.4. Future research
The current research shows great promise in investigating timetable flexibility, and the results of this
research provide insights that could be further explored or expanded upon in the future.

In terms of planning levels, our research centers on operational planning, which involves the con-
tinuous generation of rescheduling plans with timetable flexibility in real time. Nevertheless, this work
is also applicable at the tactical planning level, where timetables with event time slots are generated in
advance.
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Regarding control measures, only retiming and reordering are considered in the current research.
It would be interesting to also incorporate other control measures, such as rerouting, which may lead
to more timetable flexibility added to trains, thus, further improving the robustness of the RTTP.

The concept of adding flexibility to the timetable can be combined with the learning-based ap-
proaches. In ourmodel, the trade-off between early arrival flexibility and departure flexibility is controlled
by the weight of departure flexibility. It means that only extreme scenarios can be obtained, namely,
scenarios with maximum early arrival flexibility and maximum departure flexibility. However, the best
distributions of each disturbance scenario remain known. Using learning-based methods, the values
of each type of flexibility can be directly related to real conditions, leading to further improvements in
the rescheduling plan for train dispatchers and signalers to determine the RTTP.





A
Input data frame

In order to efficiently manage the inputs of the model, as well as establish connections between nodes
and arcs, three data frames are constructed, namely, the node data frame, the arc data frame, and the
train data frame, which are discussed as follows.

Nodes

For all nodes in an alternative graph formulation, they are linked to unique IDs. For each ID, in-
formation including the node name, node type, and rigid time is provided. An example of the node
data frame is shown in Table A.1. Regarding the node name, they are presented in the form of ’Train
name_Timetable points’, while for the dummy nodes 0 and n, they are expressed as ’N_0’ and ’N_n’, re-
spectively. The nodes are divided into five types, namely entry, exit, arrival, departure, and other. Entry
nodes represent the entry of trains into the dispatching area, exit nodes represent the exit of trains from
the dispatching area, arrival nodes represent the arrival of trains at stations, departure nodes represent
the departure of trains from stations, and other nodes are all other nodes including node 0, intermediate
nodes between arrival and departure nodes, and node n. Regarding the rigid times of the entry, exit,
arrival, and departure nodes, they can be obtained from the rigid timetable or the operational data.

Table A.1: An example of node data frame

Node ID Name Type Rigid time (s)
0 N_0 normal -
1 A_1 entry T1
2 A_S1 arrival T2
3 A_2 departure T3
4 A_2 normal -
5 A_2 exit T5
6 N_n normal -
… … … …

Arcs

Arcs are also linked to unique IDs, and five attributes are linked to each arc, including the name,
source, destination, weight, and type of the arcs. An example of an arc data frame is shown in Table A.2.
For each arc, the arc name is expressed as a pair of node names, and the source and destination are
the starting and ending nodes of an arc, respectively, which are expressed as the corresponding node
IDs. There are three types of arcs, namely fixed arc, alternative arc, and connection arc. The weights
can be either directly obtained from the operational data or expressed by decision variables.

65



66 A. Input data frame

Table A.2: An example of arc data frame

Arc ID Name Source Destination Weight (s) Type
0 (A_0,A_1) 0 1 w0 fixed
1 (A_2,B_1) 2 3 w1 alternative
2 (A_S2_1,B_3) 4 5 w2 connection
… … … … … …

Trains

Trains are linked to unique IDs, and 3 attributes are linked to each train, including train name, pass-
ing arcs, and initial delay. An example of the train data frame is presented in Table A.3. The passing
arcs are expressed as a series of arc names that a train travels through. The value of the initial delay
can be assigned according to the scenario.

Table A.3: An example of train data frame

Train ID Name Arcs Initial Delay (s)
0 A (A_0,A_1),(A_1,A_2), ..., (A_n-1,A_n) I0
1 B (B_0,B_1),(B_1,B_2),..., (B_n-1,B_n) I1
… … … …



B
Original rigid timetable

Table B.1: Rigid timetable from Ehv to Bd

Ehv Ehs Bet Btl Ot Tb Tbu Bd
Train name A D A D A D A D A D A D A D A D
1900-H-1 :03:00 :27:00 :31:00 :44:00 :50:00
6400-H-1 :13:00 :21:00 :24:42 :30:24 :37:48 :44:24 :50:30 :53:30 :58:00
1100-H-1 :14:00 :35:30 :39:00 :51:00 :53:00
21400-H-1 :30:00 :59:00 :02:00 :18:00 :20:00

Table B.2: Rigid timetable from Ht to Bd

Ht Tb Tbu Tbr Gz Bd
Train name A D A D A D A D A D A D
3600-T-1 :07:00 :12:00 :27:00 :28:00 :40:00 :45:00
6600-T-1 :28:00 :33:00 :48:00 :49:00 :52:06 :56:06 :00:30 :07:00 :09:00
AABE1-H-1
3600-T-2 :37:00 :42:00 :57:00 :58:00 :10:00 :15:00

Table B.3: Rigid timetable from Ehv to Ht

Ehv Ehs Bet Btl Vg Ht
Train name A D A D A D A D A D A D
800-H-1 :02:18 :06:00 :25:00 :28:00
3500-H-2 :11:00 :17:00 :36:00 :38:00
3900-H-2 :21:00 :27:00 :46:00 :48:00
4400-H-2 :27:30 :36:00 :39:06 :45:00 :52:30 :58:36 :03:00
800-H-2 :32:18 :36:00 :55:00 :58:00
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C
Corrected rigid timetable

Table C.1: The corrected rigid timetable from Ehv to Bd

Ehv Ehs Bet Btl Ot Tb Tbu Bd
Train name A D A D A D A D A D A D A D A D
1900-H-1 :03:00 :27:00 :31:00 :44:00 :50:00
6400-H-1 :13:00 :21:00 :24:10 :24:46 :29:48 :30:24 :37:12 :37:48 :43:50 :44:26 :55:10 :56:10 :59:50
1100-H-1 :14:00 :35:30 :39:00 :51:28 :53:28
21400-H-1 :30:00 :00:20 :02:00 :19:25 :20:25

Table C.2: The corrected rigid timetable from Ht to Bd

Ht Tb Tbu Tbr Gz Bd
Train name A D A D A D A D A D A D
3600-T-1 :07:00 :12:00 :27:00 :28:00 :40:38 :45:00
6600-T-1 :28:00 :33:00 :52:10 :53:10 :55:58 :56:34 :59:39 :00:15 :04:20 :04:56 :11:44 :12:44
AABE1-H-1
3600-T-2 :37:00 :42:00 :59:20 :00:20 :13:45 :15:00

Table C.3: The corrected rigid timetable from Ehv to Ht

Ehv Ehs Bet Btl Vg Ht
Train name A D A D A D A D A D A D
800-H-1 :02:18 :06:00 :25:00 :28:00
3500-H-2 :11:00 :17:00 :36:00 :38:00
3900-H-2 :21:00 :27:00 :46:00 :48:00
4400-H-2 :27:30 :36:00 :38:54 :39:30 :44:27 :45:03 :51:54 :52:30 :59:47 :00:23 :04:10
800-H-2 :32:18 :36:00 :55:00 :58:00
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