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Abstract

In this work, a novel globally implicit framework for reactive multiphase flow and transport has
been implemented using the simulator DARTS and the geochemical package Reaktoro. This
framework applies the Operator-Based Linearization (OBL) approach together with a Gibbs
Energy Minimization (GEM) scheme to model complex nonlinear reactive transport and flow.
Using component- to element-based transport allows for numerically stable equations. This
formulation is used to model the dry-out effect and subsequent precipitation of minerals in the
near-wellbore region of subsurface aquifers when injecting CO2. A kinetic rate in combination
with Reaktoro equilibrium calculations is implemented to achieve more accurate precipitation
results. The kinetic products are not considered inside of Reaktoro and also not as an element.
The consistency at the phase transition boundary has been corrected by using a projection
of a plane within the hypercube of zero charge balance. Highly sensitive reactions such as
pH, require a high resolution to produce physical results. The parameterization grid can be
implemented such that some species have a high resolution within a small variation of concen-
tration. Reaktoro is highly accurate for the complex multiphase thermodynamic and chemical
equilibrium calculation, but at phase transition boundaries, the equilibration of the state can be
nonphysical. The results have been benchmarked against the existing geochemical simulator
from Shell, showing that more physics needs to be implemented, but gives an overall accurate
result.
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1
Introduction

1.1. Problem statement
Studies by the IPCC (Pörtner et al., 2022) have shown that there is a rapidly decreasing time
frame to combat anthropogenic climate change and keep the worldwide temperature increase
under control. At the current rate of 42 GtCO2e/year of greenhouse gas emissions, there
is only a couple of decades left before hitting the critical temperature increase of one-and-
a-half degrees (Masson-Delmotte et al., 2018). It is therefore imperative that greenhouse
gas emissions need to restrained or that the greenhouse gases are captured before being
released. The disadvantage of capturing the CO2 is that it has to be stored somewhere, whilst
being cost-effective. One solution is subsurface storage in reservoirs or aquifers for long-term
storage, namely Carbon Capture and Storage (CCS). Worldwide, there is a storage capacity
for 100-10000 Gt of CO2 (Bradshaw et al., 2007), which are situated in depleted hydrocarbon
reservoirs and aquifers. As aquifers are extensively large, it is a perfect location for storing a
large quantity of CO2.

1.1.1. Trapping mechanisms

As the reason for injecting CO2 is the containment of the gas, the trapping mechanisms need
to be well understood to avoid risks and to estimate the total containment volume possible.
Four main trapping mechanisms are the drivers and each of these trapping mechanisms plays
a large role in the sequestration of CO2.

Trapping
mechanism

Time Area Description

Structural Immediate 10-100 km Buoyancy trapping below seal
Residual 0-1000 years 1000 km CO2 remains in pore space
Solubility 100-1000 years 10000 km CO2 dissolves in brine and migrates down
Mineral 10’s-1000 years 10000 km CO2 reacts to form stable minerals

Table 1.1: Different CO2 trapping mechanisms (Bradshaw et al., 2007)
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2 1. Introduction

Table 1.1 shows the four main trapping mechanisms with their respective time frame, area,
and short description.

At first, the injected CO2, which is lighter than the brine, will float on top, against the seal,
and propagate outwards. During the slow process of solubility trapping, CO2 will dissolve
in the brine, which makes it heavier and will propagate downwards. During this stage, the
CO2 replaces the pore fluid and there is a possibility for it to be irreversible, which is residual
trapping. It is therefore important that the largest area possible is covered during the initial
stage, as this increases the residual and solubility trapping. Finally, after multiple decades,
the CO2 will form stable minerals together with the salts that are present in the brine.

The main reaction of dissolved CO2 involves:

𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂 ⇋ 𝐻+ + 𝐻𝐶𝑂−3 . (1.1)

Dissolved CO2 will react with the water, forming an acidic solution. As the ionic strength of the
water increases, less CO2 is able to be dissolved. The bicarbonate can also form precipitants
with cations if they are available.

In carbonate aquifers, the addition of CO2 will dissolve the formation due to the slightly acidic
solution. The dominant reaction is defined as

𝐶𝑂2(𝑎𝑞) + 𝐻2𝑂 + 𝐶𝑎𝑙𝑐𝑖𝑡𝑒 ⇋ 𝐶𝑎+2 + 2𝐻𝐶𝑂−3 (1.2)

The bicarbonate can react with different cations such as Ca+2 and precipitate, but due to the
acidic nature of the solution, bicarbonate will remain as a buffer.

In siliciclastic aquifers, the feldspar and clay present in the formation are able to react with the
CO2. The reaction pathways are diverse, but in general, the reaction is

𝐹𝑒𝑙𝑑𝑠𝑝𝑎𝑟 + 𝐶𝑙𝑎𝑦 + 𝐶𝑂2 ⇋ 𝐾𝑎𝑜𝑙𝑖𝑛𝑖𝑡𝑒 + 𝐶𝑎𝑙𝑐𝑖𝑡𝑒 + 𝐷𝑜𝑙𝑜𝑚𝑖𝑡𝑒 + 𝑄𝑢𝑎𝑟𝑡𝑧 (1.3)

Unlike the reaction in the carbonate aquifers, there is net positive precipitation of the volume
of minerals. In reactive siliciclastic aquifers, the capacity of mineralizing CO2 is roughly dou-
ble that of the carbonate or inert aquifers, only bounded by the number of cations present
(Gunter, Perkins, & McCann, 1993). The disadvantage here is that these minerals could clog
up the pore space, preventing further flow of dissolved CO2. In turn, this could prevent further
trapping in the reservoir.

1.1.2. Dry-out in near-wellbore region

At first, there is only the aqueous phase present in the aquifer. In the aqueous phase, multiple
ions can be dissolved. When injecting dry CO2 into an aquifer, it causes the water to evaporate
into the gaseous phase. This leads to dry-out, where the total aqueous phase in the pore
space is replaced by the gas phase. With the introduction of dry CO2 in the aquifer, phase
interaction is taking place, which changes the chemical composition of the pore space. A
simplified diagram during the initial injection stage is shown in Figure 1.1.



1.1. Problem statement 3

Figure 1.1: Simplified schematic of different phases present in the subsurface during initial CO2 injection

The brine in front of the leading shock is initially pushed away. This initial brine is called the
placid zone. The saturation does not vary much in this area. After the leading shock, the two-
phase region is located or also named rarefaction. Here, the gaseous CO2 interacts with the
brine, evaporating the water present, but also dissolving in the brine. The dissolved CO2 can
react with the water to form carbonic acid, which decreases the pH. The evaporation of the
water is due to CO2 having a low water vapor partial pressure (Peysson, André, & Azaroual,
2014). The water will thermodynamically equilibrate and will partly vaporize to the gaseous
phase. All of the water that had not been pushed away, including irreducible water in the pores,
will be dried out. This could lead to the precipitation of the dissolved ions in the aqueous phase.

However, the flow of the water phase is determined by

𝑈𝑡𝑓𝑤 = 𝑈𝑡
𝜆𝑤

𝜆𝑤 + 𝜆𝑔
(1 +

𝜆𝑔
𝑈𝑡
( 𝑑𝑃𝑐𝑑𝑠𝑤

𝜕𝑠𝑤
𝜕𝑥 ))), (1.4)

(Roels, El Chatib, Nicolaides, & Zitha, 2016) where 𝑃𝑐 is the capillary pressure and 𝑆𝑤 is
the water saturation. The larger the difference between the saturation, the higher the capillary
backflowwill be. If the capillary backflow is larger than the viscous flow, there will be a backflow,
which will supply the front region with an unlimited supply of new minerals. If the brine present
is slowly being dried, the water will vaporize and the minerals will precipitate on the grains.
The porosity of the rock will be negatively impacted by this precipitation.

Due to pore throat restriction, not only the average porosity will decrease, but it also has a
negative impact on absolute permeability, as shown by the Carman-Kozeny relationship

𝐾 = Φ2
𝜙3𝐷2𝑝

150(1 − 𝜙)2 . (1.5)

Here 𝐾 is the absolute permeability, Φ is the sphericity of the grains and 𝐷𝑝 is the average
diameter of the grains. It dictates that a decrease in porosity and an increase in the diameter
of the grains will have a large negative effect on the permeability of the rock. Therefore, in the
two-phase zone of our flow, if there is a significant amount of ions dissolved in the aqueous
phase, there is a risk of blocking the pore space.

In turn, this will badly affect the injectivity,

𝐼𝐼 = 𝑄
Δ𝑃 , (1.6)
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of the aquifer as injectivity is the flow rate divided by the pressure difference. Due to pore
clogging, the flow rate is decreased, so a higher pressure is needed to achieve the same
injectivity index.

Increasing the pressure to create the same flow rate could lead to an increase in local pres-
sures. Changes in stresses already pose a large fracture risk in CO2 injection and this could
lead to cap rock failure and leakage of the CO2 (Lavrov, 2016). As the objective is to contain
the gas, this would be a large failure.

1.1.3. Reservoir modeling

The disadvantage of injecting CO2 inside of a reservoir or aquifer is the heterogeneity. Inside
a reservoir, multiple phases can be present, such as natural gas and brine, but also solids.
The composition of the pore space depends on the components present, temperature, and
pressure. In addition to these in-situ components, with the injection of CO2, a new phase
state is formed and finally equilibrated. In order to fully understand the behavior of this system,
accurate models need to be built. All of the trapping mechanisms described previously are
dependent on the flow and geochemical interactions. Therefore, these models do not only
need to include the flow of the CO2 but also the interaction between chemical components.

1.1.4. Prior work

There are multiple programs for reactive transport models already made, each with its own
advantages and disadvantages. The program TOUGHREACT (Xu, Sonnenthal, Spycher, &
Pruess, 2006) is able to model multicomponent, multiphase reactive transport. For this, the
Law of Mass Action (LMA) is applied. In our work, Reaktoro (Leal, Kulik, & Saar, 2016) is used
for equilibrium chemistry which utilizes the Gibbs energy minimization (GEM) scheme. A GEM
scheme (GEMS3K (Kulik et al., 2012)) has been coupled with OpenGeoSys (Kosakowski &
Watanabe, 2014), especially for unsaturated flow using Richard’s equation. The differences
between the schemes and the coupling methods that are mostly used are described in chap-
ter 3.

DARTS also has been coupled to create a reactive transport model, albeit in single-phase
(Margert & Voskov, 2019). For this, the LMA-based PHREEQC (Parkhurst & Appelo, 2013)
was used.

1.2. Scope
This study focuses on coupling DARTS with Reaktoro and modeling a multicomponent, mul-
tiphase reactive transport. For this coupling, a globally implicit algebraic framework has been
made. At first, the compositional flow and transport model is made in DARTS. This provides
a basis for the reactive flow and transport model.

1.2.1. Research questions

The main research question that is going to be discussed in this thesis is:
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What are the implications in the near-wellbore region when dry CO2 is being injected?
Can the reactive transport be accurately modeled and quantified using the global im-
plicit operator-based linearization approach?

This question is supported by the sub-questions:

• How is the porosity affected by the precipitation and dissolution during CO2 in-
jection?
As described in subsection 1.1.2, during injection of dry CO2, the ions that are in the
brine can precipitate and can cause clogging of the pore space.

• What is the effect of kinetic equilibrium on the resulting precipitation?
What is the effect of kinetic versus equilibrium reactions for mineral precipitation? Kinetic
reactions take a rate into consideration as opposed to equilibrium.

• Is the resulting solution physical?
In order to test the solution given by the coupling of DARTS and Reaktoro, it is bench-
marked against an already existing reactive flow and transport solver.





2
Methodology

In this chapter, the background of the flow and transport with chemical equations and the
coupling techniques used in this study are formulated. At first, the governing mass-balance
equation and the thermodynamic and chemical equilibrium equations are given. Next, the
Operator-Based Linearization (OBL) of DARTS is explained

2.1. Governing equation for compositional flow and transport
In order to model flow in the subsurface numerically, a reservoir is represented as a system
of gridblocks. These blocks are transmissible to their adjacent neighbors, allowing fluids to
flow and pressure to dissipate. The flux at the boundaries of the cell needs to be balanced,
so as not to lose or gain mass without an equal mass being gained or lost. Therefore, for
compositional flow, the general conservation of mass is

𝑑𝑀
𝑑𝑡 = 𝐹𝑖𝑛 − 𝐹𝑜𝑢𝑡, (2.1)

where 𝑀 is the mass in the cell at a certain time, 𝐹𝑖𝑛 is the mass flux in the cell, and 𝐹𝑜𝑢𝑡
is the mass flux out of the control volume. As 𝑀 is determined as only the fluid in the pore
space inside of the cell, it is a function of porosity in the reservoir. Furthermore, saturations,
densities, and compositions need to be taken into the equation, since the aim is to model
multiphase multicomponent flow. The resulting equation is

𝜕
𝜕𝑡 (𝜙∑

𝑗
𝑥𝑐𝑗𝜌𝑗𝑠𝑗) + 𝑑𝑖𝑣∑

𝑗
𝑥𝑐𝑗𝜌𝑗v𝑗 =∑

𝑗
𝑥𝑐𝑗𝜌𝑗(𝑄𝑗/𝑉). (2.2)

Here, 𝜙 is the porosity, 𝑥𝑐𝑗 is the molar fraction of the component in phase j, 𝜌𝑗 the phase
density, 𝑠𝑗 the phase saturation, v𝑗 is the phase velocity and 𝑄𝑗 is the phase rate. The conser-
vation of mass for compositional flow is also true for reactive transport, as it is a mass-balance
equation. This equation describes that the flow is determined by Darcy’s law

v𝑗 = K
𝑘𝑟𝑗
𝜇𝑗
(∇p𝑗 − 𝑔∇z) , (2.3)

7
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whereK is the effective permeability, 𝑘𝑟𝑗 is the relative permeability of phase j, 𝜇 is the viscosity,
𝑔 is the gravity term and 𝑧 is the depth.

Combining Equation 2.2 and Equation 2.3 gives

𝜕
𝜕𝑡 (𝜙∑

𝑗
𝑥𝑐𝑗𝜌𝑗𝑠𝑗) + 𝑑𝑖𝑣∑

𝑗
𝑥𝑐𝑗𝜌𝑗K

𝑘𝑟𝑗
𝜇𝑗
(∇p𝑗 − 𝑔∇z) =∑

𝑗
𝑥𝑐𝑗𝜌𝑗(𝑄𝑗/𝑉) (2.4)

This equation needs to be discretized in order to be used for modeling. For this thesis, an im-
plicit backward Euler scheme is used with finite-volume discretization. The resulting equation
is:

(𝜙𝑉∑
𝑗
𝑥𝑐𝑗𝜌𝑗𝑠𝑗)

𝑛+1

−(𝜙𝑉∑
𝑗
𝑥𝑐𝑗𝜌𝑗𝑠𝑗)

𝑛

−Δ𝑡∑
𝑙∈𝐿
(∑

𝑗
𝑥𝑐𝑗𝜌𝑗𝑇𝑙𝑐𝑗Δ𝑝)+Δ𝑡∑

𝑗
𝜌𝑝𝑥𝑐𝑗𝑄𝑗 = 0 (2.5)

Where 𝑉 is the volume, 𝑇𝑙𝑗 the transmissibility of phase j at interface l, and 𝑝 is the pressure.

2.2. Governing equation for chemical equilibrium
For thermodynamic equilibrium, an equation of state (EOS) determines whether the reactions
are in equilibrium and whether there is a drive to pass to a different phase in the system.
Furthermore, the second law of thermodynamics,

Δ𝑆 ≥ 0, (2.6)

need to be fulfilled, where 𝑆 is the entropy of the system. With each process, the entropy of
the system must increase. In order to describe the optimal state for not only entropy but also
enthalpy, the Gibbs energy of the system is

𝑑𝐺 = −𝑆𝑑𝑇 + 𝑉𝑑𝑃 +∑
𝑖=1
𝜇𝑐𝑖𝑑𝑛𝑖, (2.7)

where 𝐺 is the Gibbs free energy, 𝑇 the temperature, 𝑉 the volume, 𝑃 the pressure, 𝜇𝑐𝑖 is the
chemical potential of species i and 𝑛𝑖 is the molar amount of species i. Comparing different
states, the optimal state is where the Gibbs free energy equals 𝑑𝐺 = 0 or is closest to zero.
This means that the equilibrium of the system is achieved.

For the chemical equilibrium, the equilibrium constant of a reaction can be used, for example
for reaction aA + bB ⇌ cC + dD,

𝑄𝑟 =
[𝐶]𝑐[𝐷]𝑑
[𝐴]𝑎[𝐵]𝑏 (2.8)

where 𝑄𝑟 is the reaction quotient, the small letters are the stoichiometric coefficients and the
large letters are components of the reaction. At equilibrium, the reaction quotient is equal to
the equilibrium constant (𝐾𝑒𝑞). Using the same strategy as in the thermodynamic equilibrium,
the equilibrium can be expressed in Gibbs free energy

Δ𝐺 = −𝑅𝑇 ln𝐾𝑒𝑞 + 𝑅𝑇 ln𝑄𝑟, (2.9)

where 𝑅 is the ideal gas constant. If the system is at equilibrium Δ𝐺 = 0. The equilibrium
constants are determined by experimental measurements done at equilibrium or from standard
free energy change calculations.
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2.2.1. Kinetic equilibrium

In reality, every reaction takes a certain amount of time and equilibrium is not instantaneous.
These reactions are kinetic and are defined as controlled by the rate of products being formed.
The equation, using the same example in Equation 2.8, will be:

𝑟 = 𝑘[𝐴]𝑎[𝐵]𝑏 = 𝐴𝑘 (1 − {𝐴}{𝐵}𝐾𝑒𝑞
) (2.10)

where 𝑘 is the rate constant, 𝐴 the area, and {A} is the activity of species A. There is a rate
constant going forwards and one for reversal of the reaction. When these rate constants
are the same, equilibrium is achieved. The equilibrium constant can also be calculated by
multiplication of the activity of species of the equilibrated system. This means that before
equilibrium, the activity of species A and B is taken and after equilibrium, the activity of the
same species is taken. The ratio between these values will determine the kinetic rate.

The area is defined as:
𝐴 = (1 − 𝜙)𝑠𝑠

𝜌𝑠
𝜌𝑇

, (2.11)

and the rate constant can be calculated by the Arrhenius equation:

𝑘 = 𝐴𝑓𝑒
−𝐸𝑎
𝑅𝑇 , (2.12)

where 𝐴𝑓 is the frequency factor and 𝐸𝑎 is the activation energy. It describes the rate of
collisions when particles collide.

For calculating the concentration of the kinetic equilibrium product, Reaktoro is not allowed to
perform an equilibrium reaction. Elsewise, the concentration set by the equilibrium reaction
will be altered by the kinetic rate, which will result in an over- or underestimation of the actual
kinetic concentration. Therefore, the kinetic reaction product is decoupled and identified not
as a component, but as species. Reaktoro will therefore determine the flash and the other
equilibrium reactions.

During transport, if the time steps are small, equilibrium cannot be assumed and a kinetic rate
has to be given for the reaction to accurately give the resulting chemical equilibrium. If the
rate is such that the time to reach equilibrium is achieved, it can be assumed that the reaction
is instant. It is more accurate to use equilibrium constants than kinetic rates, which are mostly
empirical and measured under certain circumstances.

2.3. Compositional flow
Initially, a compositional model is built using both an implicit and explicit approach. This model
will provide a stepping stone to reactive transport, as the equations for flow and interaction
between phases are of the same approach. In this compositional model, the framework used
by DARTS, namely Operator-Based Linearization (OBL) will be applied.

2.3.1. Compositional model

In order to better understand the transport physics behind a reactive transport solver, a simple
compositional flow simulator using the OBL approach is made. For this, the conservation



10 2. Methodology

equation in Equation 2.2 is simplified

𝑧𝑐 =
𝜌𝑐
𝜌𝑇
=
∑𝑗 𝑥𝑐𝑗𝜌𝑗𝑠𝑗
∑𝑗 𝜌𝑗𝑠𝑗

, (2.13)

with 𝑧𝑐 the molar fraction of component c, 𝜌 the density of component or the total, 𝑥𝑐𝑗 the
molar fraction of component c and phase j, and 𝑠𝑗 is the phase fraction of phase j. This allows
rewriting the mass-conservation equation in terms of molar fraction.

Writing the residual form of the discretized Equation 2.5 in 1D gives:

𝑟𝑐,𝑖 =
𝑉
Δ𝑡(𝜙𝜌𝑇𝑧𝑐)

𝑛+1
𝑖 −(𝜙𝜌𝑇𝑧𝑐)𝑛𝑖 +𝑇𝑤𝑐 (𝑝𝑖−𝑝𝑤)−𝑇𝑐,𝑖+ 12

(𝑝𝑖+1−𝑝𝑖)+𝑇𝑐,𝑖− 12
(𝑝𝑖−𝑝𝑖−1) = 0, (2.14)

where 𝑉 is the volume of the cell, Δ𝑡 the time step, 𝜙 the porosity, 𝜌𝑇 the total density, 𝑇𝑤𝑐 the
transmissibility between the cells and the well, 𝑇𝑐 the transmissibility between cells and 𝑝 the
pressure. In this simplified model, we assume that there is no loss between the well and the
cell, therefore this value is set to zero. This equation can be simplified using

𝑇𝑐,𝑖+ 12
(𝑝𝑖+1 − 𝑝𝑖) = −𝑈𝑡𝜌

𝑥𝑐𝜆𝑜 + 𝑦𝑐𝜆𝑔
𝜆𝑜 + 𝜆𝑔 𝑖+ 12

= −𝑈𝑡𝜌𝐹𝑐,𝑖+ 12
, (2.15)

where 𝑈𝑡 is the total velocity and 𝜆 is the phase mobility. The fraction can be simplified using
𝐹𝑐, which is Buckley-Leverett fractional flow. Using this simplification and rewriting gives

−𝑈𝑡𝜌(𝐹𝑐,𝑖+ 12
− 𝐹𝑐,𝑖− 12

) = Δ𝑥
Δ𝑡 𝜙(𝑧

𝑛
𝑐,𝑖 − 𝑧𝑛𝑐,𝑖). (2.16)

To simplify this even further, a dimensionless Θ can be introduced, which equates to:

Θ = 𝑈𝑡Δ𝑡
𝜙Δ𝑥 , (2.17)

and all together, the residual is simplified to:

𝑟𝑐,𝑖 = (𝜌𝑇𝑧𝑛+1𝑐,𝑖 − 𝜌𝑇𝑧𝑛𝑐,𝑖) + Θ𝜌(𝐹𝑐,𝑖+ 12
− 𝐹𝑐,𝑖− 12

). (2.18)

Now, the residual is a function of molar fraction, fractional flow, and Θ. These dependencies
can also be translated to nonlinear operators. For example, it can be rewritten as

𝑟𝑐,𝑖 = (𝛼𝑛+1𝑖 − 𝛼𝑛𝑖 ) + Θ(𝛽(𝑧𝑛+1𝑖 ) − 𝛽(𝑧𝑛+1𝑖−1 )), (2.19)

which is the residual in operator form. The operators can be used to introduce physics into
the system. In this example, the operators are

𝛼𝑐,𝑖 = 𝜌𝑇𝑧𝑐,𝑖, 𝛽𝑐,𝑖 =
𝜌𝑤𝑥𝑐𝑆𝑛𝑠1

𝜇𝑤
+ 𝜌𝑔𝑦𝑐(1−𝑆𝑛𝑠2 )

𝜇𝑤
𝑆𝑛𝑠1
𝜇𝑤

+ (1−𝑆𝑛𝑠2 )
𝜇𝑔

, (2.20)

where 𝑆 is the saturation, 𝑛𝑠 the saturation exponent, and 𝜇 the viscosity of the phase. Here, 𝛽𝑐
is written for a two-phase system, with 𝑘𝑟 being the relative permeability and 𝑚𝑢 the viscosity.
Furthermore, 𝛽𝑐 is taken by the upstream cell, so there is 𝛽𝑚𝑖𝑛𝑢𝑠 and 𝛽𝑝𝑙𝑢𝑠 depending on where
the flow comes from. Using these operators simplifies the problem, as these describe the fluid
and rock properties. These operators allow for all physics to be contained in a functional form.
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2.3.2. Rachford-Rice equation

The molar fraction of both phases can be calculated using flash. For this, a constant K-value
Rachford-Rice flash is used. The flash calculation is done with the following equation:

𝑛𝑐
∑
𝑐=1

𝑧𝑐(𝐾𝑐 − 1)
1 + 𝜈𝑔(𝐾𝑐 − 1)

= 0, (2.21)

where 𝜈𝑔 is the phase fraction, which is the relationship between gas and total flow. 𝜈𝑔 is
found using the bisection method, as there is a guarantee for convergence with this method.
If the value of 𝜈 lies between 0 and 1, the component is in two-phase. A value above one is
the gaseous phase and below is solely the aqueous phase. The molar fraction of a phase is
calculated with:

𝑥𝑐 =
𝑧𝑐

𝜈𝑔(𝐾𝑐 − 1) + 1
, 𝑦𝑐 = 𝑥𝑐𝐾𝑐, (2.22)

where 𝑥𝑐 is the liquid fraction and 𝑦𝑐 is the gas fraction of component c. The summation of the
phase fractions always equals one for each component.

2.3.3. Newton-Raphson method

Since Equation 2.19 is a nonlinear system, there is a need to linearize it in order to solve the
problem. As the residual is defined for the problem, it is solved using the Newton-Raphson
method. The main equation is as follows:

𝑟𝑣 + J𝑣 ∗ 𝛿𝑧𝑣+1, (2.23)

where 𝑟 is the residual, J is the Jacobian matrix, all at nonlinear iteration 𝑣. To solve the
system, we have an initial guess of 𝑧𝑣, so 𝑅(𝑧𝑣) can be updated. Next 𝛿𝑧𝑣+1 is found by
setting

𝛿𝑧𝑣+1 = (J𝑣)−1 ∗ (−𝑅𝑣), (2.24)

and with this new 𝛿𝑧𝑣+1, 𝑧𝑣+1 = 𝑧𝑣 +𝛿𝑧𝑣+1. This is iterated until the difference is smaller than
the set tolerance and the solution is met.

2.3.4. Jacobian

For the Newton-Raphsonmethod, a block-sparse Jacobian needs to bemade for the nonlinear
system. It is filled using:

𝜕𝑟𝑖
𝜕𝑧𝑖−1

= −Θ𝜕𝛽𝜕𝑧 (𝑧𝑖−1),
𝜕𝑟𝑖
𝜕𝑧𝑖

= 𝜕𝛼
𝜕𝑧 (𝑧𝑖) + Θ

𝜕𝛽
𝜕𝑧 (𝑧𝑖). (2.25)



12 2. Methodology

For each of 𝑧𝑐 components, a block needs to be created for each cell in the discretized reser-
voir. An example of a three-component system with three cells is

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝜕𝛼1
𝜕𝑧1

+ Θ𝜕𝛽1𝜕𝑧1
𝜕𝛼2
𝜕𝑧1

+ Θ𝜕𝛽2𝜕𝑧2
0 0 0 0

𝜕𝛼3
𝜕𝑧1

+ Θ𝜕𝛽3𝜕𝑧1
𝜕𝛼4
𝜕𝑧2

+ Θ𝜕𝛽4𝜕𝑧2
0 0 0 0

−Θ𝜕𝛽1𝜕𝑧1
−Θ𝜕𝛽2𝜕𝑧2

𝜕𝛼1
𝜕𝑧1

+ Θ𝜕𝛽1𝜕𝑧2
𝜕𝛼2
𝜕𝑧1

+ Θ𝜕𝛽2𝜕𝑧2
0 0

−Θ𝜕𝛽3𝜕𝑧1
−Θ𝜕𝛽4𝜕𝑧2

𝜕𝛼3
𝜕𝑧1

+ Θ𝜕𝛽3𝜕𝑧2
𝜕𝛼4
𝜕𝑧1

+ Θ𝜕𝛽4𝜕𝑧2
0 0

0 0 −Θ𝜕𝛽1𝜕𝑧1
−Θ𝜕𝛽2𝜕𝑧2

𝜕𝛼1
𝜕𝑧1

+ Θ𝜕𝛽1𝜕𝑧2
𝜕𝛼2
𝜕𝑧1

+ Θ𝜕𝛽2𝜕𝑧2
0 0 −Θ𝜕𝛽3𝜕𝑧1

−Θ𝜕𝛽4𝜕𝑧2
𝜕𝛼3
𝜕𝑧1

+ Θ𝜕𝛽3𝜕𝑧2
𝜕𝛼4
𝜕𝑧1

+ Θ𝜕𝛽4𝜕𝑧2

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (2.26)

With more components, this matrix would also increase in size, by 𝑛 − 1. Solving this matrix
is computationally expensive, especially when the number of components is increased.

2.3.5. Implicit and explicit compositional model

The compositional model can be implemented in an implicit or explicit manner. The implicit
method, as shown in Equation 2.5. The advantage of using the implicit method is:

• Unconditionally stable method

• Timestep is not restricted

• Very efficient linear and nonlinear solvers

However, there are also some disadvantages:

• Nonlinear solution with full Jacobian construction

• Not unconditionally convergent

• Expensive if time is not chosen effectively

Solving a compositional system with three components is shown in Figure 2.1. In this figure,
the same system is solved using an implicit backward Euler method and an explicit forward
Euler method.



2.4. Component- to element-based transport 13

Figure 2.1: Implicit and explicit compositional flow

The main difference is that the implicit method has smearing of the shocks, due to using the
values from neighboring cells when calculating the solution. This results in the shocks being
smoother for the implicit method. Increasing the resolution of the reservoir would improve the
sharpness of the shocks, as the difference between cells is smaller. For the explicit method,
there is only a single diagonal in the block-sparse Jacobian, which is computationally efficient.

2.4. Component- to element-based transport
Before switching to a reactive transport model, the components of the model need to be re-
placed by their respective elements. Here, we define elements as the smallest subset of com-
ponents, defined by the user. For example, the mineral calcite can be divided into Ca+2 and
CO−23 ions. Another option would be to use chemical elements and calcite would be defined
as Ca, C, and O elements. Therefore, species can be used as elements in this methodology.

Transporting chemical components of reactants generates a stiff equation and therefore, for
better numerical control, components are separated into elements for transport. This means
that DARTS solely works in the element space to achieve numerically stable solutions and
Reaktoro will convert the elements into components. For this, Reaktoro will equilibrate the
element system in the component space, resulting in components. In a reactive transport
problem, there are two types of chemical reactions, namely equilibrium and kinetic. In theory,
equilibrium reactions can also be described as kinetic. However, as kinetic reaction speeds
are mostly empirical, it is better to define two types of reactions. The assumption is made that
these reactions are linearly independent. These can be defined as:

0 ⇄
𝑁

∑
𝑖=1
𝑣𝑖𝑟𝑛𝑖, (2.27)
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where 𝑣𝑖𝑟 is the stoichiometric matrix of the 𝑖-th species of the 𝑟-th reaction and 𝑛𝑖 the molar
amount of the 𝑖-th species (Lichtner, 1985). The stoichiometric matrix describes the system
in terms of both equilibrium and kinetic reactions for both homogeneous and heterogeneous
chemical reactions. This matrix can also be written as:

S𝑛𝑐×𝑛𝑟 = [S𝑒𝑞 S𝑘] = [
0𝑛𝑒𝑞×𝑛𝑘 -I1,𝑛𝑒𝑞×𝑛𝑞
-I2,𝑛𝑘×𝑛𝑘 S1,𝑛𝑘×𝑛𝑒𝑞

S2,(𝑛𝑐−𝑛𝑟)×𝑛𝑘 S3,(𝑛𝑐−𝑛𝑟)×𝑛𝑒𝑞
] , (2.28)

where the canonical stoichiometric matrix S of size 𝑛𝑐, which is the amount of components, by
𝑛𝑟, the number of reactions (Molins, Carrera, Ayora, & Saaltink, 2004). It is composed multiple
matrices S1, S2, S3 and identity matrices I1, I2. These are sized by 𝑛𝑒𝑞, the number of equilib-
rium reactions, and 𝑛𝑘, the number of kinetic reactions. On the left of the vertical dashed line,
the kinetic reactions are placed, whereas, on the other side, all of the equilibrium reactions are
stored. On top are the reactants and underneath are the products of the reactions. Therefore,
this matrix shows all of the reactions possible in the system, with their reactants and products.

Next, the elimination matrix is introduced, which is composed of all the elements in the system
and can therefore be described as:

ES = 0, (2.29)

and through this relation, the elimination matrix is defined as

E = [E1E2
] =

⎡
⎢
⎢
⎣

𝜖1,1 𝜖1,2 ⋯ 𝜖1,𝑛𝑐
𝜖2,1 𝜖2,2 ⋯ 𝜖2,𝑛𝑐
⋮ ⋮ ⋮ ⋮

𝜖𝑛𝑒,1 𝜖𝑛𝑒,2 ⋯ 𝜖𝑛𝑒,𝑛𝑐

⎤
⎥
⎥
⎦

, (2.30)

and it denotes which component is composed of which elements.

During transport, the components have to be switched to elements. Using the elimination
matrix, the equation becomes:

𝑧𝑒∑
𝑐
∑
𝑒
𝑒𝑒𝑐𝑧𝑐 − Ez = 0 (2.31)

Where 𝑧𝑒 is the mole fraction of the element, 𝑒 is the element of the component in the elimi-
nation matrix, 𝑧𝑐 is the mole fraction of the component, 𝐸 is the elimination matrix and 𝑧 is the
mole fraction. When this element-based molar fraction is used as input for Reaktoro, it will
equilibrate into components.

For density, the equation is similar:

𝜌𝑒𝑇 =
𝑃

∑
𝑗=1
(𝜌𝑗𝑠𝑗

𝐶

∑
𝑐=1

𝐸

∑
𝑒=1

𝑒𝑒𝑐𝑥𝑐𝑗) , (2.32)

where the total element-based density is a function of the saturation and density of each phase
and a sum of the elimination matrix multiplied by the component molar fraction of each phase.
For each phase, the density of the components is converted to density by elements.
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2.5. Operator-Based Linearization approach
In order to solve the Jacobian in Equation 2.26, all the partial derivates need to be analytically
derived, which is computationally expensive. With OBL, these derivates are derived from
interpolations, which are easier to solve. At first, the operators from Equation 2.20 will be
used as a basis. As transport only happens in the element space, the operators need to be
defined in the element space. Therefore, the operators become after using Equation 2.31 and
Equation 2.32:

𝛼𝑖 = (1 + 𝑐𝑟(𝑝 − 𝑝0))𝜌𝑒𝑧𝑒, (2.33)

𝛽𝑖 =∑
𝑐
(𝑒𝑖𝑐 ×∑

𝑝
𝑥𝑐𝑗𝜌𝑗

𝑘𝑟𝑗
𝜇𝑗
). (2.34)

Using Newton-Raphson method

J(𝑧𝑛+1,𝑘)(𝑧𝑛+1,𝑘+1 − 𝑧𝑛+1,𝑘) = −𝑟(𝑧𝑛+1,𝑘), (2.35)

with 𝑘 being the Newton iteration and

J = 𝜕𝑟𝑖
𝜕𝑧𝑗

. (2.36)

In theOBL approach, the 𝛼 and 𝛽 operators are estimated using interpolation. For the pressure
and molar fractions, a grid is introduced, named 𝑃 and Z, where 𝑃 is composed of the range
of pressures in the system, and Z is the molar compositions changing between 0 and 1. The
parameter space becomes of the problem {𝑝, 𝑧1, ..., 𝑧𝑛𝑐−1}. Within this set, each vertex is
calculated of the parameter space and when the 𝑝 and z fall in a grid cell, the solution is
interpolated. The interpolation becomes:

̂𝛼𝑒(𝑝, 𝑧) = 𝐹𝛼𝑒(𝑝, 𝑧), ̂𝛽𝑒(𝑝, 𝑧) = 𝐹𝛽𝑒(𝑝, 𝑧). (2.37)

Using 𝛼𝑖,𝑗 = 𝛼𝑃𝑖,𝑍𝑗 , the piecewise linear interpolation is defined as:

𝐹𝛼𝑒(𝑝, 𝑧) = (1 − 𝑧𝑗)((1 − 𝑝𝑖)𝛼𝑖,𝑗 + 𝑝𝑖𝛼𝑖+1,𝑗) + 𝑧𝑗((1 − 𝑝𝑖)𝛼𝑖,𝑗+1 + 𝑝𝑖𝛼𝑖+1,𝑗+1). (2.38)

The partial derivative for the Jacobian can be found as a coefficient of the interpolation:

𝜕𝐹𝛼
𝜕𝑝 =

(1 − 𝑧𝑗)(𝛼𝑖+1,𝑗 − 𝛼𝑖,𝑗) + 𝑧𝑗(𝑓𝑖+1,𝑗+1 − 𝛼𝑖,𝑗+1)
𝑃𝑖+1 − 𝑃𝑖

, (2.39)

𝜕𝐹𝛼
𝜕𝑧 =

(1 − 𝑝𝑖)(𝛼𝑖,𝑗+1 − 𝛼𝑖,𝑗) + 𝑝𝑖(𝛼𝑖+1,𝑗+1 − 𝛼𝑖+1,𝑗)
𝑍𝑗+1 − 𝑍𝑗

. (2.40)

The same can be applied to the 𝛽 operator and other operators (Voskov, 2017). This means
that all nonlinear physics can be interpolated using this method, which results in a Jacobian
composed of linear operators.

Using this method greatly simplifies the calculation of the Jacobian, even as it can be more in-
accurate than the analytical method. The number of points in the parameter space determines
the accuracy of the method.
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2.5.1. Adaptive parametrization

As most points will never be used in the simulation, in order to save time, not all points need
to be generated inside the parameter space. Especially in multicomponent systems, such as
described in this thesis, most of the parameter space will not be used, as some concentrations
will never go above a certain threshold. The individual grid cells in parameter space will only
be prepared when necessary and their vertices saved for later use. As the grid cell share
vertices, the vertices are stored and called when a grid cell is made. With this method, the
same vertex does not need to be recalculated for all grid cells sharing it. If the parameter space
is built up efficiently, overall performance is improved significantly (Khait & Voskov, 2018).



3
Geochemical solvers

In this Chapter, a short description of the geochemical solvers PHREEQC and Reaktoro is
given. At first, the law of mass action (LMA) method of PHREEQC is explained and in the next
section the Gibbs energy minimization (GEM) of Reaktoro. Most reactive transport models are
using the LMA approach, which is easy to implement but less flexible than the GEM approach.

3.1. PHREEQC
PHREEQC (Parkhurst & Appelo, 2013) is a geochemical solver that can perform transport
modeling with multiphase, multicomponent, reversible, and irreversible reactions, with a mix
of equilibrium and kinetic controlled reactions. To perform the equilibrium calculation, it uses
the Law of Mass Action (LMA) method, which is described as:

ln𝐾𝑟 =
𝑁

∑
𝑖=1
𝑣𝑖𝑟 ln𝛼𝑖(𝑟 = 1, ...,𝑅), (3.1)

where 𝐾𝑟 is the equilibrium constant of the 𝑟th reaction, 𝑣𝑖𝑟 is the stoichiometric matrix of the
𝑖-th species of the 𝑟-th reaction, which can be both positive and negative depending on the
species being a product or a reactant, 𝛼𝑖 is the activity and 𝑁 is the number of species.

The disadvantage of this method is that with non-ideal multicomponent phases, the results are
not accurate due to data in the databases. Furthermore, in this method, equilibrium is set as
a constraint, so the nonlinear iteration is allowed to adjust the mass of the species until mass
balance is acquired (Steefel & MacQuarrie, 1996). These adjustments of mass can lead to
non-convergence.

3.2. Reaktoro
Reaktoro (Leal, Kulik, & Saar, 2016), is also a geochemical solver, but it differs in how it calcu-
lates the chemical equilibrium. Unlike PHREEQC, Reaktoro uses the Gibbs energy minimiza-
tion (GEM) method. With this method, the total Gibbs free energy of the system is minimized

17
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with the constraints of temperature, pressure, and molar amount of the species (Leal, Kulik, &
Kosakowski, 2016). The minimization of Gibbs energy is described as:

𝐺 =
𝑁

∑
𝑖=1
𝑛𝑖(𝜇∘𝑖 + 𝑅𝑇 ln𝛼𝑖), (3.2)

where G is the Gibbs energy of the system, 𝑛𝑖 is the molar amount of the 𝑖th species, 𝜇∘𝑖 is
the standard chemical potential of the 𝑖th species and 𝛼𝑖 is the activity of the 𝑖th species. The
activity of the species is dependent on the phases the species is present in and what phases
are present. Using a minimization scheme, the chemical equilibrium of the system can be
found. The advantage of this method is that it is capable of estimating the stable phases even
for extreme non-ideal behavior (Karpov, Chudnenko, & Kulik, 1997).

3.3. Coupling methods
The reactions and transport are intertwined with each other. As the concentrations of species
change, so do the fluxes of these species. The other way around is also true, a change in flux
means a change in reaction rates. The easiest way to model reactive transport is to assume
a constant, single velocity, and the reactions are described in a first-order rate law (Steefel &
MacQuarrie, 1996) so that the solution becomes linear. To model without these assumptions,
the problem becomes non-linear, which can be solved using the Newton-Raphson method or
another scheme.

Inmost systems, there is amix between equilibrium and kinetic reactions, which provides prob-
lems to the differential-algebraic system of equations (Steefel &MacQuarrie, 1996). Therefore,
the transport and chemical reactions are decoupled most of the time, named operator splitting.
With this method, the equilibrium and kinetic reactions

3.3.1. Sequential non-iterative approach

The sequential non-iterative approach (SNIA) is an operator-splitting approach. A single time
step is composed of transport at first and a chemical equilibrium reaction second (Steefel &
MacQuarrie, 1996). Therefore, this implies that the solution is added to the next cell instanta-
neously and the reaction happens afterward.

For equilibrium reactions, this does not pose much trouble, but for kinetic reactions it does.
There is a mass balance error for continuous mass influx boundary conditions. Once the
transport is completed and the chemical reactions are considered, the composition that is
present in the cell for the entire time step, before transport, had more time inside the cell
than the recently added composition. As kinetic reactions are a function of time, it should be
considered that the transported composition had a different amount of time inside the cell than
the original composition (Valocchi & Malmstead, 1992). One solution to this problem is to take
small time steps, but will greatly increase the time it takes to give the final result. The order of
splitting can also be reversed at each time step to compensate for the error.
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3.3.2. Sequential iterative approach

In the sequential iterative approach (SIA), the transport equations and the chemical equilibrium
equations are separate from each other, which is similar to the SNIA. As the previous approach
had an error due to the operator splitting at continuous boundary mass fluxes, this method
couples the transport and chemical reaction by iterating between the two terms (Yeh & Tripathi,
1991). Iteratively, the reactive transport equation is evaluated with switching terms as a source
term. If the error of the concentration is below the tolerance, the solution is met and the
following time step is allowed. In this case, the error from the operator splitting, which can
happen in the SNIA, is avoided. However, going to the next time step depends on the tolerance
and if that is set too strict, no solution can be found and the transport equation does not
converge. Therefore, this method can achieve higher numerical accuracy, with the downside
of being more computationally expensive the more iterations are being performed.

3.3.3. Global implicit approach

In the global implicit approach (GIA), the reaction and transport are solved during a single time
step, so the solution is not split anymore. It is very flexible and is able to take large time steps.
The advantage is that no separate system needs to be created for the chemical reaction terms,
however, this also means that it is computationally more expensive, as the nonlinear system
becomes much larger (Knodel, Kräutle, & Knabner, 2022).

Comparing GIA to the sequential approaches put GIA at high numerical accuracy against
higher computational expenses(Beck, Rinaldi, Flemisch, & Class, 2020).

3.4. Simplified reactive model
In order to show that coupling between Reaktoro and the OBL approach is possible, a simple
model is made, where only the accumulation and flux terms are used for transport physics.
For this implementation, the GIA is chosen, as described in subsection 3.3.3, as it will increase
the numerical accuracy. The computational speed is of less importance, as OBL will increase
the performance. The major computations of Reaktoro need to be done only once, as the
vertices are saved for further use, as described in subsection 2.5.1. The simplification made
in this model are:

• Constant velocity

• Instaneous equilibrium

• No capillary

• Flow is linear and horizontal

• Incompressible

• Immiscible phases

• Isothermal

• Ideal chemical solutions
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With these simplifications in physics, the focus is on the coupling between OBL and Reaktoro.
At first, a simple reaction is modeled, in a single phase. The distribution of species according
to equilibrium is done by Reaktoro, as the phase distribution.

3.4.1. Coupling Reaktoro with transport solver

To model flow in the simplified OBL model, the variables of phase fractions, molar phase frac-
tions, molar fractions, and density need to be known. These values need to be computed by
Reaktoro for each cell. This information is passed to the transport code, which will calculate
a single timestep and return to Reaktoro for a new computation of these variables. As the
transport is using molar fractions and Reaktoro cannot handle these values as input, it is as-
sumed that the moles of a species is equal to the molar fraction. With this method, the relative
differences remain and for the transport, the moles are translated back to molar fractions.

Reaktoro will therefore be used as a replacement for the Rachford-Rice flash, where it is able
to compute what components are in a certain phase and which reactions happen.

Figure 3.1: Two-phase interaction of H2O and CO2 at different concentrations at 200 bar and 320 Kelvin

In Figure 3.1, different concentrations of H2O and CO2 are added in different cells, without
transport, in stand-alone Reaktoro. Here, both components are added to the aqueous phase
and allowed to enter the gas phase. As shown, the concentration of CO2 in the aqueous phase
increases, until the H2O is saturated with CO2. The concentration of H2O in the gas phase is
almost negligible, at roughly 0.005 moles to a total of 1 mole in a cell.

In Reaktoro, each mineral is assigned its own phase, but during transport, the solid phase is
a single phase. Therefore, in transport, the solid phase can be composed of multiple solid
minerals. The relative saturation is calculated using the volume calculated by Reaktoro. As
Reaktoro has no knowledge of the transport and of which cell it is in, it estimates the volume
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using partial molar fractions at certain pressure and temperature of each component.

The density is calculated using the partial molar volume calculated by Reaktoro and the mass
of the elements added to the system. These values are taken from a database. As described
earlier, the exact moles are not known, only the molar fractions. Even with this relative quantity
of moles, the density is calculated accurately.

For the phase fractions, the relative saturation of each phase needs to be known. Using the
partial molar volumes from the density calculation, the relative saturation is calculated as:

𝑠𝑗 =
𝑉𝑗
𝑉𝑡𝑜𝑡

, (3.3)

and with this relative saturation for each phase, the phase fraction in terms of density is

𝜈𝑗 =
𝑛𝑗
𝑛𝑡𝑜𝑡

=
𝜌𝑗𝑠𝑗

∑𝐽𝑗=1 𝜌𝑗𝑠𝑗
, (3.4)

and then these phase fractions need to be checked. If the phase fraction of the aqueous or
gaseous phase is near or equal to zero, it is taken out, so the number of phases is decreased.
The solid phase however needs to be always present, even as it might be in a small quantity.
This is due to the fact that DARTS works with trace amounts.

The molar phase fractions are calculated by dividing the moles of a component by the total
mole in a certain phase. If the component does not exist in a certain phase, the value of the
molar phase fraction for that component will be zero. For each phase, the molar phase fraction
will equal one and therefore it shows easily the relative quantities of each component in each
phase.

The molar fractions are calculated in a similar fashion as the molar phase fraction, however,
here the quantity of a component in all phases is divided by the total mole in the system.

The input values for Reaktoro are the elements coming from transport. It can be defined which
component can exist in what phase and also which component is allowed to form. Using
equilibrium reactions, Reaktoro will output the result in components. As Reaktoro works with
a different cut-off value than the transport part, the newly acquired molar fractions need to
be at least the minimum value set by the transport code. Once the transport is finished, the
minimum value can be extended again also to incorporate Reaktoro’s minimal value to keep
everything consistent. Otherwise, Reaktoro will equilibrate a system with a component at a
higher concentration.

3.4.2. Single-phase reactive transport

The code is coupled with Reaktoro for a simple one-phase transport model. At first, Reaktoro
needs to be initialized by a database, for example, the PHREEQC standard database. With
this database, Reaktoro has all the information it needs to create a chemical equilibrium with
the elements given. Each cell will have its own separate chemical system, which can be
altered. Transport of elements is completely decoupled from Reaktoro, it only has information
of the set {𝑝, 𝑧0, 𝑧1, ..., 𝑧𝑛𝑐−1} at a specific time. After Reaktoro has equilibrated the system,
the components need to be translated back into elements before transport.
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Figure 3.2: Single phase transport with reaction Ca+2 + CO−2
3 ⇌ CaCO3(aq)

In Figure 3.2, the simplified model is shown. There is only a single reaction, namely: Ca+2
+ CO−23 ⇌ CaCO3(aq) and there is only a single phase. Furthermore, the effect of pH is not
modeled, even as it might change during the injection. At the shock front, the concentration
of CaCO3(aq) is increased, as this is the cross-over of the concentration of calcium and car-
bonate ions. Precipitation is not allowed here, so the solids are able to move along with the
water.

In Reaktoro, it is allowed to have an influence on the reactions that are possible within the
system. In Figure 3.2, H+ is not a component that is specified and is therefore not allowed to
form. Furthermore, even when H2 is specified, if HCO−3 is not specified, H+ will not react and
CO−23 will not act as a buffer. It is possible to specify that all components containing a certain
element will be utilized, which will result in multiple components with reactions. In order to have
total control for simple solutions, the specification of species and components is necessary.

3.5. Reactive model in DARTS
Starting with a compositional model inside DARTS, the aim is to model reactive flow with
the help of Reaktoro. Reaktoro will handle the flash and reactions inside the cells, whereas
DARTS will handle the flow between control volumes. The first building block that is needed, is
Reaktoro itself. In order to couple Reaktoro, DARTS needs to be changed to an element-based
instead of component-based transport due to the stiffness of component-based transport.

3.5.1. Operators in DARTS

For the flow and transport of elements, the Jacobian is filled with multiple operators. First, is
the accumulation term (𝛼), which describes the rate of mass that remains inside the cell. It is
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calculated as
𝛼 = 𝑐𝑟𝜌𝑒𝑇𝑧𝑒𝜙, (3.5)

where 𝑐𝑟 is the rock compression. For the accumulation term, the values of 𝜌𝑒𝑇 and 𝑧𝑒 are used
before the equilibration by the geochemical solver. This is to maintain mass balance. Here 𝜌𝑒𝑇
is calculated according to Equation 2.32. The porosity is defined as:

𝜙 = 𝜙𝑡𝑜𝑡(1 −
𝑠𝑠𝜌𝑠
𝜌𝑡
), (3.6)

since in the accumulation term, the solids are also considered. The treatment of porosity is
defined as the volume of the solids that are occupying the pore space. If there are no solids
present, the porosity remains constant. As described in Equation 1.5, a change in porosity
will also mean a change in permeability. In the accumulation term, porosity change due to the
compressibility of the rock is also taken into account by the compressibility factor.

Next, the flux term (𝛽), describes the mass that flows through the control volumes. The equa-
tion only takes into account the non-solid phase, as the solid phase is unable to be transported
and should have no flux. The equation becomes:

𝛽𝑐 =
𝑥𝑐𝑗𝜌𝑗𝑘𝑟𝑗
𝜇𝑗

, (3.7)

which takes into account the components. In order to use the flux operator, the operator itself
will be changed to element-space by

𝛽𝑒 =∑
𝑐
∑
𝑒
𝑒𝑒𝑐𝛽𝑐, (3.8)

which changes the operator from component to element space. Using this method, the other
operators can remain standardized and no additional complications need to be added to the
individual operators. Each operator that is in the component space, can be modified easily to
work in the element space.

Finally, the 𝛾, 𝜒, and 𝛿 operators are calculated. The first two operators are for diffusion, one
for diffusion inside the gradient, and one for diffusion outside of the gradient. The 𝛿 operator
is used for the kinetic rate for certain reactions in case it is necessary.

Reaktoro allows for the calculation of the kinetic rate. For this, the activity of each species
needs to be known, which is taken from a database. The activity can be calculated according
to Equation 2.10. Using the kinetic rate value, the solution can be calculated within the flow
and transport evaluation. However, the kinetic product cannot perform as a component of
a species and needs to be included as a species. This is due to DARTS calculating the
concentration of the kinetic product.





4
Results

For the results chapter, the parameters chosen for the reservoir and pressure-volume tem-
perature (PVT) are given in Table 4.1. The database used in these examples is from the
PHREEQC.dat file and the ideal thermodynamic activity model is used. At first, simple single-
phase models are shown, after which the results of the multiphase precipitation are presented.
Porosity treatment in the single- and multiphase will be discussed. Furthermore, a kinetic re-
action problem and a 2D problem are shown. A pH problem is also given and at the end, a
multiphase and a pH problem will be benchmarked with MoReS coupled with PHREEQC.

Parameters reservoir Value PVT Value
Cell size 10x1x1 m Initial pressure 100 bar
Porosity 0.2 Injection / production pressure 105 / 95 bar
Permeability x, y, z 100, 100, 10 mD Temperature 320 Kelvin
Depth 2000 m Viscosity fluid / gas 1 / 0.1 cP
Rock compressibility 1e−5 bar−1 K𝑟𝑒 / n 1 / 2

Table 4.1: Reservoir and PVT data used in general results

The relative permeabilities and the Brooks-Corey exponent n are kept equal for all phases.

25



26 4. Results

4.1. Single-phase dissolution case

(a) Pressure gradient (b) Water saturation of the solution

(c) z𝑒 (d) z𝑐

Figure 4.1: 1D dissolution of precipitated salt, injection of pure H2O in brine

For Figure 4.1, the initial reservoir condition is a saturated brine, where a small amount of
halite is precipitated. Initially, the concentration of Na+ and Cl− ions are ten molal each. The
reservoir and PVT parameters follow Table 4.1. The pure water injected into the reservoir will
dissolve the precipitated mineral and dilute the ion concentrations. The shock is located at
cell 12, which happened after running the simulation for 300 days.

4.2. Multiphase precipitation case
In this model, CO2 gas is injected into a brine, and the following reactions can occur:

𝐻2𝑂(𝑎𝑞) ⇌ 𝐻2𝑂(𝑔),
𝐶𝑂2(𝑎𝑞) ⇌ 𝐶𝑂2(𝑔),

𝐶𝑎2+(𝑎𝑞) + 𝐶𝑂2−3 (𝑎𝑞) ⇌ 𝐶𝑎𝐶𝑂3(𝑠),
(4.1)

where calcite is in the solid phase, which is allowed to precipitate when the water is super-
saturated. Initially, there is 0.8 M Ca+2 and 0.8 M CO−23 present. Dry CO2 is injected into
the reservoir for 500 days, which is shown in Figure 4.2. The reactions are all equilibrium
reactions in this example.
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(a) Pressure gradient (b) Water saturation of the solution

(c) z𝑒 (d) z𝑐

Figure 4.2: 500 days of injection of CO2 in 1D reservoir with precipitation of calcite and dry-out

The first cell is dried out after 460 days. At this point in time, only the first cell is completely
dried out. In Figure 4.2d, a distinction is made between CO2 in the gaseous and aqueous
phases.

4.3. Porosity treatment
Theminerals that are precipitating in the reservoir impact the porosity negatively. In Figure 4.3,
the same model is used as in Figure 4.1, where precipitated halite is being dissolved.



28 4. Results

(a) Pressure gradient (b) Water saturation of the solution

(c) z𝑒 (d) z𝑐

(e) Porosity change

Figure 4.3: 1D dissolution of precipitated salt, injection of pure H2O in brine with change in porosity

The change in porosity is seen in Figure 4.3e, where the porosity change is relative to the
initial porosity. The pure waterfront is located in cell 17, where it has dissolved all of the halite
in the cell. The initial condition has a lower porosity, which means less fluid is within the cell.
Therefore, the injected water has to push less brine out of the way and is faster. Permeability
is not changing, so the fluid is not constrained by rate.

The same porosity treatment can be used on section 4.2, which is shown in Figure 4.4. Here,
the same concentrations are used and the same amount of time steps. The only difference is
the porosity change.
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(a) Pressure gradient (b) Porosity change

(c) z𝑒 (d) z𝑐

Figure 4.4: 1D injection of CO2 in brine with porosity treatment

With this setup, the first three cells are entirely dried out. In the initial condition, the porosity
is 0.1989, whereas, in the first cell, the new porosity is 0.153, which is a 23% decrease in
porosity due to dry-out.

4.4. Kinetic equilibrium in multiphase flow
All of the previous models have equilibrium reactions. For the next model, the kinetic rate for
the equilibrium condition of calcite is calculated. The same parameters and compositions are
chosen as in Figure 4.2. Here, the rate is calculated by Equation 2.10, where the rate constant
k = 0.1 and the area is calculated according to Equation 2.11.
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(a) Pressure gradient (b) Porosity change

(c) Water saturation (d) z𝑐

Figure 4.5: 1D CO2 injection with kinetic reaction for calcite

The first four cells are entirely dried out. The new porosity of the first cell is 0.165, which is a
17% decrease from the initial condition.

4.5. Benchmark multiphase flow

For the benchmark, a simple multiphase system is chosen with 0.8 M Ca+2 and CO−23 . The
cells in the x-dimension will increase in size. The following parameters are used:

Parameter reservoir Value PVT Value
Number of cells 80 Initial pressure 392.517 bar
Cell size 0-24x100x100 m Inj / prod pressure 492.517 / 382.517 bar
Porosity 0.2 Injection rate 500 m3/day
Permeability x, y, z 100, 100, 100 mD Temperature 350 Kelvin
Depth 2000 m Viscosity fluid / gas 0.45 / 0.0577 cP
Rock compressibility 5.8e−7 bar−1 water K𝑟𝑒 / n 1 / 6

gas K𝑟𝑒 / n 0.32 / 2.5

Table 4.2: Reservoir and PVT data used

The injection rate is constrained by BHP, so the rate is constant until this constraint is met.
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The viscosity values are an approximation of the values calculated by the EOS of MoReS.
The viscosity is constant throughout the DARTS model. The model is run until 10% of the
total pore volume is injected, which happens after 400 days. In this benchmark, the Debye-
Hückel activity model is used.

(a) Pressure gradient of DARTS and MoReS (b) Water saturation

(c) Δ porosity (d) Concentration components

Figure 4.6: 1D benchmark between DARTS and MoReS for injection of CO2 into brine

4.6. Single phase pH
For the single-phase buffer reaction, the following reactions are being modeled in a brine:

𝑂𝐻− + 𝐻+ ⇌ 𝐻2𝑂,
𝐶𝑂−23 + 𝐻+ ⇌ 𝐻𝐶𝑂−3 ,

(4.2)

In this model, H+ can either form water together with OH− or form bicarbonate with the buffer
CO−23 . Carbonic acid and the formation of subsequent CO2 are not modeled in this example,
as are any other reactions with the ions (Na+ and Cl−) that are present in the brine. This is for
simplicity, the pH is the main focus. The initial composition and injection composition is given
in Table 4.3. The result of this model is shown in Figure 4.7.
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(a) Pressure gradient (b) pH of the solution

(c) z𝑒 (d) z𝑐

Figure 4.7: 1D injection of alkaline water into pH neutral brine

The injected alkaline brine is slowly moving into the neutral brine. This allows for the buffer to
react and for the alkaline to slowly dissipate over the entire reservoir. At each time interval,
Reaktoro calculates the new pH and the amount of water using the species OH−, H+, and
CO3−2. As water is a component of the species, it is not being transported by DARTS.

Species Initial composition Injection composition
H2O 1 kg 1 kg
CO−23 17.8 mg 5660 mg
Na+ 3931 mg 8270.6 mg
Cl− 1 mg * 1 mg *

Table 4.3: Concentrations of species in the system. * Concentration is constrained by charge balance

Table 4.1 shows the initial and injection compositions of the brine. The first constraint is pH.
For the initial composition, the pH is set to 7 and for the injection composition a pH of 11.1.
Reaktoro will calculate how much H+ is needed to achieve this constraint. In order to still have
charge balance, The concentration of Cl− is determined by the charge balance set to 0.
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4.7. Benchmark single phase pH
For the benchmark, a model has been made in MoReS. The injection and initial conditions are
the same as Table 4.3. The reservoir and PVT data are as follows:

Parameter reser-
voir

Value PVT Value

Cell size 0.15x5x5 cm Initial pressure 1 bar
Cells 200 Injection / production pressure 1.2 / 0.95 bar
Porosity 0.2 Injection / production rate 150 / 165 cm3/day
Permeability 500 mD Temperature 293 Kelvin
Well radius 0.015cm Viscosity fluid 1 cP
Rock compr 0 bar−1 K𝑟𝑒 / n 1 / 2

Density fluid 1000 kg/m3

Fluid compr 0.0001 bar−1

Table 4.4: Reservoir and PVT data used in pH benchmark

The rate is controlled with a pressure constraint for each well. In this example, the injection is
chosen so that a single pore volume is injected every day. This simulation is therefore run for
half a day, to visualize the front.
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(a) Pressure gradient (b) pH of the solution

(c) Molality of the components

Figure 4.8: Benchmark between DARTS and MoReS for injection of alkaline brine

The output of MoReS is in molality. The assumption is made that the molar fraction output of
DARTS contains one mole. Using the mass of the solvent, the molality can be calculated.

4.8. CO2 injection into 2D core
In this section, we present a synthetic model of a sandstone core with a small variation of
porosity and permeability due to the heterogeneity of the rock. In the core, there are 9 molal
of Na+ and Cl− each, and 0.8 molal of Ca+2 and CO−23 each present initially. These ions are
allowed to precipitate and form solids. The result after 2000 days is shown in Figure 4.9.
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(a) Pressure, saturation, porosity and Δ porosity

(b) Molar fraction composition

Figure 4.9: 2D injection of CO2 with precipitation of halite and calcite

Here, the porosity is decreasing near the injection well, which is situated along the whole
y-axis.





5
Discussion

In this Chapter, the results are compared and discussed. Furthermore, an explanation is given
on how to solve some of the problems encountered. The limitations of DARTS and Reaktoro
are explained in the end.

5.1. Precipitation and dissolution

At first, in Figure 4.1, a single-phase aquifer is modeled. Here, by adding ten molal of Na+
and Cl− each, halite is precipitating. Pure water is introduced, which is able to dissolve the
solid. The ions of the solid are dissolved into the water until the maximum solubility is met.
In Figure 4.1c, the species are shown. From this, the concentration of ions is decreasing as
expected. The flash from Reaktoro is shown in Figure 4.1d and it shows the components and
the concentration of halite. Here, it is clear that the water dissolves the solid and takes up the
ions. There is a small transitional period around cell 17, where there is less halite present than
in the initial condition, but not none. As this is an equilibrium reaction, the dissolving of halite
happens instantaneously if water is able to dissolve more solids.

In the multiphase reactive flow example, shown in Figure 4.2, the model has been run for 500
days, which is past the initial shock. The focus of this simulation was the formation of calcite
during the dry-out process. The first reservoir cell has dried out in this example, leaving only
gas and solid phase present. From Figure 4.2c, there is an increase in ion concentration
near the injection well. The resulting flash is shown in Figure 4.2d, where this increase in
ions translates into the precipitation of calcite. From the initial condition, there is a 10.8 times
increase in moles of calcite in the first cell. This increase in solids is due to the vaporization
of water, which releases the ions. As more water is vaporized, the solution from other cells
might replace this water, introducing more ions into the cell. This creates a positive feedback
loop, where more ions are introduced in the cell as it is drying.
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5.2. Porosity treatment
Porosity treatment has a significant effect on overall transport. If the precipitants are blocking
the pore space, fewer fluid pathways are present. Comparing Figure 4.1 and Figure 4.3, shows
that, for an equal amount of time steps, the pure H2O front is five cells further ahead in the
model with porosity treatment. This is a 40% increase, which comes from the reduced volume
that the fluid needs to pass through. A reduced volume means it can hold fewer fluids, pushing
away the fluid of the next cell faster. Only a small decrease in volume, 8.5% in the case of this
example, is causing this effect. This means that a low concentration of precipitants can have
a large impact on the porosity inside the reservoir.

In multiphase precipitation, shown in Figure 4.2 and Figure 4.4, porosity treatment will have
the same influence. Again, the front has propagated further than without porosity change.
It takes 23% longer to achieve the same water saturation without porosity treatment. The
concentration of calcite has also increased. At the first cell, there is a 16.7 times larger amount
of precipitated moles of calcite present as in the example without porosity treatment. This
increase in moles gives a 23% decrease in porosity.

5.3. Kinetics
The results shown in Figure 4.5 show kinetic equilibrium. The precipitation or dissolution rate
is calculated using Equation 2.10 since Reaktoro does not have a kinetic equilibrium function
as of writing. This rate is calculated using the activities of the ions in both equilibrium and
initial conditions, which come from Reaktoro. Reaktoro will equilibrate these two systems
and calculate the correct activities. The rate constant can be determined from literature. An
infinitely large rate constant means that the reaction will behave according to the equilibrium
reaction.

Comparing the equilibrium reaction in Figure 4.2 and Figure 4.4, shows that there is more
porosity left in the kinetic run. This holds true, as the equilibrium reaction is the most extreme
case. The difference in porosity between these two examples is 0.012, which is 6% of the
initial porosity.

The difference in porosity mainly comes from the first few days. Appendix 6.2 shows the molar
fractions of components and the porosity change over time for the first reservoir cell. It shows
that the kinetic example, Figure 3, has initially no precipitation, whereas, in Figure 2, there are
instantaneously some precipitants. This immediate blockage of pore space will have a large
impact on fluid flow for the time remaining. Complete dry-out comes at a later stage using the
kinetics, as the porosity is higher compared to the equilibrium conditions.
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5.4. Inconsistency with multiphase interactions

Figure 5.1: Reactive two-phase flow with Calcite formation

In the case of multiphase precipitation, as in section 4.2, the ions are dissolved in the aqueous
phase. The model is in two-phase and there is a possibility for the ions to precipitate into
calcite. The initial concentrations of the ions are equal, so there is no inconsistency in the
charge balance. The result is shown in Figure 5.1. From this figure, it is clear that there is still
an inconsistency present, as the molar fractions of H2O, Ca+2, and CO−23 are not straight lines.
The reason for this inconsistency comes from the way that volume is calculated by Reaktoro,
which depends on partial molar volumes. The inconsistency in charge balance is however
created by the parametrization method.

5.5. Consequences of precipitants
As modeled, there is a relatively large blockage of pore space, around 17% for a brine. This
decrease in porosity will lead to a decrease in permeability, as shown in Equation 1.5. The
decrease in porosity and permeability will lead to higher injection pressure to achieve the same
throughput of CO2 gas. The injectivity of the reservoir is severely affected, which can drive up
pumping costs and increase the risk of cap rock damage.

If the porosity decreases severely, treatment of the near-wellbore region is needed. In the case
of halite and calcite, dissolving is done by injecting pure water to dissolve the precipitants. In
the case of calcite, an alkaline solution will also improve the dissolution. The disadvantage
is that there is significant downtime and the ions still remain dissolved in the solution. These
ions can precipitate again when the injection of gas starts, leading to blockages and again the
same treatment.
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A water alternating gas (WAG) can be performed to decrease the risk of precipitation, as the
water will partially flush the system. However, the total injected volume of gas will be much
less than with a continuous injection of CO2.

5.5.1. Consistency in Reaktoro

The consistency of the properties of Reaktoro has to be tested. For this, ternary phase dia-
grams can show any inconsistency. In this case, a two-phase system is chosen: a single ion,
CO2, and H2O. As the concentration of CO2 increases, the system will go to the gas phase
and can hold fewer ions. The ions in the system cannot go to a gaseous or solid phase.

(a) Phase diagram (b) Density diagram

Figure 5.2: Ternary diagram with H2O, CO2 and Ca+2

In Figure 5.2, a phase diagram and a density diagram are made for the system. Here, as
the amount of Ca+2 ions increases relative to the other components, the charge balance is
skewed. This results in an unphysical density diagram, where the density goes up and be-
comes negative in extreme cases. To solve this inconsistency, the system is opened up to a
negative ion, such as Cl−. In doing so, the charge balance will remain 0 for each state of the
system. Figure 5.3 shows the properties of the system for all cases with a charge balance of
0.

(a) Phase diagram (b) Density diagram

Figure 5.3: Ternary diagram with H2O, CO2, and Ca+2, system is set at a charge balance of 0 with Cl−
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The main difference between these two examples is that the addition of Cl− increases the
aqueous phase fraction and increases the aqueous density.

5.5.2. Partial molar volume and OBL

Using partial molar volume values for each component, the volume can be calculated as:

𝑉 = 𝑛∑𝑥𝑖𝑉𝑖, (5.1)

where 𝑉𝑖 is the partial mole volume of the component. This equation can be used for both the
overall volume and a volume of a single phase. Ions can have negative values, as they interact
with the water molecules and disturb their arrangement or they can fit between the water
molecules. Using this volume, the density can be computed using the total mass present in
the system or per phase. The partial molar volumes come from databases and are a function
of pressure and temperature. The partial molar volumes taken by Reaktoro come from a
database and Figure 5.4 show the values of the PHREEQC database for Na+ and Cl−.

(a) Partial molar volume values for Na+ ion (b) Partial molar volume values for Cl− ion

Figure 5.4: Partial molar volumes in pure H2O

The values of partial molar volume only depend on the temperature and pressure in the system,
whereas composition is not taken into account inside the databases. Therefore, it is possible
for a state to have negative volume. For the creation of a cube in OBL, the vertices vary in
concentration. A schematic of this OBL method is given in Figure 5.5, which shows a single
cube with varying concentrations of ions.
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Figure 5.5: Consistency when applying OBL

Here, OBL calculates the properties at the vertices of the grid block. The problem is that,
at two vertices of the grid block, the ions are not in balance. This imbalance gives a large
difference in properties, among which is the volume. The volume at the imbalanced vertices
has a possibility to be negative and this creates highly variable solutions within the cube.
Therefore, these imbalanced vertices must not be taken into account when applying OBL.
Taking these inconsistent vertices out, a plane is projected of consistent properties. This plane
is where the properties are consistent as the ions are balanced.

5.6. pH reactions
Reactions that influence the pH are very common in the reservoir, especially with the introduc-
tion of CO2. Dissolved CO2, which was present in the multiphase results, shown in Figure 4.2,
can react with water to form carbonic acid. This acid can then release H+ into the aqueous
solution, decreasing the pH. This is not modeled in Figure 4.7 but gives a good basis to start
modeling complex systems.

In Figure 5.6b, the pH is plotted in the reservoir. Due to the implicit method, there is some
smearing present, which causes a small inaccuracy at the front. This error can be minimized
by increasing the resolution of the reservoir or decreasing the time steps.

The initial composition of the brine is found in Table 4.3, where there is a charge balance and a
pH constraint set. Therefore, the exact concentrations are calculated by Reaktoro. The buffer
immediately reacts with the brine present and forms HCO−3 , increasing the pH. The larger the
concentration of CO−23 is, the more H+ can react and the higher the pH is. As more H+ reacts,
the equilibrium between H− and OH− will also shift, causing more OH− to be free in the brine.
This also means that less water is present, but these are small amounts in the range of 1e−4.

5.6.1. Resolution for low concentrations

The parameterization method can also have issues with resolution, when the concentrations
at the vertices differ too much, the reaction can not be interpolated. In the case of section 4.6,
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the pH change has a high sensitivity. A small change in concentration of H+ gives a large
change in pH as shown in:

𝑝𝐻 = −𝑙𝑜𝑔[𝐻+], (5.2)
and it shows that there is a logarithmic relationship between the concentration of H+ and
the pH. A small model is built with ten cells and with the system described in Equation 4.2.
If the resolution used is 101 points for each species, there is a difference of 1e−2 between
each vertex of a hypercube. Within this difference, the reaction should behave as linearly as
possible to get the best value for interpolation. If there is non-linear behavior within this cube,
the interpolation result will have an error. This error can be seen in Figure 5.6. In this figure,
the initial state of the system is in equilibrium at a pH of 7 and a buffer solution is injected with
a pH of 11.

(a) Molar fraction of components with 101 OBL points per
species

(b) pH with 101 OBL points per species

(c) Molar fraction of components with 1001 OBL points
per species

(d) pH with 1001 OBL points per species

Figure 5.6: Solution with initial pH of 7 and injection of 11 with CO−2
3 acting as a buffer with a difference in OBL

resolution

As shown, the pH will decrease to 5, which is not a correct chemical solution. There is a
dip in the concentration of the buffer shown between cells 3 and 5, which is inconsistent. In
the same system, the resolution is increased to 1001 points for each species, as shown in
Figure 5.6cd. Here, the inconsistency is much smaller, but still there. This means that when
the OBL resolution is increased, the error will decrease. The disadvantage is that more cubes
need to be created for each run, making it more computationally expensive.

In order to check the nonlinearity of the solution, the species composition of extremes is taken.
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This means that the composition that results in a pH of 5 and pH of 11 is taken to check
what happens in between. The values between these points are taken linearly in standalone
Reaktoro to avoid the influence of DARTS. The result is shown in Figure 5.7.

Figure 5.7: Linear input between pH extremes of Figure 5.6a inside standalone Reaktoro

As expected, the system is very sensitive to small increases in H+ concentration. If a vertex
of a cube has such a concentration of H+ that the buffer has reacted fully, the pH will increase
significantly. In order to capture this non-linear relationship, the resolution must be increased
until it becomes a linear relationship. If the difference between vertices is small enough, the
interpolation result will be consistent. The downside is that more vertices need to be calcu-
lated.

Next, increasing the points per species has an upper limit. For a 64-bit computer, themaximum
storage of an array is 264-1. That means, for our system, outlined in Equation 4.2, there are 5
species, so the maximum amount of points will be:

5√(264 − 1) ≈ 7131, (5.3)

which will give us a resolution of 0.00014, which is still too large to capture the reaction accu-
rately, as the concentration of H+ is around 1e−13 mole.

Therefore, instead of taking each species from 0 to 1, the boundary can be set more strictly.
For the upper bound, for example:

𝑚𝑎𝑥(𝑧𝑖𝑛𝑗, 𝑧𝑖𝑛𝑖) + |𝑧𝑖𝑛𝑗 − 𝑧𝑖𝑛𝑖|, (5.4)

if the absolute difference is larger than the maximum vertex difference. If the next vertex
is further than this difference, the solution needs to be extrapolated, bringing error into the
system. However, bounding this maximum and minimum value for each individual species
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will still bring an error into the system. Therefore, the sensitivity of the individual species
needs to be analyzed.

Since the pH is very sensitive, every species that does not play a role can be set to a low
number of points for the formation of OBL points. In this case, the species Na+ and Cl− do
not interact with H+ and do not need to have a high resolution. The species CO−23 and OH−
on the other hand, do play a role. They are connected to the pH due to the reactions: CO−23
interacts to form HCO−3 and OH

− to form H2O. Therefore, it can be decided that Na+ and the
pressure will only have a resolution of 101 points, which leaves more space for the sensitive
species. In this case, the species that regulate the pH can be set to 100001 points.

With these steps, the resolution can be improved such that the result is physical, which is
shown in Figure 4.7.

5.7. Benchmark
The benchmark has been performed against MoReS, the geochemical simulator from Shell.
Using the same inputs, a multiphase system and a pH system have been modeled. Due to
time constraints, the best-fitting match is presented in this work.

5.7.1. Multiphase benchmark

In the multiphase benchmark, shown in Figure 4.6, there are many differences. At first, the
EOS viscosity model is not implemented in DARTS, so a constant viscosity is used. The
pressure is much higher in the DARTS model and the shock is not as visible as in MoReS.
The same quantity of gas is injected into the system, but in DARTS, the front has not passed as
far as in MoReS. This leads to quicker dry-out. The phase densities calculated by MoReS vary
by roughly 20% from the phase densities calculated by Reaktoro using the same database and
activity model. The reason could be that MoReS injects the CO2 at 293 Kelvin. The molality
of the ions is much higher in the aqueous phase with MoReS, which leads to less formation
of calcite and therefore a smaller difference in porosity. Almost all of the ions in DARTS are
precipitated. This leads to a difference in porosity of 29 times larger.

5.7.2. pH benchmark

The pH benchmark, shown in Figure 4.8, shows that there is a large pressure difference be-
tween the two models. The pressure profile of DARTS is much higher than the pressure profile
of MoReS. In DARTS, the pressure is building up, whereas in MoReS, a connection between
the wells is quickly established and the production well determines the overall pressure in the
core.

For the pH, DARTS has more numerical dispersion than MoReS. The pH concentration does
not have a sharp front and is smeared over a longer area of the core. Moreover, the injection
pH is set at 11.1, as described in Table 4.3, but in the results, the maximum pH is 11.78. This
can be due to numerical dispersion, but could also be due to how the maximum and minimum
concentrations are set. As described in section 5.6, the resolution of OBL and the concen-
tration boundaries set have a large influence on the resulting pH. The initial pH is accurate at
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7.

Finally, the concentration of components in molal. As it is an alkaline injection, the concentra-
tion of H+ is around 1e−11 molal and will go to 1e−7 molal at neutral pH. The opposite is true
for OH−, which has an injection concentration of 1e−3. The concentration of CO−23 and HCO−3
is the most important reaction for this problem. Even as DARTS does not completely reflect
the MoReS solution, it is fairly accurate given the much higher dispersion.

5.8. Limitations of DARTS and Reaktoro

5.8.1. DARTS

DARTS has the advantage of using OBL, as it is computationally inexpensive and easy to
set up, but this method also comes with disadvantages. The main limitation that the OBL
approach has, is that for sensitive reactions, such as pH change, the shift in concentrations
of the vertices calculated is too large. This is described in section 5.6. It means that the
interpolation between vertices is nonlinear and can give nonphysical results. The resolution
of OBL can be increased but comes at a computational cost.

5.8.2. Reaktoro

For this work, Reaktoro version 2 is chosen, which is an improvement over version 1. How-
ever, as of writing this, Reaktoro version 2 is not yet fully complete. There are missing com-
ponents such as surface adsorption and kinetic equilibrium calculations. As the kinetics could
be replaced by a kinetic rate equation, which is shown in Equation 2.10, surface adsorption
cannot.

During simulations, Reaktoro has the possibility of on-demand machine learning and is using
the python package Optima for solving linear and non-linear optimization problems. At some
intervals, optima calculation cannot succeed, which results in an equilibrium calculation that is
not at theminimumGibbs energy. Rerunning the input of this failed optima calculation in a fresh
stand-alone Reaktoro can result in finding correctly equilibrated results again. The difference
between the compositions of these runs is roughly relatively small, in the order of 10−2 but can
be a source/sink for the mass balance. Most of these sub-optimal equilibrium calculations are
at phase transition boundaries. At these points, Reaktoro has issues calculating the minimal
Gibbs energy. The effect is exacerbated when non-ideal activity models are used, due to the
increased complexity.

An example is shown in Figure 5.8, where Reaktoro is unable to find the correct solution at
the phase transition boundary.
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(a) Pressure, saturation, porosity and Δ porosity

(b) Molar fraction composition

Figure 5.8: 2D injection of CO2 without correction for Reaktoro

This result is the same as in Figure 4.9, but Reaktoro is not corrected. This results in some
points at the phase interchange that are outliers. These points have not been equilibrated cor-
rectly. In these cases, Reaktoro flips between two cases, one without accurate equilibrium and
one close. Depending on the maximum iterations, there is a chance that the non-equilibrated
state is used. This results in wrong saturations and reactions, which can be seen throughout
the core.

An ionic exchange model has been attempted but was unable to work. The ionic exchange
species do not have any properties, so calculating the density of the entire system was not
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possible. This meant that Na+ did partake in the system, but NaX did not. Using the approach
as set in subsection 5.6.1 could resolve the issue.

5.8.3. Coupling assumptions and limitations

Whilst coupling, some assumptions have to be made. For instance, DARTS uses molar frac-
tions inside the transport computations. As Reaktoro cannot handle this input, it is assumed
that every calculation has exactly one mole, making the fractions into moles.

Furthermore, in the case of halite precipitation, there is an overall loss in precipitants. As
shown in Figure 5.9, 10 M of Na+ and Cl− ions are added into the system, forming a baseline
of precipitants. At the CO2 front, this concentration of precipitants declines, which is shown
as an increase in porosity. When a control volume is completely dried out, there is a slight
decrease in porosity, but nowhere near the baseline. Contradictory, calcite precipitation is as
expected. In this example, 0.8 M of Ca+2 and CO−23 has been added to the system, allowing
precipitation. The total decrease in porosity is mostly caused by calcite.

Figure 5.9: Porosity change due to dry out with two minerals

The reason for this removal of precipitants is unknown. The solubility of Na+ and Cl− ions
does not increase when CO2 is also dissolved in the solution.
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Conclusions and Recommendations

6.1. Conclusions
In this thesis, a framework for fully implicit multiphase reactive transport has been built using
DARTS and the geochemical package Reaktoro. This framework applies the Operator-Based
Linearization (OBL) approach together with a Gibbs Energy Minimization (GEM) scheme to
model reactive transport and flow. This solver can be applied to a multitude of chemical reac-
tions inside reservoirs.

It was determined that component- to species-based transport is a numerically stable ap-
proach to the flow and transport of components. The component-based equations are reduced
to species-based mass balance equations. This allows for the coupling of the geochemical
reactions.

The equilibrium calculation and flash are done by Reaktoro using the PHREEQC database
and an activity model. Reaktoro determines the distribution of components across phases,
which DARTS is able to use for the transport and flow equations. Within a single time step,
the control volume has been equilibrated and subsequently transported. This makes the solver
flexible and able to handle large time steps, but computationally more expensive.

One such application modeled in this thesis is when gaseous CO2 is injected into an aquifer
for storage. The gas not only displaces the brine but also vaporizes the water. This leads to
the dry-out effect, in which ions dissolved in the water, are able to precipitate. Using porosity
treatment, 23% of the porosity of the first cell is occupied by calcite if the initial condition is
8 molal ions each. The precipitation of ions can be modeled using equilibrium reactions by
Reaktoro or kinetic equilibrium reactions using a kinetic rate. Using the kinetic equilibrium for
the same system, the porosity is decreased by 17%.

Another application is the injection of an alkaline solution into a neutral aquifer. A buffer is in-
jected into the aquifer to increase the pH. This buffer and the reactions are modeled throughout
the reservoir.

The benchmark shows that there are some small discrepancies between the two simulators,
which are mainly due to numerical dispersion or physics that are not added to the DARTS
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model. Due to time constraints, the best-fitting solution has been used.

The limitation of DARTS is the resolution of the OBL approach. Sensitive reactions, such as
pH, have small room for error. Using a variable resolution for each species, depending on their
importance to the reaction, the number of points inside of the parameter space is changed.
The boundaries can be adapted to suit the problem more, improving resolution. This method
is computationally more expensive, however, the results are physical.

Furthermore, due to the parameterization calculation, there is a discrepancy in the charge
balance. This results in nonphysical properties being calculated by Reaktoro. A plane of
consistency can be projected in the hypercube that will allow for charge balance along the
plane.

The main limitation for Reaktoro is that version 2 is not yet fully implemented. There is no
kinetics and surface adsorption. Furthermore, at the phase transition boundary, Reaktoro will
have issues calculating the correct equilibrium. This can result in wrong saturations, which
can impact the run negatively.

All in all, we have modeled and quantified the porosity change inside the reservoir when inject-
ing dry CO2. The dry-out effect has been observed. Reaktoro is able to perform the equilibra-
tion of the system with and the distribution of phases. Furthermore, a simple pH problem has
been introduced to OBL, which can be elaborated upon to be included in the CO2 injection.

6.2. Recommendations
Several items that are not touched on in this thesis were either not feasible due to time con-
straints or version compatibility. At first, Reaktoro version 2 has not released the full capacities
yet, which does not allow us to do some of the reactions accurately. The implementations that
are needed to reach a fully coupled system that can handle all of the necessary reactions
would include the following:

• Kinetic rate

• Surface adsorption

The kinetic rate has been estimated using equations, but these require input from the user and
can be inaccurate. Furthermore, surface adsorption is an important process in oil extraction,
but is not able to be implemented yet.

Due to time constraints, more complicated systems were not investigated. With CO2 injection,
the resulting solution can become acidic, due to the formation of carbonic acid. This process
has not been modeled, but is essential, especially in brine prone to calcite formation.

The results of this framework can be validated by core experiments, such as Sokama-Neuyam,
Ursin, and Boakye (2019) or using an analytical model. With an extension of the physics, as
proposed, a detailed analysis of experiments can improve the validity of the models.
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Appendices

Appendix I:

(a) Change in z𝑐 over time (b) Porosity change over time

Figure 1: Change over time for the first cell, with no porosity treatment

(a) Change in z𝑐 over time (b) Porosity change over time

Figure 2: Change over time for the first cell with porosity treatment

(a) Change in z𝑐 over time (b) Porosity change over time

Figure 3: Change over time for the first cell, with kinetic equilibrium, k = 0.05
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