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Abstract

Fairness in machine learning is an increas-
ingly important yet complex issue, especially
as these algorithms are integrated into critical
decision-making processes across various sec-
tors. This research focuses on the impact of
features under fairness properties across multi-
ple sectors. The primary research question ad-
dressed is: “Which data features are the most
sensitive when monitoring fairness properties
on criminal data, and how do these features
perform when monitoring fairness properties
on data from different sectors?” The study ex-
amines features such as age, race, gender,
and educational level across datasets from
criminal justice, healthcare, finance, and ed-
ucation sectors. Utilizing logistic regression
models and a proposed dynamic monitoring al-
gorithm, sensitivity of features to fairness vio-
lations is assessed for Demographic Parity and
Equal Opportunity properties. The findings in-
dicate that age is the most sensitive feature
in almost all sectors, highlighting inherent bi-
ases and the necessity for sector-specific fair-
ness considerations. However, statistical anal-
ysis revealed that these differences in sensitiv-
ity values across sectors were not statistically
significant, suggesting that the observed pat-
terns are not strong enough to be deemed con-
clusive.

1 Introduction

Fairness in computer science has been both crucial and a
difficult topic for everyone to agree on. On the one hand,
with machine learning algorithms being used more and
more in decision-making algorithms such as approving
bank loans, or recommending criminal sentencing, it is
extremely important to incorporate fairness to avoid bias
and discrimination. On the other hand, fairness is still
not an easy problem to solve, given that there are no ob-
jective definitions of it. Most definitions of fairness rely
on interest [6] and not surprisingly some of them contra-
dict each other [12]. Therefore, the need for investigat-
ing fairness in computer science continues to grow. As
technology advances and embeds even more automated
decision-making algorithms in everyday life, their social
importance is increasing as well.

An approach of incorporating fairness into a machine
learning algorithms is to set a specific fairness proper-
ties in the beginning and examine if they are satisfied
at the end. To provide a straightforward example, let a
machine learning algorithm X , which predicts whether
a person is likely to default on a loan, used commonly
in the financial industry, and a fairness property y which

ensures that there is no discrimination against minorities,
known as Demographic Parity. Assume that the majority
and minority groups in this case are male and female
respectively. After obtaining the predictions of X , the
property y could be evaluated by comparing the condi-
tional probabilities between the minority and the major-
ity group, and establishing a threshold c as the boundary
of this fairness property. In other words, expressed math-
ematically 1:

P[loan approval | gender = female]
P[loan approval | gender = male]

≥ c (1)

However, an innovative method involves not examining
the fairness properties at the end, but continuously moni-
toring them during runtime of the machine learning algo-
rithm. Dynamic monitoring of fairness is indeed an ac-
tive area of research within machine-learning fairness[9].
This paper focuses on the dynamic approach of monitor-
ing fairness properties during runtime of machine learn-
ing algorithms. It also investigates whether dataset fea-
tures have an impact on fairness in machine learning.
This is achieved by comparing the performance of fea-
tures across different sectors. Thus, the research question
addressed is:

”Which data features are the most sensitive
when monitoring fairness properties on crim-
inal data, and how do these features perform
when monitoring fairness properties on data
from different sectors?”

To provide some definitions on this context, data fea-
tures refer to common attributes across datasets, such
as race, age, etc. Fairness properties are rules defined
to ensure fairness in an automated decision-making al-
gorithms, like parameter y in the previous example. A
fairness property violation implies that there is bias in
the algorithm. For example, in Inequality 1, a violation
would be a ratio that is less than the threshold c. Sen-
sitivity refers to the extend of violating the defined fair-
ness properties. Thus, the most sensitive feature would
violate a fairness property the most. Finally, we exam-
ine features on four different sectors: firstly on criminal
justice, and then on healthcare, finance and education.

Furthermore, to address the research question, we pose
two main sub-questions:

1. Which data features are the most sensitive when
monitoring fairness properties on criminal data?

2. How do these features perform when monitoring the
same fairness properties on data from healthcare, fi-
nance and education?

1This expression is not definitive and can vary depending
on the fairness properties; this is merely an example.
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By addressing these sub-questions, this research aims to
provide a detailed understanding of the most sensitive
features in the chosen criminal dataset and how these fea-
tures perform in different datasets. Comparing the sen-
sitivity of each feature across different domains can help
identify patterns. This analysis identified age as the most
influential feature, followed by gender with education
level, when establishing fairness in each dataset. Lastly,
for dynamically monitoring fairness properties we pro-
pose an algorithm2 written in Python, inspired from Ver-
ifair3[2], which is further analysed in subsection 3.3.

2 Related Work

There has been previous work on establishing fairness in
machine learning algorithms. Machine learning models
on a crowd sourced platform exhibit bias and the crit-
ical need for fairness in machine learning applications
has been verified [4]. Many top-rated predictive mod-
els from Kaggle4 are biased inadvertently by optimiza-
tion techniques [4]. This supports the motive of this re-
search based on fairness. Furthermore, another relevant
topic is fairness cost. Some of the trade-offs associated
with incorporating fairness into machine learning mod-
els includes compromising on other critical performance
metrics [17]. This highlights the complexity of bias in
machine learning and the need to explore data features to
mitigate it.

Moreover, related work on dynamic monitoring fairness
shows that embedding fairness directly into the code and
using runtime monitoring can significantly reduce bi-
ases in automated decision-making [1]. Also, studies
about the long-term effects of fairness criteria in machine
learning used a similar one-step feedback model to un-
derstand how these criteria impact the well-being of dis-
advantaged groups over time [11]. The findings revealed
that while fairness constraints are intended to protect vul-
nerable groups, they can sometimes lead to unintended
negative consequences, especially when applied without
careful consideration of temporal effects and measure-
ment accuracy [11]. Furthermore, simulations revealed
that static fairness assessments are insufficient for under-
standing the true impacts of machine learning decisions,
highlighting the need for a nuanced approach that consid-
ers the evolving nature of policies and their interaction
with the system’s state in real-world environments [5].
A study examined dataset features and concluded that
using correlated non-private features can effectively re-
duce bias and ensure fairness in machine learning models
without the need for private attributes. [17]. Lastly, the
importance of evaluating fairness in real-time has been

2This algorithm is available on this GitLab repository .
3VeriFair is a tool implemented for probabilistic verification

of fairness properties in machine learning models.
4An online community of data scientists and machine learn-

ing engineers.

highlighted, as systems interacting with humans can de-
velop biases over time [9].

As shown in the previous paragraph, this topic has been
researched thoroughly. Our paper builds on the find-
ings of the highlighted related work. It aligns with the
highlighted trade-offs associated with incorporating fair-
ness into machine learning models [17] by examining
fairness properties dynamically. Furthermore, it follows
the method of embedding fairness directly into code [5]
by continuously monitoring data over time, and aligns
with the analysis of the long-term effects of fairness cri-
teria [11]. This proactive and dynamic monitoring ap-
proach addresses the limitations mentioned above, em-
phasizing the importance of evolving policies that inter-
act with the system’s state [5]. Finally, this research ex-
pands on the paper highlighting that incorporating fair-
ness into machine learning models can compromise other
metrics [17] by examining the impact of various dataset
features on fairness.

3 Methodology

This section outlines the methodology we employed in
our experiments to address the research question. Firstly,
each dataset was prepared for the machine learning algo-
rithm by splitting the data, one-hot encoding categorical
variables, filling missing values, and creating age ranges
including all the values. Secondly, the fairness properties
were Demographic Parity and Equal Opportunity, both
defined with mathematical inequalities from which sen-
sitivity values were calculated. Lastly, the proposed al-
gorithm received a number of iterations, based on which
the split data are divided into batches, and for each itera-
tion the sensitivity values are calculated for both fairness
properties.

3.1 Dataset Acquisition and Preparation

Our research utilizes four public datasets, all from dis-
tinct domains: criminal justice [8], healthcare [3], fi-
nance [13], and education [7] [14]. Each dataset ad-
dresses a specific societal issue: recidivism5 within
three years for criminal justice, lung cancer diagnosis
for healthcare, loan repayment for finance, and student
dropout rates for education. The machine learning algo-
rithms were trained to predict the outcome represented
by the societal issue in each dataset.

The specific features examined under the fairness proper-
ties are age, race, gender and educational level. These
features are fully present in the criminal justice dataset
and partially in the other sectors. For example, the ed-
ucation dataset includes age, gender and educational

5Recidivism is the tendency of a convicted criminal to re-
offend. The machine learning algorithm predicting recidivism
returns either low or high risk.
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level, but does not include race. This variation allows
for a comparative analysis of how each feature impacts
fairness across different domains.

The preparation of each dataset before it was input to the
machine learning model for prediction was the follow-
ing:

• Split the data into training and test sets, X and y re-
spectively, by excluding the target variable column
from X and assigning it to y.

• One-hot encode categorical variables. Transform
categorical data into a numerical format that ma-
chine learning algorithms can process. It ensured
that the categorical variables contribute appropri-
ately to the model’s predictions without introducing
unintended biases.

• Identify numerical and categorical columns.

• Fill missing values: for numerical columns, use the
mean to maintain consistency and avoid bias; for
categorical columns, use the mode to represent the
most frequent category.

• Create age ranges for all age values in the datasets.
The ranges were aimed to be roughly equal in size,
but they varied for each dataset. For example, the
age ranges for the students in the student dropout
dataset were ”17-18”, ”19-20” and ”21 or older”.

3.2 Fairness Properties and Sensitivity

In this research, the experiments continuously moni-
tor two fairness properties. The first one is a version
of Demographic Parity, commonly known as the “80%
rule,”. This rule assesses Demographic Parity by check-
ing whether the rate of a minority group is at least 80% of
the rate of a majority group. For example, in the context
of recidivism in criminal justice, this rule mandates that
the proportion of minority individuals deemed low risk
should be at least 80% of the proportion of majority in-
dividuals deemed low risk. By reusing Inequality 1, with
threshold c = 0.8 and male and female as majority and
minority groups respectively, the fairness property is:

P[low risk | gender = female]
P[low risk | gender = male]

≥ 0.8 (2)

Furthermore, the second fairness property is Equal Op-
portunity. Equal Opportunity ensures that individu-
als who qualify for a positive outcome have an equal
chance of being selected, irrespective of their demo-
graphic group. This principle is crucial in preventing
discrimination against qualified individuals based on the
features such as age, gender, etc. For instance, in the con-
text of healthcare, Equal Opportunity requires that the
probability of diagnosing lung cancer, given that an indi-
vidual actually has lung cancer, should be approximately
the same for all demographic groups. Mathematically,

this can be expressed as:

|P[diagnosed | lung cancer, age-group = A]−
P[diagnosed | lung cancer, age-group = B]| ≤ ϵ

(3)

Since it is impractical to expect two probabilities to be
exactly equal to verify fairness, the absolute difference
between the two groups is calculated and a threshold ϵ is
set as the boundary, demonstrated in Inequality 3. In this
research, we used ϵ = 0.05 for assessing Equal Opportu-
nity.

Those two properties are established as the fairness cri-
teria for the experiments of this research. The sen-
sitivity of each issue is calculated by using the ap-
propriate inequality for each property, like Inequal-
ity 2 and Inequality 3, and taking the extend of the
violation into account. For example, assume a De-
mographic Parity violation by using Inequality 2, and
P[low risk|gender = female]
P[low risk|gender = male] = 0.6. Since the inequality does

not hold, there is a violation. Moreover, the sensitiv-
ity in this case is 0.8 − 0.6 = 0.2. Accordingly, in an
Equal Opportunity violation, take Inequality 3 and as-
sume |P[diagnosed | lung cancer, age-group = A]−
P[diagnosed | lung cancer, age-group = B]| = 0.15.
With ϵ = 0.05 then Inequality 3 does not hold. In this
case, sensitivity is 0.05 − 0.15 = −0.1. The sensitivity
of each feature in Equal Opportunity is considered with
opposite signs. So in this example, sensitivity would be
estimated as −(−0.1) = 0.1. The reason for this choice
is to avoid confusion and establish a general rule for the
sensitivity in our experiments; if the sensitivity is posi-
tive, there is a fairness violation. Albeit, it is important
to note that the features’ sensitivity values between fair-
ness properties are not compared, since they come from
different inequalities with different thresholds as bound-
aries (c and ϵ). The comparison of sensitivities involves
only the same feature and fairness property, but differ-
ent sectors. For example, comparing the sensitivity of
age under Equal Opportunity in criminal justice, with the
sensitivity of age under Equal Opportunity in healthcare.

3.3 Machine Learning Model and Fairness
Assessment Implementation

This subsection addresses the main implementation of
the algorithm proposed, in addition to the machine learn-
ing model used for each dataset.

All the datasets were treated the same. For the machine
learning model, we used Logistic Regression to predict
the target variable for each dataset. Furthermore, we cre-
ated a class, LogisticModel , which is initialized with
a Logistic Regression model, the test data of the dataset,
and a number representing the iterations. The purpose of
iterations is to simulate dynamic monitoring of fairness
over time. Then, the LogisticModel class splits the test
data into batches, equal to the number of iterations. For
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each iteration, it used the Logistic Regression model to
predict one batch of the test data.

Moreover, the training and test data were separated based
on the values of each feature. For instance, if the feature
was gender, the data were divided into separate training
and test sets for male and female. Then, these datasets
were standardized to ensure uniformity in feature scales
before used by the logistic regression model for initial-
ization and fitting.

Our proposed algorithm calculates and stores the sensi-
tivity of the selected feature under both fairness prop-
erties (Demographic Parity and Equal Opportunity), on
each iteration. As the iterations progress, the algo-
rithm receives the predictions of the new batch from the
LogisticModel and adds them to the total predictions
accumulated so far. This approach ensures that, with
each iteration, the conditional probabilities used to evalu-
ate definitions like Inequality 2 and Inequality 3 are con-
tinuously updated, and new sensitivity values are stored.
Thus, the algorithm’s results include all the sensitivity
values, for each feature, from the first to the last itera-
tion.

As briefly mentioned in the introduction, this algorithm
was inspired from Verifair [2]. The initial plan was to uti-
lize that tool. However, despite the similarities between
the goals of the research paper in which it was employed
and our research, certain differences compelled us to de-
velop our own algorithm inspired by it. The main differ-
ence is that fairness properties established on Verifair are
different, something which made it difficult for adapting
it to our experiments. Also, Verifair does not use real
datasets, instead it generates samples randomly. This re-
search examines how various features influence datasets
to identify impactful patterns, unlike random data gener-
ation, which yields unreliable results.

4 Results

In this section we address the experiments of the research
and their findings. Then, we answer the two research
sub-questions by using the findings of the experiments.
There are two experiments in total, each aiming to reveal
findings for the two research sub-questions raised in the
Introduction.

4.1 Experiments

The first experiment reveals the sensitivity values of the
selected features from the criminal justice dataset. Sensi-
tivity for each feature is calculated for both Demographic
Parity and Equal Opportunity, as described in subsection
3.2.

The second experiment extends the sensitivity analysis

of the features in the other datasets: healthcare, finance,
and education. Again, the sensitivity of each feature in
these datasets is calculated twice , one for each fairness
property. Lastly, the number of iterations is n = 100, and
the threshold values for the boundaries of Demographic
Parity and Equal Opportunity are c = 0.8 and ϵ = 0.05
respectively.

Experiment 1: Sensitivity of Features in the
Criminal Justice dataset

In this experiment, we evaluated the sensitivity of four
selected features: race, age, gender, and educational
level. Recall that the criminal justice dataset used in
this study focused on predicting recidivism within three
years. The results for Demographic Parity are depicted
in Figure 1. Each subplot in the figure represents the
sensitivity values in 100 iterations for different pairs of
minority and majority groups. All pairs in Demographic
Parity graphs, have the minority group first and the ma-
jority group second. For example, in the top right subplot
of Figure 1, the only pair examined is white vs black.
As explained, white is the minority group and black is
the majority group. This means that there are more rows
in the dataset where race = black than race = white.
Furthermore, take the bottom left subplot of Figure 1,
which demonstrates the sensitivity values of age. This
feature has three different pairs being examined. As we
observe, the pair 43 or older vs 18 to 27 is the most
sensitive with its value converging just over 0.2 after the
last iteration. In order to evaluate these findings, and an-
swer the posed research question, we must have one sen-
sitivity value per subplot below. Thus, in cases where
multiple pairs are examined, such as age, the pair with
the highest sensitivity is chosen as the representative.
Lastly, from each subplot we choose the sensitivity of
the last iteration. This approach is chosen because each
sensitivity value in the iteration accounts for the preced-
ing iterations. Therefore, using the last value is more
meaningful than using the mean, as it represents all the
data and previous iterations.

Furthermore, the results for Equal Opportunity are de-
picted in Figure 2. Similarly with Demographic Parity,
each subplot in the figure represents the sensitivity of the
possible pairs between the values of each feature over
100 iterations. The difference between Figure 1 and Fig-
ure 2 is the fairness properties defined by Inequality 2
and Inequality 3. Observing once more one of the sub-
plots, the bottom right one is demonstrating the three dif-
ferent pairs of educational level. In this case, the repre-
sentative pair chosen is college vs hs diploma since it
ends up with the highest sensitivity among the rest, ap-
proximately 0.15
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Figure 1: Demographic Parity - Features in the criminal jus-
tice. Top left is race, top right is gender, bottom left is age
and bottom right is education level. Each line in the subplots
represents the sensitivity values over the iterations for each pair.

Figure 2: Equal Opportunity - Features in the criminal justice
dataset. Top left is race, top right is gender, bottom left is age
and bottom right is education level. Each line in the subplots
represents the sensitivity values over the iterations for each pair.

Experiment 2: Sensitivity of Features in the other
datasets

The second experiment extended the sensitivity analy-
sis to healthcare, finance, and education datasets. The
same features (age, gender, and educational level)
were evaluated, with sensitivity calculated for both fair-
ness properties in 100 iterations. To recall the objective
of each dataset: the healthcare dataset aimed to predict
whether a person has lung cancer, the finance dataset
focused on predicting whether an individual will repay
their loan, and the education dataset aimed to determine
whether a student will drop out or not. This experiment
holds a crucial position in our research. It can help iden-
tify patterns in the features across the datasets. All the
graphs are included in Appendices B to D, from Figure
8 to Figure 13. The detailed results are analysed in the
next subsections.

4.2 Which data features are the most sensitive
when monitoring fairness properties on
criminal data?

To address which data features are the most sensitive
under the criminal justice sector, we evaluate the final
sensitivity of the feature pairs in the 100 iterations. Re-
call that, for both fairness properties, if the sensitivity is
above zero, then there is a fairness violation. Table 1
demonstrates the final sensitivity of each feature for De-
mographic Parity and Equal Opportunity from the sub-
plots of Figure 1 and Figure 2. As explained, the sensi-
tivity of age in the criminal dataset is 0.2467 for Demo-
graphic Parity and 0.2379 for Equal Opportunity, since
the those are the highest final sensitivity values among
all pairs.

Feature Demographic Parity Equal Opportunity
Pair Sensitivity Pair Sensitivity

Race white
vs
black

-0.1346 black
vs
white

-0.0289

Gender female
vs
male

0.0987 male
vs
female

0.1441

Age
18 to
27 vs
28 to
42

-0.4259 18 to
27 vs
28 to
42

0.0693

43 or
older
vs 18
to 27

0.2467 18 to
27 vs
43 or
older

0.2379

43 or
older
vs 28
to 42

0.1217 28 to
42 vs
43 or
older

0.1186

Education
Level

college
vs less
than hs

0.1794 college
vs less
than hs

0.1478

college
vs hs
diploma

0.1730 college
vs hs
diploma

0.1520

less
than hs
vs hs
diploma

-0.2103 less
than hs
vs hs
diploma

-0.0458

Table 1: Criminal Justice - Sensitivities for each feature pair
for both fairness properties

To directly answer the first research sub-question, we
compare the representative sensitivity values of each fea-
ture from Table 1. The results are illustrated in a fea-
ture ranking, in Figure 3. For Demographic Parity,
age emerges as the most sensitive feature, followed by
education level, gender,and finally race. Similarly, for
Equal Opportunity, age remains the most sensitive fea-
ture, followed by gender, education level, and race in
the same order. This consistent ranking of features by
sensitivity across both fairness properties suggests that
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these features play a significant role and indicate an in-
herent bias within the dataset. Moreover, the only feature
that satisfies the fairness properties is race. All of the
rest features violate both fairness properties, since their
sensitivity values are positive.

Figure 3: Feature rankings for Demographic Parity and Equal
Opportunity in Criminal Justice.

4.3 How do these features perform when
monitoring the same fairness properties on
data from healthcare, finance and
education?

Similarly with subsection 4.2, Table 2 demonstrates the
final sensitivity of each feature across healthcare, fi-
nance, and education. For each feature, the highest sen-
sitivity value is highlighted in bold. It should be noted
that when comparing to other sectors, some features are
not included. For example, education level is only ex-
amined in Finance. To the extend of this issue, race is
not examined in any of the other sectors. This problem
is thoroughly discussed in section 6, Limitations.

To evaluate the meaning of those numbers, we refer to the
feature rankings across all sectors. Figure 4 and Figure 5
demonstrate the feature rankings of Demographic Parity
and Equal Opportunity respectively. To begin with De-
mographic Parity, in healthcare, gender is the most sen-
sitive feature, followed by age. However, both of them
have a negative sensitivity, which means that there are
no fairness violations. Education has the opposite fea-
ture ranking of healthcare, so age is the most sensitive
with gender following with a major difference in sen-
sitivity. In this sector though, in age there is a fairness
violation of 0.4921. Lastly, in Finance, the ranking of the
features includes age as the most sensitive, followed by
education level and gender. However, the whole sector
of Finance in Demographic Parity does not include any
fairness violation, which means that the fairness property
is satisfied across all features, and thus no bias might be
inherited in the algorithm. Last but not least, comparing

these three sectors with the criminal one, we observe cer-
tain facts. Even though healthcare, education and finance
have only negative sensitivity values with only one ex-
ception (age in education), the most sensitive feature has
remained the same in almost all sectors (except health-
care), for Demographic Parity, and that is age.

Figure 4: Demographic Parity - Feature rankings across all sec-
tors.

Focusing accordingly in Equal Opportunity, the results
are depicted in Figure 5. In healthcare, age is the most
sensitive feature, and second comes gender with a ma-
jor difference in sensitivity. In education, we observe
once more that age is the most sensitive feature, and
then again gender comes next, this time with a smaller
difference in sensitivity. Lastly in finance, we notice the
only case where gender is the most sensitive feature, fol-
lowed by age and education level. For Equal Opportu-
nity, each feature except from race violates the fairness
property across all sectors. Again, age is the most sensi-
tive feature in almost all sectors (except finance).

Figure 5: Equal Opportunity - Feature rankings across all sec-
tors.

The overall conclusion from the experiment’s findings
can be drawn from the feature rankings. There is some
evidence suggesting that age has higher impact than the
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Sector Feature Demographic Parity Equal Opportunity
Pair Sensitivity Pair Sensitivity

Healthcare

Gender female vs male -0.2000 male vs female 0.0167

Age

21 to 57 vs 63 to 69 -0.3111 21 to 57 vs 58 to 62 -0.0083
58 to 62 vs 63 to 69 -0.3667 21 to 57 vs 63 to 69 -0.0500

70 or older vs 21 to 57 -0.4353 21 to 57 vs 70 or older 0.2357
70 or older vs 58 to 62 -0.3667 58 to 62 vs 63 to 69 -0.0083
70 or older vs 63 to 69 -0.5125 58 to 62 vs 70 or older 0.1881

63 to 69 vs 70 or older 0.1881

Education

Gender male vs female -1.5357 male vs female 0.2380

Age
17 to 18 vs 19 to 20 0.1109 17 to 18 vs 19 to 20 0.0181

17 to 18 vs 21 or older 0.4921 17 to 18 vs 21 or older 0.3067
19 to 20 vs 21 or older 0.3531 19 to 20 vs 21 or older 0.2386

Finance

Gender female vs male -0.4222 male vs female 0.1167

Age
18 to 28 vs 29 to 39 -0.0182 18 to 28 vs 29 to 39 0.0879

40 or older vs 18 to 28 -0.4500 18 to 28 vs 40 or older 0.0929
40 or older vs 29 to 39 -0.2000 29 to 39 vs 40 or older -0.0500

Education
Level

hs or below vs college -0.1348 hs or below vs bachelor or above 0.0864
bachelor or above vs hs or below -0.2588 hs or below vs college 0.0294

bachelor or above vs college -0.2000 college vs bachelor or above -0.0500

Table 2: Sensitivities for Each Feature Pair Under Demographic Parity and Equal Opportunity in Healthcare, Education, and
Finance.

other features.

5 Evaluation

In this section we evaluate the findings from section 4
and examine whether there is a statistical significance,
between the different sensitivities across sectors for each
feature. By using a Mann-Whitney U Test, we ultimately
reveal that the differences in sensitivity values are not
statistically significant.

The rationale for using Mann-Whitney U Test is based
on the context of this research. Firstly, Mann-Whitney
U Test is a non-parametric statistical test to compare dif-
ferences between two independent groups on an ordinal
outcome [10]. Non-parametric statistical test is ideal for
this research because it does not assume a normal dis-
tribution of the data. In our case, the data were at most
four sensitivity values per feature, one for each dataset
that was utilized. Thus, with only four values we nei-
ther tested normal distribution nor assumed it, since the
results would be misleading and unreliable. So, statis-
tical tests like t-test or ANOVA were not considered,
since they are parametric and assume normal distribu-
tion of the data. Furthermore, Mann-Whitney U Test can
be used with ordinal data6 [16] which completely aligns
with the feature rankings used in subsections 4.2 and 4.3.
Lastly, it is suitable for small sample sizes [15].

To statistically test the patterns revealed from the feature
rankings, we initially set a null and an alternative hypoth-
esis:

6Data that can be ranked.

• Null Hypothesis (H0): The sensitivity of data fea-
tures (age, gender, educational level) when mon-
itoring fairness properties does not significantly dif-
fer across sectors.

• Alternative Hypothesis (H1): The sensitivity of
data features (age, gender, educational level) when
monitoring fairness properties significantly differs
across sectors.

Then, we collected the sensitivity values of each fea-
ture from Figure 3, Figure 4 and Figure 5. Once more,
this was done for both fairness properties separately.
For example, for gender, the sensitivity values collected
were 0.0987, −0.200, −1.5357 and −0.4222 for Demo-
graphic Parity. Additionally, for Equal Opportunity, the
collected sensitivity values were 0.1441, 0.0167, 0.2380
and 0.1167. These values can be found highlighted in
Table 1 and Table 2.

After collecting all the sensitivity values for all features
in both fairness properties, we used the Mann-Whitney
U Test to calculate the u stat and p value of all possible
feature pairs. The u stat is a statistic which represents
the number of times a value from one group precedes a
value from another group in the ranked data. The u stat
ranges from 0 to n1 ∗ n2 where n1 and n2 are the sam-
ple sizes of the two groups respectively. A u stat value
near 0 suggests a large difference between the groups,
while a value near the maximum value suggests little to
no difference. The p value indicates the probability of
observing the test results under the null hypothesis. As
typically used, the significance level was set to 5%. Thus,
if p was less than 0.05 then the null hypothesis H0 could
be rejected. The results of the Mann-Whitney U Test are
demonstrated in Table 3.
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Feature
Pair

Demographic Parity Equal Opportunity

u-stat p-value u-stat p-value
Age &
Gender

13.0 0.20 11.0 0.49

Age &
Edu-
cation
Level

5.0 0.80 7.0 0.26

Gender
& Ed-
ucation
Level

1.0 0.26 4.0 1.00

Table 3: Statistical test - Mann Whitney U Test between all the
feature pairs.

The results of the Mann-Whitney U Test for Demo-
graphic Parity reveal that the sensitivity values of age,
gender, and educational level do not significantly dif-
fer across the sectors. Specifically, the u stat of 13.0
and p value of 0.20 for Age & Gender suggest a medium
level of overlap in the ranks of sensitivities, indicating no
statistically significant difference. Similarly, for Age &
Education Level, the u stat of 5.0 and p value of 0.80
show a higher degree of overlap, reaffirming the lack of
significant difference. For Gender & Education Level,
the u stat of 1.0 and p value of 0.26 indicate the great-
est overlap among the pairs, further supporting the null
hypothesis H0. Therefore, for Demographic Parity, we
conclude that the differences in sensitivity values of these
features across sectors are not statistically significant.

The analysis for Equal Opportunity also supports the null
hypothesis H0 that there is no significant difference in
the sensitivity values of age, gender, and educational
level across the different sectors. The u stat of 11.0 and
p value of 0.49 for Age & Gender indicate a medium
overlap in ranks, suggesting no significant difference in
sensitivities. For Age & Education Level, the u stat
of 7.0 and p value of 0.26 reflect a substantial overlap,
further indicating no significant difference. Lastly, the
u stat of 4.0 and p value of 1.00 for Gender & Education
Level show a high degree of overlap, reaffirming the ab-
sence of significant differences. Thus, for Equal Oppor-
tunity, we also conclude that the observed differences in
sensitivity values across sectors are not statistically sig-
nificant, indicating that the sensitivities of these features
are consistent across the various domains studied.

6 Limitations

This section refers to the main limitations we faced dur-
ing the research. Those were the datasets, which played
a vast role in this paper, and the limited values of certain
features within those datasets.

To begin with the datasets, they were the biggest limita-

tion of this research. As one can observe, feature race
was not examined in any dataset other than the criminal
justice. The reason was due to the lack of real-world
datasets including all the needed features and the col-
umn with a societal issue (like recidivism, lung cancer
diagnosis, etc.) together. Most datasets included ei-
ther a societal issue with limited features, for example
only gender, or a plethora of features but without a so-
cietal issue to be combined with a machine learning al-
gorithm and a fairness property. This was the reason that
education level was also not examined in the healthcare
and education sectors as well.

Moreover, another limitation was that within the chosen
datasets, certain feature values were unbalanced. For ex-
ample, in the finance sector, under the feature gender,
there are two values: male and female. However, the
male rows are equal to 423 while the female rows are
equal to 77. This caused problems on monitoring fairness
over time and for certain models splitting the data into
batches for the LogisticModel became problematic.

7 Conclusions and Future Work

This research analyzed the sensitivity of data features un-
der fairness properties in machine learning algorithms
across multiple sectors. By dynamically monitoring
these properties, it was found that age emerged as the
most sensitive feature in almost all sectors, underscor-
ing its significant impact on fairness. Gender and
educational level also showed considerable sensitivity,
though to a lesser extent. The consistent ranking of these
features across sectors highlights their importance when
striving for fairness in machine learning models. How-
ever, statistical analysis revealed that the differences in
sensitivity values across sectors were not statistically sig-
nificant, suggesting that while there may be observable
patterns, they are not strong enough to be deemed con-
clusive. These insights contribute to a better understand-
ing of how different features influence fairness, provid-
ing a foundation for considering them when setting fair-
ness properties, while also emphasizing the need for fur-
ther investigation to confirm these patterns.

Future research should address the limitations encoun-
tered in this study, particularly the availability and com-
pleteness of datasets. Expanding the scope to include
a more diverse range of datasets and features, such as
incorporating race in sectors beyond criminal justice,
would provide a more comprehensive analysis. An-
other potential direction is the application of real-time
fairness interventions based on continuous monitoring,
which could dynamically adjust the algorithm to mitigate
bias as it arises. Lastly, investigating the impact of fea-
ture interactions on fairness and considering it in fairness
properties could be useful for advancing this field.
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8 Responsible Research

In this section, we reflect on the ethical aspects of this
research, and discuss the reproducibility of the proposed
algorithm.

8.1 Resources

The resources used for this research are the datasets from
the different sectors, which all are publicly available [14]
[7] [3] [6] [13]. The algorithm was inspired from Veri-
fair [2], which is publicly available as well. The datasets
were not intentionally modified to influence the results.
Standard pre-processing procedures, such as filling miss-
ing values with the column’s mean, were applied. All
pre-processing steps have been reported in subsection
3.1.

Furthermore, ChatGPT from OpenAI was employed to
enhance the stylistic elements of this paper and to per-
form simple tasks within the code, such as writing com-
ments, without contributing to problem-solving.

8.2 Reproducibility

The repository of this research is publicly available on
GitLab7. The reproducibility of our research is ensured
through the use of publicly available datasets and a clear
description of the proposed algorithm. The preprocess-
ing steps, fairness properties, and sensitivity calculations
are explicitly outlined in section 3, allowing other re-
searchers to replicate our experiments. All datasets are
included in the data folder of the repository on GitLab,
ensuring easy access for verification and further studies.

To further support reproducibility, the repository on Git-
Lab includes a README file that specifies all depen-
dencies and provides step-by-step instructions to repro-
duce the results. This documentation ensures that other
researchers can set up their environment correctly and
replicate the findings of this study without ambiguity.
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A Results in Criminal Justice

The graphs demonstrating the sensitivity values of each
feature. There are two main subsections, one for each
fairness property.

A.1 Demographic Parity

The graphs demonstrating the sensitivity values of each
feature in Demographic Parity.

Figure 6: Monitoring Demographic Parity on features from
the criminal justice dataset. At the top left is Race, top right
is Gender, bottom left is Age and bottom right is Education
Level. Each line in the subplots represents the sensitivity values
over the iterations for different pairs of minority and majority
groups.

A.2 Equal Opportunity

The graphs demonstrating the sensitivity values of each
feature in Equal Opportunity.

Figure 7: Monitoring Equal Opportunity on features from the
criminal justice dataset. At the top left is Race, top right is
Gender, bottom left is Age and bottom right is Education Level.
Each line in the subplots represents the sensitivity values over
the iterations for different pairs in the group.

B Results in Healthcare

The graphs demonstrating the sensitivity values of each
feature. There are two main subsections, one for each
fairness property.

B.1 Demographic Parity

The graphs demonstrating the sensitivity values of each
feature in Demographic Parity.

Figure 8: Monitoring Demographic Parity on features from the
healthcare dataset. On the left is Gender, and on the right is
Age. Each line in the subplots represents the sensitivity values
over the iterations for different pairs of minority and majority
groups.

B.2 Equal Opportunity

The graphs demonstrating the sensitivity values of each
feature in Equal Opportunity.
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Figure 9: Monitoring Equal Opportunity on features from the
healthcare dataset. On the left is Gender, and on the right is
Age. Each line in the subplots represents the sensitivity values
over the iterations for different pairs in the group.

C Results in Education

The graphs demonstrating the sensitivity values of each
feature. There are two main subsections, one for each
fairness property.

C.1 Demographic Parity

The graphs demonstrating the sensitivity values of each
feature in Demographic Parity.

Figure 10: Monitoring Demographic Parity on features from
the education dataset. On the left is Gender, and on the right is
Age. Each line in the subplots represents the sensitivity values
over the iterations for different pairs of minority and majority
groups.

C.2 Equal Opportunity

The graphs demonstrating the sensitivity values of each
feature in Equal Opportunity.

Figure 11: Monitoring Equal Opportunity on features from the
education dataset. On the left is Gender, and on the right is
Age. Each line in the subplots represents the sensitivity values
over the iterations for different pairs in the group.

D Results in Finance

The graphs demonstrating the sensitivity values of each
feature. There are two main subsections, one for each
fairness property.

D.1 Demographic Parity

The graphs demonstrating the sensitivity values of each
feature in Demographic Parity.

Figure 12: Monitoring Demographic Parity on features from
the finance dataset. At the top left is Gender, top right is Age,
and at the bottom left is Education Level. Each line in the sub-
plots represents the sensitivity values over the iterations for dif-
ferent pairs of minority and majority groups.

D.2 Equal Opportunity

The graphs demonstrating the sensitivity values of each
feature in Equal Opportunity.
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Figure 13: Monitoring Equal Opportunity on features from the
finance dataset. At the top left is Gender, top right is Age, and
at the bottom left is Education Level. Each line in the subplots
represents the sensitivity values over the iterations for different
pairs in the group.
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