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Abstract— In electron optics, the design of electron lens 

systems is still a challenge. To optimize such systems, the 

objective function which should be calculated, depends on the 

electric potential distribution in the space created by the lenses. 

To obtain the electric potential, the existing methods are 

generally based on some mathematical techniques which need to 

mesh the space of the lens system and derive the electric 

potential at all mesh points. Hence, calculation of the objective 

function for such systems are computationally expensive. 

Therefore, applying a fully automatic optimization routine has 

not yet been feasible, especially for lens systems with many free 

variables. Hence, the study of objective-function landscape of 

such problems has not yet been performed. 

One of the questions of interest for optical designers, that has 

not been studied in the literature, is whether this problem can 

be solved by a local optimizer or is it necessary to apply a global 

optimizer. Recently we succeeded in implementing a method 

(based on a so-called SOEM (Second Order Electrode Method) 

technique) which calculates the electric potential in a fast and 

reasonably accurate way. In this paper, that method, is 

implemented to perform the study of local versus global 

optimization for electron lens design. The global optimization 

method here is performed by GA (Genetic Algorithm). The 

objective function is taken to be the probe size of the electron 

beams at the image plane.  

The results of our study show that the objective function of 

this problem has many local minima and the optimization of 

such problems cannot be handled by a local optimizer. GA is 

shown to perform well by overcoming these multiple-local 

minima to arrive at a global minima.  

Keywords—Electron Lens Design, Global Optimization, Local 

Optimization, Genetic Algorithms, SOEM (Second Order 

Electrode Method) 

I. INTRODUCTION

Optimization of multi electrode lens systems, is still a 
challenging task for electron-optical designers. The challenge 
is due to the fact that the objective function for such problems 
(i.e. spot size) cannot be analytically formulated. The existing 
methods that numerically calculate the objective function, are 
based on  methods such as finite element method, boundary 
element method, or finite difference method that all need to 
mesh the space of electrode lens systems. Calculation of 
optical parameters on all these mesh points is then needed to 
derive the objective function for each system. Using such 
calculation intensive methods in an optimization routine 
significantly increases the optimization time. It causes running 
a fully-automatic optimization routine  to be not easily 
feasible, especially when many free parameters are involved. 

Due to the problem mentioned above, to our knowledge, 
there is not yet a fully automated optimization routine which 

can handle the optimization of a multi electrode lens system, 
having all its geometry and voltages as free parameters. 
Therefore, studying the objective function landscape of such 
problems, even the question of whether the optimization of 
multi-electrode lens systems are a global or local optimization 
problem,  have still not been performed and answered in the 
literature. This topic is of interest to electron optical designers 
and can be very useful in speeding up the optimization process 
in electron lens design.  

Recently we have introduced and implemented 
successfully a fast method to calculate the electric potential 
(hereafter we call it potential), and therefore the objective 
function, in electron-lens design problems [1] (based on a so-
called Second Order Electrode Method (SOEM) method, first 
proposed by Adriaanse and Barth in 1989 [2-4]). Once we had 
developed such an automated and fast routine, we decided to 
use that to perform the above mentioned study on the electron 
lens design. The main intention of this work is to investigate 
the objective function landscape of a multi-electrode lens 
design system, and whether or not it has many local minima, 
and if this problem can be handled by a local optimizer or not. 

The objective function (spot size) calculated by SOEM has 
some deviation from its precise value [5], which could be 
derived using Finite Element Method (FEM),  however, it is 
shown in our previous work [1], that the trend of decrement of 
spot size that resulted from optimization based on SOEM is 
almost the same as the one calculated accurately based on 
FEM (using COMSOL Multi-physics  software, version 5.3a). 
The formulation of objective function calculation (derivation 
of spot size from the potential) in SOEM, mathematically, is 
also similar to the one calculated by FEM. The main intention 
of this work was not to run the optimization to  accurately 
ascertain the best optimized system, but simply to study the 
local versus global optimization, so this can be performed by 
the fast, approximate SOEM method. Therefore, all 
optimization for this study is performed based on SOEM. 
Genetic Algorithm (GA) [6] is used as a global optimizer to 
make this study. 

This optimization problem also has a constraint. In order 
to apply the constraint two approaches are taken. The outcome 
of these approaches are also analyzed and illustrated in this 
paper. 

The paper is structured as follows. In section II, 
Optimization parameters, namely objective function, free 
variables, bounds and constraints for multi-electrode lens 
optimization problems, are described. Implementation of local 
and global optimization in MATLAB (Matrix Laboratory, 
version r2016 b), as well as constraint implementation are 
addressed in section III. study of local versus global 
optimization is described and analyzed in section IV. Section 
V contains the conclusion of this study. 
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II. OPTIMIZATION PARAMETERS  

A. Objective Function 

In electron-optical imaging systems, the main application 
of electrode lenses is bending and focusing a bunch of electron 
beams by electric fields for the purpose of image formation. 
The higher the resolution of the image, the better the 
electrode-lens system. To achieve an image with higher 
resolution, a so-called optical parameter of “spot size” (the 
cross section area of a bunch of electron beams passing 
through the system, at the image plane), should be minimized. 
Thereby, this optimization problem is to obtain the system 
with the smallest spot size at the image side. So, the spot size 
(at the image side) is taken as the objective function. 

The spot size, assuming the lens only suffers from third 
order axial aberrations such as chromatic and spherical 
aberrations and that the source image contribution is 
negligible, can be estimated as [7]: 

 𝐷𝑠
2 = (0.18 𝐶𝑠  𝛼3 )2 +  (0.6 𝐶𝑐  𝛼 

𝛥𝑈

𝑈
)2 

where, 𝐷𝑠 stands for spot size, 𝐶𝑠 and 𝐶𝑐 are spherical and 
chromatic aberration coefficients, respectively. This 
estimation is presumed to be valid for our case-study. α is the 
half opening angle of the beam (chosen to be 10 milliradian in 
this case-study), ΔU is the energy spread of the electron source 
(taken as 1eV) and U is the acceleration energy (equal to the 
potential at the image plane = 1kV), these values are typical 
for low voltage electron beam systems.  

To get the spot size (𝐷𝑠) at the image side, all parameters 
mentioned in equation (1) should be calculated at the image 
side. Here, first 𝐶𝑠  and 𝐶𝑐  are calculated at the object side, 
then using the magnification (M), they are converted to their 
correspondent values at the image side.  

𝐶𝑐 and 𝐶𝑠 at the object side, can be calculated as a function 
of axial potential (ø), its first and second derivatives (ø' and 
ø''),  and the imaging principle ray of  𝑟𝑎 (𝑧)  starting on-axis, 
from the object side, with a slope of 1 as [8]:  
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where ø0 refers to the potential at the object side.  

The above mentioned principle ray ( 𝑟𝑎 (𝑧) ) is derived by 
ray tracing numerically, using the equation of motion of 
electrons, in the paraxial approximation [8]: 

1+ɛ
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The spot size at the image side is calculated by inserting 
Cs and Cc at the image side into equation 1. From now on, 
where the spot size is mentioned, it means the spot size at the 
image side.  

Spot size, as shown above, can be derived from the axial 
potential and its derivatives. For multi electrode lenses, with 
many free parameters, to reach a satisfactory result, this 

function should be evaluated for thousands of systems within 
an optimization routine [1]. As the potential calculation part is 
the most time-consuming part of the objective function 
evaluation, a fast method of potential calculation for this study 
is needed. Therefore, SOEM has been applied for the potential 
calculation part of this research.  

B. Free Variables and Bounds   

To explain the optimization parameters such as free 
variables, bounds and constraints for multi-electrode lens 
systems more specifically, an example of a system of multi-
electrode lenses with 6 lenses is taken as the case-study. This 
choice was made arbitrarily, simply as an example which has 
enough complexity as a type of multi-electrode lens system. 
Changing it to other numbers of electrodes is straightforward. 
A schematic of this system in 3D is shown in Fig. 1. As the 
system is rotationally symmetrical, it can be converted and 
solved as a 2D problem (Fig. 2).  

 

Fig. 1. Schematic of the rotationally symmetrical electrostatic lens system 

including 6 electrodes in 3D. 

Z [mm]0

𝑇1  

𝑒−
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Fig. 2. Schematic of the rotationally symmetrical electrostatic lens system 

including 6 electrodes in 2D. 𝑇𝑖, 𝑅𝑖 ,  and 𝑉𝑖 ,  correspond to thicknesses, radii 

and voltages at each electrode, 𝐺𝑖 , are gaps between two sequential 

electrodes. 

C. Constraints 

     The constraint is related to the image position. It is aimed 

to get the image at a fixed position 𝑋𝑐. For our case-study, 

this distance is taken to be 3.5 mm from the entrance plane of 

the first electrode (shown in Fig. 3). A deviation up to a few 

micrometer (~ 3 µm) is acceptable in our case-study. 

Therefore the constraint is determined as:  

 3.48 𝑚𝑚 < 𝑋𝑐 < 3.52 𝑚𝑚 

III. IMPLEMENTAION IN MATLAB 

A. Applying Global and Local Optimizers 

Having defined the optimization parameters, a global and 
local optimizer can now be implemented. Genetic Algorithm 
(GA) and a so–called “fmincon” local optimizer, in 
MATLAB, are used as the global and local optimizer, 
respectively. The choice of using GA as a global optimizer 
was based on our experience of its successful performance on 
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optical lens system design [9] and recently in electron lens 
system design [1]. There are different optimizer solvers which 
can be implemented as the local optimizer in MATLAB. Our 
optimization problem is a nonlinear problem. In MATLAB, 
“fmincon” is offered as a suitable optimizer for such a 
problem. This optimizer does not guarantee to find the global 
minima, but does guarantee to arrive at the local minima of the 
objective function-landscape’s valleys, dependent on the point 
where it is initiated. Therefore, this optimizer is used as a local 
optimizer for this case-study.  

B. Constraint Implementation  

Generally, an optimization program can be divided into 
two major parts.  The function which generates systems (here 
we call it “Optimization function” and in this work this is 
performed by GA or “fmincon”), and the “objective function 
calculation” part. An optimization program with constraints 
includes the third additional part; the “constraint evaluation” 
function.  

The “Optimization function” part generates systems 
starting with those randomly created in GA, whereas in 
“fmincom” it starts from an initially given system. Afterwards 
the process continues in GA by generating the new systems 
using GA parameters such as crossover, mutation, population, 
generation, etc. and ends based on its stopping criteria (that 
can be determined as the maximum number of generation, 
execution time, value of the objective function). In “fmincon” 
this process is performed based on the objective functions` 
gradient, controlled by several limiting parameters such as 
iterations, tolerance, etc. The boundaries  of the problem 
(maximum and minimum ranges of the geometry and voltages 
of the systems) should also be determined in this part.  

Based on our previous experience of using GA in 
optimization of such systems having constraints [1], also 
considering the fact that the intention of this investigation was 
not to get the best optimized system, but to achieve some 
results out of GA which can be used as comparison between a 
global and a local optimizer,  the GA parameters are chosen to 
be: population = 50 and maximum generation = 100. 
Crossover and Mutation are selected to be 
'crossoverarithmetic' and  'mutationadaptfeasible', 
respectively. Elitism is taken to be 1. 

In a standard way, for the optimization routine with 
constraints, the generated systems are then imported to the 
second part, i.e. “constraint evaluation”, to check whether or 
not the constraints are satisfied. The third part, the “objective 
function calculation”, calculates and evaluates the objective 
function (spot size) for the systems which had already satisfied 
the constraints.  

However, due to the nature of gradient-based  “fmincon” 
and the possibility of having a non-smooth objective function, 
in order to ensure the constraints be well-satisfied, the 
constraints are applied within the objective evaluation part and 
not by implementing the constraint function as a separate 
function in MATLAB. To have both GA and “fmincon” run 
in a similar fashion, for the sake of having fair comparison, 
this strategy is applied to both. This approach is presented 
below, and schematically shown in Fig. 3. 

 

Fig. 3.  Schematic of the optimization routine, when the constraints are 
brought inside the body of objective function evaluation code. 

After the first part (“optimization function”) generates the 
system/systems, they are evaluated for the constraint. If the 
constraint is not satisfied, a high constant value is assigned to 
the objective function, and the function ends, otherwise, it 
continues to calculate the real image plane position. 
Therefore, the systems which do not satisfy the constraint 
automatically would have a very small chance of being chosen 
as the parents to bring to the next generations for breeding the 
offspring in GA, or to be among the next selected systems in 
“fmincon”. 

To choose the high constant value, it should be noted that 
this value should be high enough that it exceeds the real 
feasible values for the systems which are within the 
constraints. Otherwise, these systems could enter the selection 
process by their non-real low objective function values.  

As the spot size for the systems in which their image plane 
is within the ranges of 3.48 𝑚𝑚 ≤ 𝑋𝑐 ≤  3.52 mm, mostly is 
below  40 nm, taking a value of 100 can be a proper value. 
Therefore, this approach (here called approach A) is applied 
by assigning a constant value of 100 as the objective function 
value for systems which are not within the constraints: 

Approach A: 

If 3.48 𝑚𝑚 ≤ 𝑋𝑐 ≤  3.52 mm ∶ Spot size = its real value                

If 𝑋𝑐 >  3.52 mm ∶  Spot size =  100   

If 𝑋𝑐 < 3.48 𝑚𝑚 ∶  Spot size =  100                                  

However, by this approach, all systems which are not 
within the ranges of the constraint, no matter how far they are 
out of the range, get a similar value of 100. It sounds more 
efficient to give a high value that depends on the distance of 
them from the border of the constraint. The spot size based on 
this approach, considering the value of maximum feasible spot 
size (i.e. = 40), is formulated as:  

Approach B: 

3.48 𝑚𝑚 ≤ 𝑋𝑐 ≤  3.52 mm        :  Spot size = real value  

If 𝑋𝑐 >  3.52 mm :  Spot size = 50 ∗ (𝑋𝑐 − 3.52 + 1) 

If 𝑋𝑐 < 3.48 𝑚𝑚 :   Spot size = 50 ∗ (3.48 − 𝑋𝑐 + 1) 

Choosing this format of formulation and taking value of 1 
to the offset, and 50 for multiplication factor was arbitrary, 
simply to ensure that it takes a value above 40. Taking other 
values may speed up the optimization further and can be 
played with. However, for now this format and value, was 
working properly and efficient enough for this study.  
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        To take the more efficient constraint implementation 
approach, these two methods (i.e. approach A and B) are  
tested and compared. As this comparison is performed only to 
select the better constraint implementation approach for the 
rest of the study, therefore, it was sufficient to apply only one 
of the optimization methods. GA is implemented for this 
search. Since GA, as a global optimizer, is assumed to cover 
systems having more variety with larger differences in their 
objective function values, it is better for such an evaluation 
and data analysis. The results of this comparison are discussed 
in the following section. 

C. Comparison of two approaches on constraint 
implementation 

As GA is a semi-heuristic search optimization technique, 
the optimizations have been run for each approach (approach 
A and B) 10 times to provide statistically more reliable data. 
Each time GA is run for 5000 systems (Population=50 and 
Generation=100). As representative of the 10 runs, the plots 
for three runs are presented in Fig 4. The first row (a, b and c) 
is related to approach A, the second row (d, e and f) 
corresponds to approach B.  

 

Fig. 4.  Three runs related to implementation of two different approaches A 

and B (the first row (i.e. (a), (b) and (c)) are results of approach A, the second 

row (i.e. (d), (e) and (f)) are related to approach B). 

 

Fig. 5.  Result comparison from implementation of approach A and B (shown 

by options 2 and 1 in the figure, respectively). The plot represents the data 

related to the minimum value of the objective function which is found after 

5000 system iterations for 10 different runs. 

As can be seen at a glance from both Fig. 4 and Fig. 5, 
approach B could get better results. The minimum objective 
functions reached by approach B after 5000 iterations (shown 
by the blue columns in Fig 5) has in general, lower values 

compared to the ones from approach A (yellow columns). For 
some runs, GA could not even find a system which satisfies 
the constraint, within evaluation of 5000 systems (Fig. 4(b) or 
first and 7th column in Fig 5).  

Hence, in total, it is clear from the figure, that approach B 
could, on average, find a much better system. It can be 
concluded that, using a value depending on the distance from 
the border of the constraints (approach B) helps the 
optimization to get better results. Therefore approach B is 
taken as the constraint implementation approach for our 
problem. 

IV. LOCAL VERSUS GLOBAL OPTIMIZATION 

By selecting the constraint implementation method, now 
our study of global versus local optimization can be 
performed. To conduct this study, the following steps are 
taken. First, the optimization routine using the GA for the 
selected specific number of generations and populations is 
executed. The constraint on image plane, is applied using 
approach B. Some points which were intermediate systems 
found by GA are taken and fed to “fmincon” as the initial 
points to start with. “fmincon” is executed from each point 
until it converges to a solution. This is shown schematically in 
Fig. 6. 

 

Fig.6. Schematic of optimization implementation for combined 

“fmincon” and GA.    

The total number of systems to be evaluated with GA, is 
taken to be 5000 (population=50, generation=100).  

To analyse, the data from one of the GA runs (Fig. 4(d)) 
out of 10 previous runs is taken as a sample. Fig. 7 presents 
this sample. The top plot, includes the objective function data 
for the systems which are within the constraints, together with 
those which have not satisfied the constraints (the one in 
which their values are above 40 nm). The bottom plot shows 
the data only for those which satisfied the constraint, by 
omitting the systems which were not within constraint.  
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Fig. 7.  A run using GA with 5000 evaluated systems  (top): spot size versus 

iterations, for all systems including the ones which have not satisfied the 

constraints, (bottom): spot size versus iterations only for the systems which 

had satisfied the constraints. 

Four different intermediate points are taken from this run 
(points A, B, C and D, shown in Fig. 8), and fed to “fmincon” 
as its initial system to start with. 

 

Fig. 8.  Spot size versus iterations, for “fmincon” and GA. 

If the optimization problem is a global one, it is expected 
that “fmincon” can arrive at the same solution as GA. 
However, as can be seen, each system could be improved only 
slightly by “fmincon”and could not arrive at the last point 
which had been found by GA (Fig. 8) (point A: reached from 
10.35 nm to 8.39 nm, point B from 7.19 nm to 7.02 nm, point 
C from 5.72 nm to 5.55 nm, point D from 4.91 nm to 4.87 nm). 
It shows that this problem is a global optimization problem 

and not a local one, and there are multiple local minima in the 
objective function landscape of this problem.  

It also illustrates that GA can properly perform this 
optimization problem, by starting from randomly generated 
systems having high spot size, overcoming many local 
minima, reaching to a satisfactory result of a system with very 
small spot size. 

Moreover, looking at the last point tested by “fmincon” 
(point D in Fig. 8), it is seen that this point could also not be 
improved further by the “fmincon” than the point where GA 
converged. This shows that GA could  act by itself as a good 
local optimizer and bring the point from different valleys of 
objective functions to their local point. 

V. CONCLUSION 

In this work, an investigation on local versus global 
optimization has been performed to find out whether the 
objective function landscape of electron lens system 
optimization is either a global or a local problem. The results 
show that the search space of this problem has multiple local 
minima . For example, starting from a probe size of 10.35 nm, 
local optimizer reaches a probe size of 8.39 nm The global 
optimizer, starting from a probe size of 10.35 nm, reaches a 
probe size of 4.87 nm.  A local optimizer, therefore, is not 
sufficient to find a satisfactory result of such problems and a 
global optimizer should be used instead.  

It is also shown that a Genetic Algorithm acts as a 
powerful global optimizer, which could handle this complex 
multi-dimensional objective function problem having many 
local minima. However, a local optimizer might be used in 
addition to GA, to speed up the process of finding the global 
point. Our next plan is to study this possibility and to 
determine the best possible combination of these two 
optimizations.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                     
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