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Non-Rigid Registration Via Intelligent Adaptive
Feedback Control

Farzam Tajdari , Toon Huysmans , and Yu Song , Member, IEEE

Abstract—Preserving features or local shape characteristics of a
mesh using conventional non-rigid registration methods is always
difficult, as the preservation and deformation are competing with
each other. The challenge is to find a balance between these two
terms in the process of the registration, especially in presence of
artefacts in the mesh. We present a non-rigid Iterative Closest
Points (ICP) algorithm which addresses the challenge as a con-
trol problem. An adaptive feedback control scheme with global
asymptotic stability is derived to control the stiffness ratio for
maximum feature preservation and minimum mesh quality loss
during the registration process. A cost function is formulated with
the distance term and the stiffness term where the initial stiffness
ratio value is defined by an Adaptive Neuro-Fuzzy Inference System
(ANFIS)-based predictor regarding the source mesh and the target
mesh topology, and the distance between the correspondences.
During the registration process, the stiffness ratio of each vertex is
continuously adjusted by the intrinsic information, represented by
shape descriptors, of the surrounding surface as well as the steps in
the registration process. Besides, the estimated process-dependent
stiffness ratios are used as dynamic weights for establishing the
correspondences in each step of the registration. Experiments on
simple geometric shapes as well as 3D scanning datasets indicated
that the proposed approach outperforms current methodologies,
especially for the regions where features are not eminent and/or
there exist interferences between/among features, due to its ability
to embed the inherent properties of the surface in the process of
the mesh registration.

Index Terms—Adaptive control, global asymptotic stability,
ANFIS predictor, mesh quality, shape descriptor, non-rigid
registration.

I. INTRODUCTION

IN THE past decades, non-rigid registration is widely used
in many applications like motion and shape analysis [1], [2],
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image registration for medical purposes [3], [4], etc. Although
there are many forms of non-rigid mesh registration algorithms,
the non-rigid Iterative Closest Point (ICP) registration drew
more attention, as it is simple in the implementation with high
efficiency and effectiveness regarding different types of appli-
cations [5]. Currently, non-rigid ICP was employed in a number
of applications, e.g. statistical shape analysis [6], [7], computer
vision [8], multimedia applications [9], and 3D geometry of
human body analysis [10], [11], [12].

The non-rigid ICP registration is presented as a non-trivial and
ill-defined problem, which contains a high number of Degrees-
Of-Freedom (DOFs). Thus, preserving features of the source
surface during the registration process in the formulation of
the algorithm [13] with respect to the topology of the target
surface is always challenging. For example, creating meaning-
ful robust correspondences in each step of the iteration [14],
defining the unique time-varying stiffness level per vertex to
maximize feature preservation and minimize mesh quality loss,
and establishing the convergence regarding the suited minimum
in the process of optimization [15]. Here, the features are defined
as salient geometric characteristics [16], e.g. curvature.

Researchers utilized different approaches to tackle those chal-
lenges, i.e., utilizing landmarks (LMs) to enhance the corre-
sponding selection [17], [18], [19], [20], embedding an adaptive
template [21], adding more terms representing shape character-
istics in the cost functions [22], and using controlled point-based
transformation, e.g. generalizing the affine model from linear to
non-linear case [23] to have a more reasonable deformation.
Although the aforementioned approaches could accurately de-
termine the pattern of non-linear deformation among meshes to
be registered, the challenges are not fully addressed, mainly due
to the difficulty in balancing the desired non-rigid deformation
and the preservation of salient features across the complete
registration process.

To address the balance of several competing terms, re-
searchers developed different methods capable of simultane-
ously controlling and identifying the unknown parameters of a
system online (see, e.g., [24]), which could be integrated into the
non-rigid registration methods as a controller scheme controlling
the feature preservation and mesh quality by identifying the level
of ”stiffness per vertex”. ”Stiffness per vertex” is the stiffness
degree that a vertex has with its one-ring neighboring points.
Therefore, the challenge can be formulated as a control problem
in the scenario where the model structure is assumed known and
parameters’ values are unknown. A possible method to solve
the problem is the Model Reference Adaptive Control (MRAC),
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which is designed to exploit conventional controllers while the
controllers’ parameters are updated based on model parameters
identification. Though such methods have been widely used in
controlling robotic systems [25], [26], online identification [27],
[28], and noise filtering [29], etc. the use of MRAC in the area
of non-rigid registration, e.g., mesh registration, is rare.

This paper presents a novel globally robust approach for
estimating the level of stiffness per vertex in each iteration of the
non-rigid ICP via an intelligent MRAC framework to maximally
preserve features with minimized mesh quality loss. In fact,
here, we are addressing the establishment of a direct compro-
mise between the level of deformation and preserving features
per vertex; however, our previous work in [30] elaborates on
first introducing a nonlinear shape descriptor to distinguish
corresponding points, namely semi-curvature term, and then
establishing a framework to solve a nonlinear problem with a
linear optimizer. The method in our previous work [30] was ill
to address the optimum registration at vertex level, especially for
the missing parts of the target surface, e.g. excessive deformation
resulting in large triangles covering the missing parts and small
needle-like triangles at the edges of the missing parts. The main
scientific contributions of this paper are:
� We introduce an adaptive stiffness ratio estimator utilizing

the intrinsic information of the surface to establish the
correspondence as well as adjust the stiffness term in each
step of the non-rigid ICP registration for better preservation
of the shape properties;

� We prove that the estimator is globally asymptotically
stable through a Lyapunov function;

� We integrate a data-driven ANFIS-based method to suggest
the initial stiffness ratio values of the estimator to further
improve the effectiveness and efficiency.

II. RELATED WORK

In non-rigid ICP registrations, the relationships between sim-
ilar features on the source and the target surfaces are often used
to establish meaningful dense correspondences. Besides manual
labelling, pattern recognition techniques are also employed to
automatically specify LMs, e.g., [17], [18], [19], [20]. However,
those LMs are mostly positioned at the extrema of specific shape
descriptors which are scarcely scattered across the surface and
cannot describe the complete spectrum of the inherent properties
of the surface. To embed extra features inside the registration
algorithms, researchers investigated various inherent properties
in the selection of correspondence. An iterative registration
approach introduced in [21] combined ICP with Coherent Point
Drift (CPD) to have a more robust correspondence selection.
Recently, a Bayesian Coherent Point Drift (BCPD) method
in [31] integrated the coherent drift in the variational Bayesian
inference theory, while maintaining the rudimentary character-
istics of the CPD method. In [32], a rigid ICP registration tech-
nique was introduced, employing curvature value resemblance
to establish correspondences. However, the approach is sensitive
to noise, and the computing time is exponentially growing
regarding the number of vertices in the surfaces. Recently, a new
semi-curvature term is introduced in [30] which considerably

improved the corresponding selection accuracy. However, it was
sensitive to the border shapes of an open mesh.

Shape characteristics may disappear when the output of non-
rigid registration is very smooth, e.g. due to the inclusion of a
smoothness functional in the cost function. For preserving the
mesh quality of the surface, integrating regularization terms,
e.g. �2-norm term [33], in the structure of the cost function
helps. For example, Amberg et al. [34] presented an �2-norm
cost function integrated with a stiffness term to maintain local
mesh quality. Yang et al. [35] also used a sparse non-rigid
registration scheme through an �1-norm cost function for fea-
ture preservation. However, the constraints of the position (e.g.
adjacent piece-wise rigid deformation) were not adequately
integrated with the model to incorporate the association with
the piece-wise rigid deformation. Recently, Ayan [36] proposed
a registration methodology utilizing an energy function incor-
porating the strength of local and global geometry through an
intermediate level depiction of the point cloud. However, the
approach is sensitive to the point density areas with detailed
geometry features.

During an iterative non-rigid registration process, once the
corresponding points are defined in each iteration, the path from
the current condition of the points on the source mesh to the
corresponded points on the target mesh is very challenging as
the level of deformation to the corresponding point and level
of the mesh quality are in contrast with each other. Thus, an
optimal path should be capable to be adaptively updated in
each iteration to allow for sufficient deformation per vertex
while safeguarding the mesh quality of faces. As the solution is
feedback-based, adaptive feedback control approaches might be
a problem solver. Adaptive solutions have vast applications such
as 3D meshing [37], [38], and mesh refinement [39]; however,
there is no prior work about adaptive feedback solutions or adap-
tive control for 3D mesh registration. Instead, there are limited
research works regarding adaptive image registration. In the area
of adaptive image registration, non-rigid registration employing
Radial Basis Functions (RBFs) [40], [41], [42] are interesting
as they are meshless. In theory, knots can be located optimally
and adaptively for a deformation area to reach the acceptable
accuracy. Zhou et al. [43] proposed a RBF-based approach to
address non-correspondent point-clouds registration. Recently,
Zhang et al. [44] presented an implementation of RBF non-rigid
registration with iterative knot-placement to adaptively decrease
registration local error. However, quantitative evaluation of ac-
curacy was lacking in RBF-based methods.

III. METHODOLOGY

A. Problem Formulation

In the context of non-rigid registration, most of the available
methods try to non-rigidly align a point cloud to the other
point cloud in which this alignment accompanies deformation.
However, in those methods, the meaning of the ideal deformation
is vague and usually defined as reaching the least geometry
error with the corresponding points; however, the deformation
can destroy some features in the source mesh and/or reduce the
quality of the source mesh. The biggest challenge here is that the
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Fig. 1. Non-rigid ICP and the adaptive estimator integration diagram. The
feedback-based estimator adjusts the proper stiffness ratio per vertex, to mini-
mize the mesh quality loss, and preserve the maximum possible feature of the
source mesh.

Fig. 2. Non-rigidly registering the source surface to the target surface.

methods use similar parameter values for all the points on the
source mesh during registration, while each point in fact needs
an advanced investigation based on its condition, to set those
values. Thus, online parameter tuning for each vertex based on
the course of registration for the vertex is a key to the challenge.
To this end, a method that can optimize the degree of deformation
in order to minimize the geometry error and maximize the degree
of feature preservation is a breakthrough. In this paper, we
introduce a novel method to adjust those parameters per-vertex
online and implement it on the most simple registration method
of ICP to study the impact of our method on the quality of
registration. Instead of using the same values for the stiffness
term value, we propose an adaptive estimator for generating
proper vertex-wise stiffness values for the source surface. The
procedure is depicted in Fig. 1, and the used variables and
parameters are reported in Table I. According to the figure, in
each iteration of the optimization process in the non-rigid ICP
algorithm, the feedback-based adaptive estimator defines the
proper stiffness ratio per vertex using the geometry properties of
the source surface, namely shape descriptor value and average
of mesh quality, to maintain the highest possible deformation
with the least source surface feature loss.

B. Non-Rigid ICP Registration

During the non-rigid ICP registration, S = (V, E) as the
source surface, with n vertices in V and m edges in E , is
iteratively registered to the target surface T . Fig. 2 demonstrates
one step of the registration process.

TABLE I
USED VARIABLES AND PARAMETERS

Regarding the figure, triangular meshes are used, and the
vertices are indexed by numbers. In the step, first, the correspon-
dences from vertices vPi

in the source surface S (red) to vertices
uPi

in the target surface T (gray) are selected. Then vPi
is

transformed via locally affine transformation (XPi
) towards the

target surface T . Here, the transformation matrix XPi
for each

vertex in the source mesh is a 3× 4 transformation matrix which
includes all possible translation and rotation transformations.
Thus, the transformation matrix X of all vertices is defined in a
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4n× 3matrix asX = [XP1
· · ·XPn

]T . The transformed source
surface is S(X). This procedure iterates until an optimum state
is achieved.

Here, according to a defined correspondence set, namely
(vPi

, uPi
), a cost function based on Amberg [45] is determined.

Accordingly, Amberg [45] proposed the non-rigid registration
formulation as a combination of distance and stiffness terms
summarised in the following formula

J̄(X) =

∥∥∥∥∥
[
M ⊗G

WD

]
X −

[
0

WŨ

]∥∥∥∥∥
2

F

(1)

where the sparse matrix D is formed to facilitate the trans-
formation of the source points with the individual transfor-
mations in X through matrix multiplication and defined as
D = diag(vTP1

, vTP2
, . . . , vTPn

).W is a diagonal matrix composed

of weights wi. In addition, Ũ ⊂ U includes the corresponding
points from S to T which is a n× 3 matrix, where U =
[uP1

, uP2
, . . . , uPn

]T . To regularise the deformation, an extra
stiffness term is utilized. Employing the Frobenius norm ‖.‖F ,
the stiffness term minimizes differences in the transformations
of adjacent vertices, via a weighting matrixG = diag(1, 1, 1, γ).
In the deformation process, γ contains a value to stress changes
in the skew and rotational part against the translation part of the
deformation. The value of γ can be determined according to data
units and the types of deformation [34]. The node-arc incidence
matrixM (e.g. Dekker [46]) of the source mesh topology is used
to turn the stiffness term functional into a matrix form. As the
matrix is unchangeable for directed graphs, the construction is
one row for each edge of the mesh and one column per vertex. To
define the node-arc incidence matrix of the source topology, the
indices (i.e. the subscripts) of edges and vertices are addressed.
For any edge of r which is linked to vertices (i, j), in rth row
of M , the nonzero entries are Mri = −1 and Mrj = 1.

C. Adaptive Estimator Design

A key objective in this research is to estimate and reconstruct
a weighting matrix including ratios known as stiffness ratio (ĝPi

)
per vertex Pi on S , comprising G in (1). For this, we will define
an Ordinary Differential Equation (ODE) based on the shape
descriptor and the average of mesh quality where ĝPi

will be its
solution. To integrate the estimated ĝ in the stiffness term in (1),
we define the ratio in the form of a matrix as:

Ĝ4n×4n = diag(ĝPi
I4×4, . . . , ĝPn

I4×4) (2)

which is embedded in the stiffness term

Js = ‖(M ⊗G) ĜX‖2F . (3)

Thus (1) is changed to:

J(X)=

∥∥∥∥∥
[
(M⊗G)Ĝ

WD

]
X−

[
0

WŨ

]∥∥∥∥∥
2

F

=
∥∥ AX−B

∥∥2
F
, (4)

The non-rigid registration can be achieved by optimizing the
cost function in (4).

In this section, we first introduce the preliminary including
the derivation of the ODE, the assumptions, the error system

definition, and its stability and convergence in Section III-C1.
In Section III-C2, we present the process of deriving the rules for
estimating ĝPi

using control theory that guarantees the asymp-
totic stability of the error system. In Section III-C3, we discuss
the properties of estimation rules, and finally, we integrate the
estimation rules into the non-rigid ICP scheme as Section III-C4.

1) Preliminary: For formulating the estimator states per ver-
tex, we use the integral error states [47], [48] for (5), as they are
robust to uncertainty and are able to accommodate for zero error
convergence [49]

es =

∫ t

0

kts − k0s dτ, eq =

∫ t

0

qt − q0 dτ, (5)

where kts and qt are the shape descriptor value and the average
of mesh quality value of the faces incident to an arbitrary vertex
Pi on the source at time t, respectively. Accordingly, k0s and q0

are the values before registration, i.e. at time 0. Among different
algorithms, Joe-Liu’s parameter method [50] is used to juxtapose
mesh quality in this paper. The method determines the quality
value per vertex which varies in a range from 0 to 1, where 1
defines the highest quality and zero the lowest quality. Following
(5), the integral error system is considered as

ės = kts − k0s , ėq = qt − q0, (6)

To make the error system stable, we assume ė = Beue, where
e = [es eq]

T and ue is the control input, and using (6) we will
have

ẋ = Beue + re, (7)

where

x=

[∫
kts dt∫
qt dt

]
, Be=

[
1 0

0 1

]
, re=

[
k0s
q0

]
, (8)

and ue as the control input is a 2× 1 matrix that should be
designed to guarantee the stability of (7). To this end, we
aim at controlling the state-space (7) through Model Reference
Adaptive Control (MRAC) [24], which leads to penalisation of
the tracking error. Accordingly, we assume a Proportional-action
(P-action) feedback control law (see e.g., chapter 1 in [51]) that
tries to penalise the error of tracking between the variable x, and
the desired variables re with unknown gains as

ue = −ĝPi
(x− re)

= −ĝPi
x+ ĝPi

re, (9)

where ĝPi
is an unknown scalar of the stiffness ratio for the

point Pi that needs to be estimated. By assuming ã = ĝPi
Ī and

Ī2×4 = [−I I], where I is an identity matrix with size 2× 2,
then,

ue = ã

[
x

re

]
. (10)

A model reference state is considered as

ẋM = −AMxM +BMre, (11)

where the optional predefined matrices AM and BM are used to
establish a stable model reference in each iteration. Accordingly,
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the error is considered as the differences between the integral
states (x), and the model reference states (xM ), where

ėPi
= ẋ− ẋM

=Be(−̂gPi
x+ĝPi

re)+re+AMxM−BMre+AMx−AMx

= −AM (x− xM )+Be

(
−ĝPi

I+
AM

Be

)
x

+Be

(
ĝPi

I−BM+I

Be

)
re

= −AMePi
+Be

(
−ĝPi

I+
AM

Be

)
x

+Be

(
ĝPi

I−BM + I

Be

)
re. (12)

This results in the following error dynamic system equation
explained in Laplacian domain.

ePi
=

Be

sI +AM

[
−ĝPi

I + AM

Be
ĝPi

I − BM+I
Be

][x
re

]
,

(13)
where s is the Laplace variable. As AM can be selected to
guarantee that the reference model becomes stable inherently
i.e., −AM has negative eigenvalues therefore (sI +AM ) is
stable, the error dynamic of (13) is, then, stable in domain of
time, if ã is bounded (or ã is converging).

2) Derivation of the Estimation Rule: Accordingly, to
demonstrate that the ã is converging in the integral error dy-
namic in (13), a Lyapunov function for each of the vertex Pi is
employed as follows:

V = xPxT + ãΓ−1
Pi
ãT , (14)

where P ≥ 0 and ΓPi
> 0 imply that V > 0. Then, to prove the

stability it would be sufficient to prove that V̇ ≤ 0 [52]. As

dV
dt

= ẋTPx+ xTPẋ+ ˙̃aTΓ−1
Pi
ã+ ãTΓ−1

Pi

˙̃a. (15)

Based on (10) and considering θPi
=

[
x

re

]
, then uT

e = θTPi
ãT ,

thus

dV
dt

= 2PBexθ
T
Pi
ãT + 2 ˙̃aΓ−1

Pi
ãT . (16)

Following the assumptionPBe = c, ePi
= cx, and dV

dt = 0, then
from (16) we obtain

−2 ePi
θTPi

ãT = 2 ˙̃aΓ−1
Pi
ãT ; (17)

Accordingly, to meet the stability criterion, the variation of ã by
the time must follow the estimation rule as

˙̃a = − ePi
θTPi

ΓPi
, (18)

where ΓPi
is the growth rate of the estimation rule. To define

the estimation rule for ĝPi
, by multiplying ĪT to both sides of

(18), and knowing that Ī ĪT = 2I and ã = ĝPi
Ī , we will have

˙̂gPi
I = −0.5 ePi2×1

θTPi4×1
ΓPi4×4

ĪT2×4 (19)

To extend (19) to all vertices of the source mesh, we consider
the matrix form as

˙̂
Π2n×2n = −0.5 E2n×n ΘT

4n×n Φ4n×4n Ψ4n×2n, (20)

where Φ is a diagonal matrix composed of each ΓPi
as

Φ = diag(ΓP1
,ΓP2

, . . . ,ΓPn
). Ψ is a diagonal matrix where

each component on the diagonal of the matrix is ĪT . In
addition, E is a diagonal matrix composed of each ePi

as
E = diag(eP1

, eP2
, . . . , ePn

) and Θ is a diagonal matrix com-
posed of each θPi

as Θ = diag(θP1
, θP2

, . . . , θPn
). As a re-

sult, ˙̂
Π is a diagonal matrix composed of each ˙̂gPi

as ˙̂
Π =

diag( ˙̂gP1
I, ˙̂gP2

I, . . . , ˙̂gPn
I).

3) The Growth Rate (ΓPi
) Design: To simplify the (19),

we design ΓPi
= Γ̄Pi

I4×4, where Γ̄Pi
is a scalar. Empirical

observations indicate that under condition of | ˙̂gPi
| > 1, high

fluctuations in the estimation of ĝPi
values are expected, which

may lead to a decrease in the convergence level of the estimator.
To prevent this, Γ̄Pi

is formulated in the form below to guarantee
Γ̄Pi

≤ 1 for a smoother converging towards the true values.

Γ̄Pi
=

{
1

| ˙̂gPi
|ζ , if | ˙̂gPi

| > 1,

| ˙̂gPi
|ν , if | ˙̂gPi

| ≤ 1.
(21)

Discussion I: In (21), ζ and ν are very effectual on the changes
of Γ̄Pi

by the time. And large values of Γ̄Pi
can lead the system

to an unstable condition as the system and control scheme are
very dependent on the estimated stiffness ratio. Thus, Γ̄Pi

should
be chosen so that the estimator is fast enough with the least
overshoot. For the possible domain of ζ and ν, we list four
conditions as follows.

1) ζ < 0 and ν < 0: This condition is unstable as Γ̄Pi
would

be greater than 1 especially when ˙̂gPi
→ 0 results in

Γ̄Pi
→ ∞.

2) ζ < 0 and ν > 0: In this condition, for some cases where
| ˙̂gPi

| > 1, Γ̄Pi
would be comparatively a large value,

which increases the chance of having overshoots.
3) ζ ≥ 0 and ν ≥ 0: Only here, some stable points may be

found via numerical trial and error methods as in this
condition Γ̄Pi

is bounded (Γ̄Pi
≤ 1).

4) ζ > 0 and ν < 0: Here and similar to condition 1, for
| ˙̂gPi

| < 1, Γ̄Pi
has a large value which increases the prob-

ability of instability more than the condition 2.
In this research, condition 3 is selected for the possibility to

guarantee the stability of the system. The ranges of ζ and ν will
be studied in Section IV-D.

4) The Estimator Framework: The estimator framework pre-
sented in this paper, shown in Fig. 3, includes an estimator for
each point Pi on S to predict the unknown stiffness ratio ĝPi

during the registration process. It is expected that such a design
can balance the two competing factors, shape deformation and
feature preservation (kts and qt), in the non-rigid registration
process.

The estimator framework is composed of two main parts: a)
adaptive growth rate estimation (dark blue part), and b) the adap-
tive estimator (medium blue part). The dark blue part essentially
defines a conservative time-varying growth rate (Γ̄Pi

) value in
(21) used in forming matrix ΓPi

employed in the estimation rule
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Fig. 3. Closed-loop diagram of the proposed estimation and registration method integration framework.

(19). The medium blue part represents the estimation process of
ĝPi

which is the output of the estimator. The set of all ĝPi
is then

used in the correspondence selection (orange part) directly, and
in the non-rigid ICP cost function (green part) via Ĝ in (4).

D. Correspondence Selection and Implementation Via the
Estimator

The flowchart in Fig. 4 presents more details of the presented
process for obtaining the optimal XPi

from vPi
to uPi

(where
uPi

is comparable with XPi
vPi

) in each iteration. In Fig. 4, two
nested loops are embedded: regarding the outer loop (where
k is updated, counts the outer loop iterations), the weighting
parameters related to the correspondence selection scheme are
automatically updated; for the inner loop (where j is updated),
the cost function for obtaining the optimal transformation matrix
is incessantly being minimized according to the weights until the
variation of the last two consequential Xs is less than a small
value of ε or j > jmax. As the ĝ is never reset after each update
in k, it is updated with index l = (k − 1)jmax + j. The nested
loops in each of their iterations aim at referring various aspects
of the measures, e.g. the euclidean distance and the difference
of curvature values of two corresponding points are affected by
the estimated stiffness ratio ĝ.

1) Establish Correspondences: In the context of establishing
correspondences in an ordinary ICP method, the corresponding
point for a vertex on S is the closest vertex on T if only the
euclidean distance is considered as the only criterion, and the
inherent properties of the mesh are not considered. To embed
the inherent properties, a novel formulation as (22) is proposed
balances distance and shape similarity using the estimated ĝPi

.
The formulation integrates both the euclidean distance and the

descriptor to determine the corresponding vertex on T as:

rĝ(Pi) =
ĝPi

− min(ĝ)
max(ĝ − min(ĝ))

(22)

H = (1− rĝ)HD + rĝHK . (23)

Here, HD belongs to the distance measures including hDi
allied

to Pi, and HK belongs to the differential form of the shape
descriptor term containing hKi

allied to Pi. In addition, in (22),
rĝ(Pi) is a time-varying weight allied to Pi in the range of
[0, 1] inspired by the corresponding estimated value of Pi as
ĝPi

∈ ĝ, e.g. it has a large value when the balance between
the mesh quality and preserved shape descriptor value is low.
Larger values of ĝ define a higher stiffness requiring more
convenient preservation of the features at the point location.
The high values result in more emphasis on the shape descriptor
term and vice versa. Practically, sparse similarities prohibit us
to detect all points in T for establishing correspondences. Thus,
only candidate correspondence points are used, considered in a
pre-processed region containingN number of points in T . Next,
HD and HK in (23) can be elaborated as:

[hKi
]N×1 =

ks(Pi)
max(Ks)

− [KT ]N×1

max(KT )

max
(

ks(Pi)
max(Ks)

− [KT ]N×1

max(KT )

) (24)

[hDi
]N×1 =

norm
(
vTPi

−
[
Ū
]
N×3

)
max

(
norm

(
vTPi

−
[
Ū
]
N×3

)) (25)

where KT is composed of the shape descriptor values of the
vertices on the T ,hDi

is composed of aN by 1 matrix, including
distances of the N vertices from T to Pi on S known as Ū ∈ U .
Likewise, hKi

is composed of a N by 1 matrix, including diver-
gence of the N vertices on T in terms of the shape descriptor
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Fig. 4. The proposed registration process consists of two nested loops. In
the outer loop (where k is updated), the weighting parameters related to the
correspondence selection and the adaptive estimator schemes are automatically
updated; for the inner loop (where j is updated), the stiffness ratios are estimated
and then the cost function for obtaining the optimal transformation matrix is
incessantly being minimized to finally find the best solution for Xoptimal.

value from Pi on S . The pre-processing strategy to detect the
area with Nmean vertices follows two procedures:
� N (decreasing value), initiates from NrnT and ends with
Nmean number of closest points on T to each point on S
are selected, in which Nr represents a ratio with domain
of [0 1] and nT defines the number of points on T .

� Nmean number of the candidate vertices with a decreasing
value of H are selected from the previous step where the
corresponding point is the average of theseNmean vertices’
geometry.

After the correspondence points are established from the T ,
we investigate the number of corresponding points from the S
to each of the points of the T . For the vertices corresponding
to more than Nmean number of source points, we only pick the
Nmean of them with minimum H .

2) Discrete Time Implementation: In the implementation,
we discretize the parameter estimation process by considering

TABLE II
PARAMETERS USED IN SIMULATION CONFIGURATION

˙̂
Π(l) = Π̂(l)−Π̂(l−1)

Δl ; then, knowing that Δl = 1 as l is a sequen-
tially increasing index, the estimation rule (20) turns into

Π̂(l) = Π̂(l − 1)− 0.5 E(l − 1) Θ(l − 1) Φ(l − 1) Ψ. (26)

Similarly, by considering ˙̂gPi
(l) =

ĝPi
(l)−ĝPi

(l−1)

Δl , the discrete
form of (21) will be

Γ̄Pi
(l)=

{
1

|ĝPi
(l)−ĝPi

(l−1)|ζ , if |ĝPi
(l)−ĝPi

(l − 1)|>1,

|ĝPi
(l)−ĝPi

(l − 1)|ν , if |ĝPi
(l)− ĝPi

(l − 1)|≤1.
(27)

IV. EXPERIMENT SETUP

A. Dataset

1) Main Dataset: Full Human Body: In the experiment, real-
istic 3D scans of the full human body, including holes and spikes,
are chosen as geometric shapes for assessing the presented
method, as the holes are always challenges for mesh quality
preservation. The full human body scans are chosen among
the Civilian American and European Surface Anthropometry
Resource (CAESAR) dataset [53]. Here, we selected the first
101 scans from the Dutch population as the target mesh and
assessed via the pre-selected LMs in each mesh. 74 landmarks
are defined in [53] (from page 17 to page 30), while we employed
73 of them (LM74 on the butt block is neglected). Regarding
the source mesh, we recruited the full body mesh included in
the Wrap 3 software [54]. To unify the inputs, we remeshed
the source mesh in [54] to the same number of vertices as the
original source mesh.

2) Assessment Dataset: Thoracic Vertebra: To evaluate the
performance of the proposed approach on more complicated
freeform surfaces, the twelve thoracic vertebrae in a complete
spine in [55] which is extracted from [56] are employed. All the
surface meshes are re-meshed to 8000 vertices [57], resulting in
uniform triangle surface meshes, to have a ground truth for com-
paring the mesh quality variation between different methods. In
the dataset, thoracic vertebrae are mainly labelled by the prefix
T and numbered 1 to 12 (e,g., T7 belongs to thoracic number 7).
We selected T7 as the source surface and the rest of the eleven
vertebrae as the target surfaces. 25 Landmark Points (LMPs) for
a thoracic vertebra are defined in [58], while we employed 12 of
the LMPs with index 2, 3, 4, 5, 10, 19, 20, 21, 22, 23, 24, and 25.

B. Parameters of the Proposed Method

Table II reports values of the parameters employed in the
experiment which are listed in Table I. During the minimization
of the cost function in (4), γ in G, was selected as 1. To avoid
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large changes in the value, we defined a time-varying bound for
the parameter with a gradual relaxation saturation operator as:

sat(ĝPi
(l)) =

⎧⎨
⎩
ĝmin(k), if ĝPi

(l) < ĝmin(k)
ĝmax, if ĝPi

(l) > ĝmax

ĝPi
(l), otherwise,

(28)

where ĝmin(k) is the decreasing lower and ĝmax is the constant
upper bound for the input ĝPi

(l). In the experiments ĝmax is 1000
and ĝmin is gradually decreased from 1000 to 1. This indicates
that in this case, ĝmin and ĝmax were specified independent of the
source mesh defined and only global deformations were allowed
at the beginning of registration. In addition, the lower limit of
the boundaries relies on the type of data [45]. Thus, a small
value of ĝmax may result in a singularity of A in (4), which falls
into instability condition during solving the optimal problem.
Consequently, our experiments began with a considerably high
ĝmax. To maintain a smoother registration process, we used the
mean of a number of points from a set with size of 3 (Nmean=3).
This Nmean number of points regarding H in (22). N number
of points on T , as an area to explore for the corresponding point
to any vertices on S , varied from 10 % of the total number
of vertices in T to Nmean. In the implementation of [59], the
system of linear equations that arises in each step was solved
with the help of the UMFPACK library [60].

Discussion II: As we bound the variation of ĝ in (28), it is
expected that many iterations are needed to converge to the
true stiffness ratio for some vertices. Necessity of the slow
converging process is due to the fact that (1) is locally stable [45],
and large over/undershoots of the ĝ may cause the instability of
(4). Thus, the initial guesses for the estimation process are key
to accelerate the process of finding the true values in a limited
number of iterations. In this paper, we use ANFIS method as
a data-driven approach discussed in Section IV-E to predict the
proper initial conditions for the estimator.

C. Reference Model Dynamics

Following the discussion presented in Section III, a stable
reference model (Aref , Bref ) must be established, in which
two of the states are considered as the integral of the other two
states. Accordingly, a four-state dynamic system is utilized as
the reference model which its states (xref ) are proposed below

ẋref = Arefxref +Brefre (29)

Aref =

⎡
⎢⎢⎢⎣

0 1 0 0

−10 −10 0 0

0 0 0 1

0 0 −10 −10

⎤
⎥⎥⎥⎦ , Bref =

⎡
⎢⎢⎢⎣
0 0

10 0

0 0

0 10

⎤
⎥⎥⎥⎦ ,

(30)

where xM = [xref1,1
xref3,1

]T in (11). The system is globally
stable to re as all the eigenvalues of Aref are negative, and pair
(Aref , Bref ) is stabilisable (see Chapter 2 of [61]), which can
be verified through, e.g, the Hautus-test [62], [63]. Please note
that, in this paper, for all the experiments that use the reference
model we use the parameters in (30).

Fig. 5. Sensitivity analysis showing for a domain of ν and ζ while Nr = 0.1,
(left) Overall LM mean error; (right) SD of Overall LM mean error based on:
(a, b) MC formulation; (c, d) GC formulation; (e, f) SI formulation; (g, h) CI
formulation.

D. Sensitivity Analysis Regarding Different Shape Descriptors

A set of experiments in the stable domain introduced in
Discussion I are initially performed employing the scans from
the Dutch population of the CAESAR dataset [53] to study the
sensitivity of the parameters ν, and ζ per different shape descrip-
tor aimed at selecting the proper range of the parameters and the
descriptor. To this end, we select four shape descriptors (KG) as
Mean Curvature (MC), Gaussian Curvature (GC), Shape Index
(SI), and Curvature Index (CI) from [64] with the following
formulations: ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
MC : μ1+μ2

2 ,
GC : μ1 μ2

2 ,
SI : 2

π tan−1 μ2+μ1

μ2−μ1
,

CI :
√

μ2
1+μ2

2

2 ,

(31)

where μ1 and μ2 are the principal curvatures at point P .
According to Fig. 5, which demonstrates how the achieved

error and Standard Deviation (SD) of error vary by altering,
in pairs, the weights employed in the Γ̄Pi

function (21), the
algorithm is able to achieve a low error value (blue areas) for a
wide range of those parameters regarding each of the descriptor.
Looking at the Overall LM mean error of the figure, all the
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TABLE III
AVERAGE RMSE AND R2 RESULTS OF ANFIS PERFORMANCE FOR DIFFERENT

MF TYPES VIA THE TEST DATA

descriptors have stable performance around ζ = 2, and ν = 2
which is visible with blue region; however, the area of the
region explains the degree of robustness is changing. The ro-
bustness is theoretically expected because the system is globally
asymptotically stable as investigated in Section III, and here the
expectation was proved as there was limited sensitivity regarding
the choice of the range of parameters, and no fine-tuning is
further needed to obtain the desirable results.

According to the figure, GC has the highest sensitivity as the
color variation is the fastest and CI has the least sensitivity due
to slow changes in the color. Meanwhile, MC has the biggest
area with the least error (dark blue area), thus we choose MC
formula for our calculation.

E. ANFIS Initial Condition Predictor

Following Discussion II, the main challenge of designing an
ANFIS model is determining the proper inputs and output [65].
First, the stiffness ratio is estimated through Mean Curvature
and mesh quality values (both explain the topology of the mesh)
defined in Sections III and IV-D. Second, the distance between
the point on S and its correspondence on T affects the level
of stiffness i.e. when the distance is high, the stiffness should
be high as well for being able to transfer the features and then
register on the target. Thus, we consider the normalised distance
(input 1) and the differences between the normalised the Mean
Curvature (MC) values (input 2) of each point on the S and its
correspondences on T before registering as the inputs of the
ANFIS model. Consequently, we consider the initial stiffness
ratio as the output of the model. We used the final results of the
adaptive estimator in Fig. 5 regarding the MC formulation in
(31) as the label of the model, where ζ = 2, and ν = 2 consists
of 101 registered meshes.

We considered the source mesh before registration as S and
the registered source mesh via the adaptive estimator as T to
generate the inputs of the training data of the model and the final
estimated ratios as the ANFIS outputs. Therefore, the dataset
includes 101 scans, and each scan contains 19882 vertices. 70
scans (equal to 70% of the dataset) are used as the train dataset
and 31 (equal to approximately 30% of the dataset) are employed
as test dataset [66], [67].

Eight different membership functions (MF) mentioned in
Table III and explained in [68] were examined in the ANFIS
model. The Root Mean Square Error (RMSE) and the correlation
coefficient (R2) between the anticipated values (initial stiffness
ratio) and the true training values were employed to assess the

Fig. 6. ANFIS model. (a) Fuzzy rules. (b) Fuzzy surfaces for the intelligent
estimator.

performance of each MF, according to the lowest modeling
RMSE and highest correlation coefficient. The results of av-
eraging the RMSE and accuracy are reported in Table III, where
the experiments are based on ten runs over 500 training epochs
with linear MF type for output, and three MFs for each input.
Regarding the modeling results reported in Table III, between
the examined MFs, gaussmf performs to the highest accuracy
and the smallest RMSE. Guassmf employs the general form of
a gaussian function.

The ANFIS rules were selected to predict the proper initial
stiffness ratio due to the normalized topology ofS and estimated
normalized travel distance that resulted in 9 fuzzy rules. Fig. 6(a)
depicts these rules. To investigate the sensitivity of the model’s
inputs variation to its output variation, the level of prediction
is shown in Fig. 6(b). According to the figure, the level of the
model’s inputs through its output shows a smooth area around the
employed range of the output, and inputs reached steady, which
conveys the acceptable level of design relationships, sensitivity,
and robustness of the predictor output to its inputs.
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F. Employed Methodologies for Comparison

For the experiment, the performance of the proposed ap-
proach is compared to several existing non-rigid registration
methods presented by Amberg et al. [34], Andriy et al. [69],
and Hirose [31], where the executable source code for each
method is available in [59], [70], and [71] respectively, and
Tajdari et al. [30].

Briefly, Amberg’s method introduced an optimal step non-
rigid ICP methodology utilising a variety of regularisations,
while employing a range of lowering stiffness parameter equals
for all the vertices.

Andriy account for the CPD algorithm [69] utilising Gaussian
radial basis functions as a substitution for thin-plate splines
which investigates another type of regularizer. Through the
approach, the rigid and non-rigid registrations are considered,
although the method is not optimal in identifying a large number
of outliers and in establishing all the possible correspondences,
which is generally identified as Non-deterministic Polynomial-
time hard (NP-hard). The executable source code employed in
this paper is achievable in [70].

Hirose proposed the BCPD method [31], using variational
Bayesian inference theory to convey the coherent drift. The
executable source code employed in this paper is achievable
in [71].

Tajdari introduced a novel geometry feature as semi-curvature
for better classification and corresponding point selection per-
formance. Also, he linearized the term and integrated to the
Amberg’s solver and showed the linear version is globally stable;
however, the method was ill to preserve the mesh quality for the
boundary of missed parts, e.g. holes.

As both Amberg’s method and Tajdari’s method are using
the same stiffness term integrated with the weighting matrix G
same as (1), we are able to apply the estimator to both methods.
We named these two variants as adaptive Amberg’s method
and adaptive Tajdari’s method. Comparing our both proposed
methods with the adaptive Amberg and the adaptive Tajdari may
reveal the generalizability and extendability of our estimator for
a variety of applications.

All methods were implemented by MatlabR2020a on a com-
puting platform with an Intel Core-i5TM 9600 K 4.6 GHZ
processor.

V. EXPERIMENT RESULTS

A. Effect of the Adaptive Scheme During Registration

Here, we study the impact of the adaptive controller on the
level of feature preservation after registration, via a few experi-
ments employing some basic shapes, in terms of quality of mesh
and the degree of followed topology, especially for highly curved
areas, missed areas, disconnected areas, and misaligned areas.

1) Feature Preservation: As we would like to investigate the
impact of the estimator on the performance of the registration
process only the methods with similar mechanisms are included.

To show the effect, a shape with three spherical cross-sections
(gray) is used as S and a shape with three ellipsoidal cross-
sections (green) is recruited as T depicted in Fig. 7(a). Fig. 7(b)

Fig. 7. Curved shape preservation experiment: Front view on top, and the
perspective view on the bottom. (a) Target and source meshes (b) The initial
condition (c) setup Registration using Amberg’s method. (d) Registration using
Tajdari’s method method. (e) Our adaptive method. (f) Our ANFIS adaptive
method.

shows the initial condition and the different regions for assess-
ment as feature matching (part 1) to evaluate the accuracy of
corresponding selection of points with similar normalized Mean
curvature values, missed area (part 2), disconnected area (part
3), and misaligned part (part 4). We introduce a new measure
named percent of mesh quality loss (Qloss) for the evaluation as

Qloss = 100×
(
1− Qend

S

Q0
S

)
(32)

whereQ0
S andQend

S are the mesh quality of the source mesh for a
region in the first and last intervals respectively. Fig. 7(c) presents
the performance of Amberg’s method in the four regions where it
loses 80%, 82%, 90%, and 85% of mesh quality for part 1, part 2,
part 3, and part 4 respectively. Fig. 7(d) figures the performance
of Tajdari’s method in the four regions with 15%, 18%, 20%,
and 16% mesh quality loss for part 1, part 2, part 3, and part
4 respectively. Our adaptive method and our ANFIS adaptive
method outputs are drawn in Fig. 7(e) and (f) which report the
same performance in terms of mesh quality loss of 7%, 8%, and
7% for the first three regions. In addition, our adaptive method
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Fig. 8. Histogram graph of closest distance from target mesh points to source
mesh points where the Diameter of the Bounding Box (DBB) is 691 (mm). (a)
Part 1: feature matching. (b) Part 2: missed part. (c) Part 3: disconnected part.
(d) Part 4: Misaligned part.

has 2% less mesh quality loss than our ANFIS adaptive method
for the part 4.

2) Level of Convergence to the Target Mesh Topology: Pre-
serving the mesh quality and following the topology of the target
mesh during registration are competing with each other. As the
mesh quality preservation needs more rigidity and following
the topology requires less rigidity. To investigate the level nu-
merically we figured the histogram graph, mean value (m̄), and
standard deviation (σ) of the closest distance population from
target mesh points to source mesh points in Fig. 8 per part
1, part 2, part 3 and part 4, regarding each of the compared
methods in Fig. 7. According to Fig. 8(a) where the part 1 is
studied, Amberg’s method has the highest σ, and our ANFIS
adaptive method has the least σ. This shows our method could
successfully reach the far points on the target mesh from the
source mesh. However, as there is no missed area in the part 1,
Tajdari’s method has similar m̄ and σ to our both methods.

Fig. 8(b) investigates the performance of the method in the
presence of missed areas in the part 2. In this experiment,
Amberg still has the highest m̄ and σ values, while our both
methods have better performance than Tajdari’s method. Both
of the proposed methods could follow the target mesh topology
for about 28% better than Tajdari’s method, which was expected
due to better preservation of the source mesh feature close to the
borders of the missed area.

In addition, Fig. 8(c) presents the results regarding the ex-
periment of having disconnected areas as part 3. Although the
conclusion for this part is similar to part 2, the advantage of our
both methods is more visible here. Accordingly, our both meth-
ods outperformed for about 52% better than Tajdari’s method in
terms of m̄, which shows the power of the adaptive estimator to
face more borders of missed areas.

Furthermore, Fig. 8(d) may highlight more clearly the impor-
tance of the ANFIS predictor than the other experiments. As the
ANFIS adaptive method has 13% and 16% less m̄ compared
to the adaptive method for the part 3 and part 4 experiments
respectively. This shows the ANFIS adaptive method has 23%
improvement based on the adaptive method, which resulted from
more chance of freedom by having logically lower stiffness
values in the initial condition of the registration process for the
ANFIS adaptive scheme.

Overall, comparing Fig. 8(a), (b), (c), and (d) shows our
ANFIS adaptive method has slightly better performance than
our adaptive method in terms of m̄ and σ values, this is because
the ANFIS predictor is employed to avoid the stiffness ratio
saturation meaning more flexibility for correct deformation of
each point on the source mesh to follow the topology of the target
mesh as rigid as possible. This is numerically investigatable by
comparing Fig. 8(a), (b), (c), and (d), where the ANFIS adaptive
method has on average 6% and 13% less value of the σ and m̄
than the adaptive method respectively.

Discussion III: Using gradually decreasing uniform stiffness
level for all the points in each interval of the registration process
used in Amberg et al. [34], and Tajdari et al. [30] may cause
mesh quality loss by converging several points on S to one point
on T . The mesh quality loss especially happens in the final in-
tervals of the registration process where the stiffness term is suf-
ficiently low then the surface can be deformed unfavorably and
the source face features can be lost. Although Tajdari’s method
could partly solve the challenge by improving the accuracy of
corresponding selection and avoiding the confliction contrary
to Amberg’s method, Tajdari’s method was ill to preserve the
features and mesh quality of the source mesh on the boundaries
of missed areas and disconnected areas.

B. Full Human Body

In terms of validation, we use the CAESAR test dataset
in Section IV-E and the predefined landmarks introduced in
Section IV-A. Visually, the initial condition and the selected
landmarks are shown in Fig. 9 for both the target and source
meshes. The CEASAR dataset is suitable for assessment, as they
are natural scans with holes, missed parts and natural noise e.g.,
a few examples are visually highlighted in Fig. 9(a). In terms
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Fig. 9. Full body initial condition for one example among the test dataset.
(a) Top-view. (b) Perspective view.

Fig. 10. Registration results via the test dataset for the case with 100% of
the total vertices of the original source mesh. (a) Percentage correspondences
according to registration error. (b) Sorted mean estimated stiffens (ĝ) per each
vertex.

Fig. 11. Estimated final stiffness ratio color map. (a) Adaptive Amberg.
(b) Adaptive Tajdari. (c) Our adaptive method. (d) Our ANFIS adaptive method.

of validation, the registration results are reported employing the
remeshed source mesh with 100%, 60%, and 20% of the total
vertices of the original source mesh.

The experiment results of the registration are reported in detail
in Table IV, shown in Fig. 12. Please note that for the experiments
that the ANFIS predictor is employed, ĝmin in Table II considered
as constant and equal to 1.

1) Landmark Error: Based on the Table IV(a) where the
length of the Diameter of the Bounding Box (DBB) for S for the
source mesh is 2167.6 mm, our both methods indicate on average
about 78%, 91%, 75%, 30%, 80%, and 15% less landmark
errors comparing to the Amberg’s method, CPD method, BCPD,
Tajdari’s method, Adaptive Amberg’s method, and adaptive
Tajdari’s method respectively. Fig. 10(a) presents the percentage

Fig. 12. Geometry of the full body registration results. (a) Amberg. (b) CPD.
(c) BCPD. (d) Tajdari (e) Adaptive Amberg. (f) Adaptive Tajdari. (g) Our
adaptive method. (h) Our ANFIS adaptive method.

of correspondences for the case with 100% of the total vertices
of the original source mesh including all 73 selected landmarks
for all the 26 scans (y-axis) from the test data, that have less
distance error than a threshold (x-axis) [72]. According to the
figure, the proposed two methods (black and brown lines) find
all the correspondences earlier than the other four methods, and
the errors are less than 21 mm, while for Amberg (red line),
CPD (purple line), and BCPD (yellow line), Tajdari (green line),
adaptive Amberg (blue line), and adaptive Tajdari (cyan line), the
errors are 91 mm, 371 mm, 98 mm, 40 mm, 66 mm, and 30 mm,
respectively. The results prove that the presented two methods
are more accurate and robust compared to other methods.

2) Mesh Quality and Qloss: Based on Table IV(b), the ob-
served mesh quality preservation improvement of the proposed
two methods is on average about 48% better than Amberg’s
method, 12% than the CPD method, 9% than the BCPD method,
11% with Tajdari’s method, 6% than the adaptive Amberg’s
method, and 2% with adaptive Tajdari’s method.

Moreover, in terms of Qloss (in Table IV(b)) for the proposed
two methods, one can be observed that they have on average 3%
the quality loss while it is 44% for Amberg’s method, 12% for
CPD method, 10% for BCPD method, 14% for Tajdari’s method,
7% for adaptive Amberg’s method, and 6% with adaptive Taj-
dari’s method.

Fig. 10(b) presents the sorted mean final value of ĝ per vertex
on S , it can be inferred that the adaptive method tried to exert
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TABLE IV
RESULTS OF REGISTRATION REGARDING THE FULL HUMAN BODY DATASET

rigid registration on the Amberg’s method as the correspon-
dences are mainly selected incorrect, thus the mesh quality
should be decreased (toward zero area faces). Accordingly, the
estimated ĝ is very high. Adaptive Tajdari, Our adaptive and
ANFIS adaptive methods achieved way lower the estimated
values than the Adaptive Amberg method, while still, the ratio
for our adaptive method stays less than adaptive Tajdari for more
vertices (for about 15000 vertices over 19882 vertices), which
means the correspondences are selected more accurate thus less
deformation and less mesh quality loss is needed. Although
our ANFIS adaptive method presents the same high quality
registration as our adaptive method, the estimated stiffness ratios
are considerably lower, which gives the opportunity to follow the
topology of the target more accurately. This also can be observed
visually by comparing the shown examples in Figs. 11, and 12
for one example.

3) Run Time Discussion: The computing speed is also a
criterion to assess the performance of each mentioned method.
Table IV(c) presents the computation time of all methods.
Comparing the proposed two methods against other methods,
the computing time reduction is about 0% less than Amberg’s
method, 99% less than CPD method, 97% less than BCPD
method, 15% less than Tajdari’s method, 0% less than adaptive
Amberg’s method, and 15% less than adaptive Tajdari’s method.
The results show our both methods have acceptable performance
in terms of computing time regarding Amberg’s method, how-
ever, both of them present relatively higher quality of registration
regarding landmark error and mesh quality preservation.

4) Target-Source Distance Distribution: Table IV(d) reports
the mean distance of each point on the T and the closest point
on the registered S along the test data. According to the table,
Amberg shows the least sparsity and CPD shows the largest
sparsity in terms of the closest point. This happens as Amberg
did not embed sufficient terms to keep the original geometry of

S . In addition to the error comparison, our both methods perform
with the least error of correspondences and highest level of the
source mesh geometry preservation. While, our ANFIS adaptive
method presents 34% less error than our adaptive method, which
allows us to perform more logical registration resulting in better
following the topology of the target with similar quality of LM
errors and surface quality.

C. Thoracic Vertebra

Using the same method in the previous section, we register the
thoracic vertebra of T7 with DBB of 42 (mm), from the dataset
in Section IV-A2 on the thoracic vertebrae of T1, . . . , T12
excluding T7 (eleven vertebrae in total) using the methods in
Section IV-F.

In all eleven experiments, the initial conditions for the eight
methods are the same. As an example, the initial condition
of the T7, and the T1 is presented in Fig. 13. Please note
that we manually made some artefacts in the target meshes
shown in Fig. 13i.e., holes and disconnected parts, in order to
investigate the challenges discussed in Section I. In addition,
the dataset is supposed to be able to highlight the advantages
and disadvantages of each method as the variation of the shape
of the vertebra from T1 to T12 is comparatively high [73];
however, all the vertebrae monopolize all the features belonging
to a thoracic vertebra. For the used dataset in Section IV-A2, the
value of Cranial Endplate Depth (EPD), over spinous process
length (SPL) introduced in [73] are varying from 0.68 to 2 which
highlights the topology variation.

For the assessment, we used the 12 landmarks explained in
Section IV-A2 and shown in Fig. 13 with black dots (for S) and
green dots (for T ).

The registration results of using the eight methods are visually
compared in Fig. 14 through an example of registering the T7
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TABLE V
RESULTS OF REGISTRATION REGARDING THE THORACIC VERTEBRA DATASET

Fig. 13. The used thoracic dataset for assessment, including T1 as the target
mesh, T7 as the source mesh, and their initial condition before non-rigid
registration.

on the T1, and numerically investigated in Table V for all eleven
registration results.

Errors between corresponding landmarks are reported in
Table V(a) where our methods outperform Amberg’s, CPD,
BCPD, Tajdari’s, adaptive Amberg’s, and adaptive Tajdari’s
methods by an average of 87%, 82%, 74%, 56%, 87%, and
53% respectively regarding the mean absolute error. In addition,
our ANFIS adaptive method presents 12% less error than our
adaptive method.

Regarding the mesh quality of the source mesh after registra-
tion, Table V(b) shows that our methods present on average 7.5%
the mesh quality loss, in which the value is about 48%, 25%,
14%, 18%, 2%, and 14% for Amberg’s, CPD, BCPD, Tajdari’s,
adaptive Amberg’s, and adaptive Tajdari’s methods. According
to the table, our methods have lower efficiency in terms of mesh
quality only compared with adaptive Amberg’s method, which
comes from the fact that the adaptive solution found Amberg’s
algorithm path towards non-rigid registration, unfavorable and
thus exerted as rigid as possible transformation. In other words,
the adaptive Amberg’s method presented high mesh quality as
the registration was rigid mostly and thereby failed to match the
target mesh. Furthermore, our ANFIS adaptive method presents
3% more mesh quality loss than our adaptive method.

In Table V(c), it can be found that using the CPD method is
very time-consuming as the time duration for the experiment

is about 6810%, 87%, 4191%, 6480%, 4139%, 6015%, and
5755% more than Amberg’s, BCPD, Tajdari’s, adaptive Am-
berg’s, adaptive Tajdari’s, our adaptive, and our ANFIS adaptive
methods.

In Table V(d) contrary to the comparison using the full human
body in Section V-B4, we compare the distance from the target
meshes without the artefacts (T ′ in Fig. 13) to the registered
source mesh for the eight methods. Note that this comparison
was not possible for the full human body experiment as the
original data of the CAESAR had the holes, missed parts, and
natural noise. According to Table V(d), our methods outperform
Amberg’s, CPD, BCPD, Tajdari’s, adaptive Amberg’s, and adap-
tive Tajdari’s methods by an average of 88%, 72%, 65%, 42%,
92%, and 52% respectively regarding the distance from the T ′

to the registered source mesh.
To have a holistic conclusion on the performance of the

methods, we consider four matrices asBi i.e., i = 1, . . . , 4where
each of the matrices includes the mean values of the four features
used in Table V. The mean value of each feature is named as
Bi(z) i.e., z = 1, . . . , 8 where z is corresponding to the number
of the compared method, in the Table V with the same order
of the methods. For example, B3 includes the mean run time
values for all methods, where B3(4) = 16.1 (corresponded to
Tajdari’s method in Table V(c)). Note that from Table V(b), we
only considered the percent of mesh quality loss mean value
e.g, B2(4) = 18. Then, an energy function of Jz for each of the
methods can be calculated as:

Jz(i) =
Bi(z)

max(Bi)
(33)

The values of each Jz are drawn in Fig. 15, which shows
that the overall performance by considering all matrices of
comparison, our adaptive and ANFIS adaptive methods have the
lowest value of the energy function which means the methods
have the best performance. In addition, the median of the ANFIS
adaptive method is slightly lower than our adaptive method,
showing the positive impact of the ANFIS predictor on the
overall performance of the method.

VI. LIMITATIONS

The presented methods address the feature preservation dur-
ing a non-rigid registration via controlling the stiffness per vertex
term in each iteration. Though using both methods can achieve
higher quality of mesh and less landmark errors, they have
several limitations. The source and target mesh should have
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Fig. 14. Geometry of the thoracic vertebra registration results. (a) Amberg. (b) CPD. (c) BCPD. (d) Tajdari (e) Adaptive Amberg. (f) Adaptive Tajdari. (g) Our
adaptive method. (h) Our ANFIS adaptive method.

Fig. 15. Energy values box-plot per each method.

similar normalized curvature values for matching otherwise the
adaptive estimator compels a rigid registration e.g., registering
a human body on a dog body. This also prevents the method to
tackle the challenges of high-frequency deforming objects e.g.,
a deforming cloth where the similar features of the target mesh
to the source mesh are highly varying. Moreover, a weakness
of using curvature values in establishing correspondences, is
that the value is very sensitive to the noise, thus using mesh
smoothing algorithms, e.g. Laplacian filter, is recommended
prior to the registration. In addition, the global stability of (1)
after integration of Ĝ in (4) is not investigated, as in Amberg [45],
to prove the global stability of the solver.

VII. CONCLUSION

In this article, we introduce a non-rigid ICP approach in-
tegrated with a novel adaptive feedback control scheme to
estimate the stiffness ratio utilizing the gradient of the mesh
quality and Mean curvature values per vertex. To facilitate the
convergence procedure of estimation towards the true values, an
ANFIS-adaptive-based predictor is integrated with the estimator.
The ANFIS predictor proceeds based on the topology of both the
source and the target meshes to anticipate the initial values for the
adaptive estimator to facilitate the procedure of the estimation.
Then, we embedded the estimated ratio as part of the metric
in establishing the correspondences and in the cost function,
where the distance and the stiffness terms are integrated as well.

Furthermore, by adjusting the connectivity level of vertices on
their neighbors (equal to stiffness), the ANFIS based adaptive
estimator elaborates on preserving the features of a surface in a
globally asymptotically stable region during the process of reg-
istration, stressing mesh quality and convergence. Experimental
outcomes show that the presented non-rigid method outperforms
the aforementioned approaches, especially in the highly curved
areas, missed areas, disconnected areas, and misaligned areas.
This highlights the ability of the proposed method to employ
the inherent characteristics of the complete surface during the
process of registration.
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