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Preface

The need to provide users personalized and tailored access to huge volumes of data has become crucial nowa-
days due to the exponential growth of information resources. The skyline operator has been proposed to ex-
tend traditional database systems and to suggest users optimal objects regarding a specific user preference,
that is the skyline set. These are the objects which are not dominated by any other object according to the
notion of Pareto dominance. An object dominates another object if it is equal in all dimensions and better in
at least one dimension. The skyline set ends up being pretty large because of the effect of what is known as
curse of dimensionality. Many reduction algorithms have been proposed to choose interesting objects from
the skyline set, but that notion of interestingness is really hard to formalize for different users. A recent study
showed that the total number of papers regarding skyline queries is almost 500 up to now, and the initial
paper that proposed the skyline operator has been cited more than 2500 times.

This thesis proposes a new way of using skyline algorithms, that is to summarize datasets. The summa-
rization effectiveness of various reduction algorithms will be evaluated in two ways. The first evaluation will
compare reduction algorithms on their representativeness. The second will evaluate how the summarization
provided by a reduction algorithm affects the completion of a user related task. A framework is proposed for
interactive query refinement on multicriteria decision making systems that uses skyline reduction algorithms
to summarize query results in order to guide users to their favorable answer.

This master thesis also proposes a new innovative skyline reduction algorithm that first clusters objects,
to summarize a dataset, and then applies subspace analysis within each cluster to choose more meaningful
objects from each cluster. The design of the algorithm will hopefully outperform already existing reduction
algorithms on the grounds of summarizing datasets.

I would like to thank my supervisor, Asst. Prof. Christoph Lofi, for his brilliant idea that initially inspired
my thesis, and his excellent co-operation and guidance through my thesis that steered me in the right direc-
tion and kept me motivated all the way to the end.

K. Touloumis
Delft, May 2019
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1
Introduction

1.1. Context and motivation
As we march towards this new era of “Big Data” [36], information sources, including recommendation sys-
tems, social networks, transactional systems, mobile devices have seen an exponential growth. Businesses’
IT departments try to come up with new innovative systems in order to leverage immense amounts of in-
formation. Nowadays with all this flooding information it is imperative to provide users personalized and
monitored access to huge volumes of data.

Skyline queries [3] have been proposed to fill the gap between traditional and multimedia database sys-
tems [15]. In traditional database systems the answer to a query is an unordered set of records, whereas in
multimedia database systems the answer is a graded set of objects. Multimedia database systems employ
preference functions, that require explicit user elicitation, in order to establish ranking between objects. On
the other hand, skyline queries can be computed in a more generic manner based on a personal user prefer-
ence.

Skyline queries are a popular way of obtaining the dominant objects from a database. These are the ob-
jects which are not dominated by any other object according the notion of Pareto dominance [17], an object
dominates another if it is better in at least one attribute and equal in all others. The Pareto dominance can
be used as a personalized filter to rule out objects that are dominated for any user preference resulting in the
skyline set of a query.

The Pareto dominance was initially designed to handle only numerical preferences [3, 26]. However,
throughout the years it was extended to handle categorical preferences as well, modelled as weak order pref-
erences [5]. What is really interesting is that most of these preferences do not require any specific user elic-
itation as they can be extracted in a more generic manner based on user profiles. For example between two
products with the same characteristics, it can be stated without any loss of generality that the product with
lower price will be more preferable. That makes skyline sets fair and easy to be computed.

So far the skyline operator has been used to extend traditional databases trying to extract interesting ob-
jects for users. Skyline algorithms have been used in multiple criteria decision making and decision support
systems [24]. For example, skyline queries have been used in location based systems [20] trying to find the on
route shortest way to a destination. Also, skyline algorithms have been used by travel agencies to find cheap
hotels within a particular distance [3]. Reverse skyline queries [14] are used in market research in order to
find the best location for a new branch store to open or to decide which product would be more appealing to
customers. Lately, skyline algorithms have attracted particular interest in bioinformatics [23], representing
DNA sequences and performing efficient pattern searching.

One of the major shortcomings of skyline computation is that skyline sets usually end up being pretty
large because of the effect of what is known as curse of dimensionality [8]. As the number of dimensions
increases it is more likely that more and more objects will become incomparable and will end up in the skyline
set. In [3] a case study proved that for 10 attributes the skyline set can be almost 30% of the initial database
making skyline sets unmanageable to most users and inapplicable to real time scenarios.

In order to choose interesting objects from skyline sets so as to increase their manageability, many reduc-
tion algorithms [31] have been proposed. However, there has not been a standard definition of “interesting-
ness” up to now. It can be seen in literature that each author interprets interestingness in a different way,

1



2 1. Introduction

which is usually a mathematical principle. For example in [7] the authors claim interesting a point that has
a high skyline frequency. Similarly, in [6] authors claim meaningful a point that is not k-dominated. Again in
exactly the same way interestingness varies among users as well and is hard to formalize.

1.2. Thesis contributions
Based on the material on reduction algorithms presented in [31], the following new contributions will be
made:

• One of the very first contributions of this master thesis is to propose a new way of using reduced sky-
line sets, that is to summarize query results. Instead of using skyline reduction algorithms as an exten-
sion of traditional databases, use reduction algorithms along with traditional querying techniques to
summarize query results. Then, users can refine their query, which of course they will do much more
accurately once they already have a good overview. Specifically, a framework will be suggested for in-
teractive and progressive query refinement, that will allow users to refine their queries by first giving
them an overview of their possible choices right after performing a query.

• On the grounds of summarizing query results it would be highly reasonable to compare all reduction
algorithms on their summarization effectiveness. However, up to now there has not been proposed a
metric for that purpose. Some metrics from the fields of statistical analysis and data mining will be
examined, then a new user related metric will be proposed, and a case study will be conducted to mea-
sure the summarization effectiveness of various reduction algorithms on that new metric. The results
of the case study combined with the results of the metrics already stated in literature will be discussed,
reduction algorithms will be compared against each other, and some very interesting conclusions will
be drawn regarding their summarization effectiveness.

• In the context of this master thesis a new reduction algorithm was developed, namely Clustering Based
Frequency, that in order to choose more meaningful objects from the skyline set, first clusters objects
into neighborhoods of interestingness by applying a clustering algorithm, and then finds the most
dominant objects within each cluster by performing subspace analysis. Two variations of the algo-
rithm will be presented. The design of this reduction algorithm will hopefully outperform already im-
plemented reduction algorithms on the grounds of summarizing query results.

1.3. Research questions
The research questions that will be addressed throughout this thesis are the following:

• Can skyline reduction algorithms be used to summarize query results?

• Are metrics in literature adequate to evaluate the summarization provided by a skyline reduction algo-
rithm?

• How to evaluate the summarization provided by a reduction algorithm?

• How do the reduction algorithms of k-Dominant skylines, Skyline Frequency, Random Reduction, Clus-
tering Based Frequency, Distance Based Representatives perform on that new notion of summariza-
tion?

• Does Clustering Based Frequency provide a more meaningful summarization?

1.4. Thesis structure
The remainder of this thesis is organized as follows:

Chapter 2, deals with the problem of formalizing skyline semantics, the skyline operator and its proper-
ties are presented, some related problems to skyline queries are mentioned, and a small literature survey is
performed on skyline algorithms.

Chapter 3 briefly mentions the most prominent reduction algorithms. Also, current methods for evaluat-
ing reduced skyline sets are mentioned.

Chapter 4 firstly proposes a new way of using reduced skyline sets, that is to summarize datasets. Then the
problem of evaluating the summarization provided by a reduction algorithm is addressed. Firstly, two metrics
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are borrowed from literature, namely sample representativeness from statistical analysis and automatic sum-
marization from data mining, then the notion of summarization is redefined in a more user related manner,
and a user experiment is designed that will measure the summarization effectiveness of the five reduction
algorithms tested for the shake of this master thesis.

Chapter 5 presents the Clustering Based Frequency algorithm, two variations of the algorithm will be
discussed and compared against each other on the performance and the dimensionality effect. Finally, the
algorithm will be compared against already existing summarization approaches to prove that it gives a more
meaningful summarization of the full skyline set.

Chapter 6 describes the experimental setup. Firstly, the controlled user study that will be conducted is an-
alytically explained. Also, the dataset that will be used is described and all the steps of preprocessing it. These
are the data preparation and data cleaning, then the binning of data is described and dominance relations
are explained for both numerical and categorical attribute domains.

Chapter 7 presents and discusses the results of the metrics stated in literature along with the results of the
user experiment.

Chapter 8 concludes the thesis with some remarks and future outlooks.





2
Background

2.1. Introduction
This chapter firstly introduces the skyline operator, its semantics and properties from already existing work.
Then, some related problems to the skyline computation are briefly mentioned. Finally, some algorithms are
presented for computing the skyline set.

2.2. Formalizing Skyline semantics
Let A = {A1, A2, . . . , Ad } be a finite set of d attributes where each Ai is associated with an attribute domain D Ai ,
and a dataset Ds = {

p1, p2, . . . , pd
}

where each pi is a d−dimensional data point on A. The value of data point
pi on attribute A j will be denoted by pi .v j . A preference can be formalized in the following way similarly as
in [31]:

• A preference Pi = (a,b) defines a strict partial order over attribute domain D Ai . Such a preference
declares that value a is preferred over value b. This will be denoted as a >i b, a dominates b on attribute
domain D Ai regarding preference Pi .

• Similarly, if two values a,b are equivalent on attribute domain D Ai , the equivalence relation will be
defined as a ≈i b,

• If value a is preferred over, or equivalent to value b on attribute domain D Ai , that is denoted as a ≥i b.

Some example partial order preferences will be displayed in figure 2.1 on the domain of cars. Three partial
order preferences are displayed for the attributes of price, mileage and body-style from left to right.

Figure 2.1: Partial order preferences on the attributes of price, mileage, body-style

With having defined the basics on preferences, the next step is to define the dominance relation between
two data points.

5



6 2. Background

Dominance relation: Given two dataset points p1 and p2, p1 dominates p2 when p1 is better in at least one
attribute than p2 and better or equal in all others.

p1 > p2 ⇐⇒ ∃i ∈ [1,d ] : p1.vi >i p2.vi ∧∀ j ∈ [1,d ]− i : p1.v j ≥ j p2.v j

For the dominance relation the transitivity also holds.

Transitivity: Given three points a,b,c ∈ Ds, if a > b (a dominates b) and b > c (b dominates c) then a > c (a
dominates c)

Based on the previous partial order preferences we can draw the conclusion that a car with attribute values
(10.000$, 50.000km, cabrio) is more preferable over a car with values (15.000$, 100.000km, cabrio). However,
it is not always the case that such a dominance relation can be established, and that can happen due to many
reasons. Firstly, two objects might have antagonistic values for different attributes e.x when comparing two
cars (15.000$, 50.000km, cabrio) and (10.000$, 100.000km, cabrio). We can see the first car dominates the
second car on the mileage, but the second car dominates the first one on the price, so no dominance relation
can be established on these two cars. In that case these two objects are incomparable. Secondly, it might
be the case that there is no preference relation defined between two attribute values. For example, on the
preferences showed before it is not clear what is the relation between a cabrio bodystyle and a limousine.
Finally, the user maybe is indifferent regarding some attribute values like “A cabrio bodystyle is as preferable
as a limousine bodystyle”.

Incomparability: Given two distinct dataset points a,b ∈ Ds, if neither a > b(a dominates b) nor b > a(b
dominates a) then the two points are considered incomparable.

Now everything is ready to define the skyline set.

Skyline set The skyline set contains all the data set points that are not dominated by any other point.

SK Y = {
p ∈ Ds | ¬∃ o ∈ Ds : o > p

}
Skyline queries incorporate user preferences to extract interesting objects, and can be used as a personal

filter to rule out objects that are not particularly interesting for any user preference. As mentioned in [24]
one nice property of skyline sets is that any set of evaluation criteria that arise from user’s preferences can be
modeled as a monotone scoring function like the L1 or L2 norm. Every point that will be in the skyline set
will maximize or minimize that scoring function. This means that regardless how a user weights his personal
preferences towards attribute values, the most favourable answer to every query will be found in the skyline
set. Another property of the skyline set is that all points in it are incomparable against each other. Although
the points in the the skyline set are the most dominant points, there will be no skyline point that will best
satisfy a user preference. Instead, there will be many answers in the skyline set that will be close to the user’s
satisfaction.

2.3. SQL Extension
The skyline operator was proposed in [3] where the authors suggested to extend the SQL SELECT statement
by an optional SKYLINE OF clause. The skyline clause shall be placed after the join and group by clauses
and before the sort clause. In the skyline clause the user should determine the attributes for the skyline
computation and the criteria for them, which can be one of the following directives, MIN, MAX or DIFF. The
syntax proposed is the following:

SELEC T < at tr i butes > F ROM < r el ati ons > W HERE < condi t i ons > GROU PBY < at tr i butes >
H AV I NG < condi t i ons > SK Y LI N E OF d1[M I N |M AX |D I F F ], . . . ,dn[M I N |M AX |D I F F ]

After the SKYLINE OF clause the attributes must be placed one after another along with their directives.
The directives MIN, MAX, DIFF specify that the corresponding attribute must be minimized, maximized,
be different(distinct) from all others. It is worth mentioning that a one dimensional skyline query can be
constructed in a straightforward manner by just computing the min and max of the attribute the user is
interested in.
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2.4. Related problems
This section presents some problems similar to the skyline computation as discussed in [24].

The first ever problem to deal with retrieving the optimal points was the vector maximization problem
[27]. The vector maximization problem is about maximizing n d-dimensional vectors on a d-dimensional
vector-valued criterion function. The efficient computation of vector maximization has received great atten-
tion and must be definitely considered as the forefather of skyline queries.

Convex hull [35] algorithms return an area of interesting points bounded by a polygon defined by the
minimum and maximum distances. It can be noticed that convex hull algorithms differ from the skyline
algorithms as they return an area of interesting points and not a single line with individual points.

A Top-k query [21] returns the best k objects evaluated on a scoring(preference) function, these are the k
objects that score the k higher or lower results for that function. Obviously the best k points retrieved are not
necessarily part of the skyline set. According to [46] skyline queries are closely connected to top-1 queries,
because a top-1 query returns the object with the best score on the scoring function. If the scoring function is
monotone, then the top-1 result will be in the skyline set. Conversely, every skyline point will be a top-1 result
for at least one preference function. Usually that scoring function is an aggregated function of partial scores.
Top-k queries are of great importance to meta search engines, where results need to be efficiently aggregated
and ranked from different search engines.

Nearest Neighbor algorithms [12] are the simplest non parametric classification models that assign to a
new object which belongs in the test set, the category label of its nearest sample in the training set. The main
difference of nearest neighbor techniques and skyline queries are that nearest neighbor techniques do not in
any way engage dominance relations, instead they depend on distance based metrics.

2.5. Skyline Algorithms
In this section the most important algorithms for computing the skyline sets will be summarized. Skyline
algorithms can be divided in two categories, non-index based methods, that do not exploit any special data
structure for computing the skyline set, and index based methods, that use a spatial data structure like mul-
tidimensional R-trees to compute the skyline set much more efficiently.

2.5.1. Block Nested Loop Algorithm
The block nested loop(BNL) algorithm [3] is the simplest way that the skyline set can be computed. The basic
idea of this algorithm is to compare every object in the database with every other object. Obviously the BNL
algorithm belongs to the family of naive algorithms, that works in a double for loop. A window is maintained
that stores the incomparable objects. Obviously, during the first iteration the window is empty, so it must be
initialized with the first object of the database. During each iteration of the algorithm an object p is fetched
from the database and it is compared against the window. Three cases can occur:

• If p is dominated by any object in the window, then p will be eliminated and will not be considered for
future iterations.

• If p dominates one or more objects in the window, firstly the dominated objects will be removed from
the window and will not be considered for future iterations, and secondly p will be inserted into the
window.

• If p is incomparable with all objects in the window then it will be inserted into the window.

At the end of the algorithm the window will be returned as the output which will of course contain all the
dominant objects. The worst case complexity of the algorithm is O(N 2) where N is the number of objects in
the database. The logic of the algorithm is also depicted in figure 2.2.

2.5.2. Divide and conquer
The Divide and Conquer(DC) algorithm proposed in [3] recursively divides the space into smaller partitions
by computing the median for one dimension at a time. The full skyline is computed by merging the skyline
sets of the partitions. The overall complexity of the algorithm is O(N (log N )d−2)+O(N l og N ), where d is the
number of dimensions and N the total number of objects.

Figures 2.3 and 2.4 display a two-way and three-way partitioning respectively. Taking first the two-way
partitioning, it can easily be seen that all objects in partition S1,1 will be in the skyline set. On the contrary
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Figure 2.2: The BNL algorithm for an input data file of 9 objects. The next object to be processed is p7

all objects in S2,2 can be discarded immediately as they are dominated by any point in S1,1. The skyline sets
for partitions S1,2 and S2,1 must be computed, merged and checked for dominance relation’s with skyline
points in S1,1. Analogously, for the three way partitioning points in partitions S2,2 and S2,3 can be discarded
immediately as they are dominated by any point in S1,1 and skyline sets must be computed for partitions S1,2,
S1,2, S2,1, checked and merged with skyline points in S1,1

Figure 2.3: 2-way partitioning Figure 2.4: 3-way partitioning

2.5.3. Bitmap
In [45] a progressive algorithm for computing the skyline set was proposed that maps all database objects
onto a bitmap structure to exploit bitwise operations. The algorithm doesn’t need to scan the entire database,
instead the preprocessing makes it possible to stop the algorithm at any time and return the skyline set up to
that point.

To encode the database objects the following scheme is used. Each object is mapped onto a m-bit vector,
where m is the sum of total numbers of distinct values from each of d dimensions, so m = ∑d

i=1 ki . Suppose
there are ki distinct values on dimension i then the ji th smallest value is represented by ki bits where the
leftmost ki − ji + 1 bits are 1 and the remaining bits are 0. To judge whether a single point belongs to the
skyline set, a bitwise AN D operation is applied on two bit string Vx and Vy , where Vx and Vy are formed by
juxtaposing the rightmost corresponding bits from the encoding of every point. If the resulting bitmap has
only one 1 then the point belongs to the skylines set, otherwise it doesn’t.
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An example will be displayed on a data file of 11 objects, representing rooms for rent in Delft as depicted
in 2.5. The code for creating and plotting the datafile can be found in [47]. The x-axis shows the price in
euros per month and the y-axis the distance from the city centre in meters. The blue line connects the skyline
points. It is obvious that a room is more preferable when its both close to the city centre, and costs less per
month.

Figure 2.5: The rooms data file along with its skyline set(the points connected with blue line)

Table 2.1 below shows the bitmap encoding for each point.

Point Bitmap representation
a(350, 1200) (11111111111, 1000000000)
b(370, 1000) (11111111110, 1110000000)
c(600, 1100) (11111111100, 1100000000)
d(700, 300) (11111111000, 1111111100)
e(800, 600) (11111110000, 1111110000)
f(1000, 900) (11111100000, 1111000000)
g(1200, 400) (11111000000, 1111111000)
h(1300, 1000) (11110000000, 1110000000)
i(1400, 700) (11100000000, 1111100000)
j(1500, 200) (11000000000, 1111111110)
k(1600, 170) (10000000000, 1111111111)

Table 2.1: Bitmap encodings of example data file

It can be checked for point b(370,1000) that we must take the second rightmost bits from the x encodings
because 370 is the second smallest value among x’s, that makes Vx = 11000000000. As for the y-encodings
1000 is the second largest value, so we must take the eighth rightmost bits, that gives Vy = 01011111111.

Vx AN D Vy = 01000000000

The result has only one 1, so point b belongs to the skyline set. For point e we must take the fifth rightmost
bits from the x-encodings, so Vx = 11111000000, and the fifth rightmost values from the y-encodings, Vy =
00011010011.

Vx AN D Vy = 0001100000

The result has two 1s, so point e does not belong to the skyline set.
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2.5.4. Nearest Neighbour algorithm
Index based methods rely on spatial data structures so as to perform the skyline computation in a more dy-
namic manner and to massively eliminate points in order to reduce redundant checks. The very first of them
was the Nearest Neighbor(NN) algorithm[26], that uses a multidimensional R tree. The algorithm recursively
applies nearest neighbor search to the region spanned by the origin to find skyline points. The metric used for
the nearest neighbor search has to be a monotone distance function e.x the Euclidean distance. Every region
that must be checked is entered into the todo list and will be checked in the next iteration. Every region that
is already dominated can be immediately discarded. One disadvantage of the NN algorithm is that it has an
increased I/O complexity. Also the size of the todo list may exceed the dataset size.

An example will be explained on the data file with rooms for rent in Delft. The room with the minimum
euclidean distance from the origin is point d , which is added to the skyline set. Room d divides the space in
3 partitions R1, R2, R3. Region R3 can immediately be discarded because every point in it is dominated by
point d . R1 and R2 are inserted to the todo list. The closest point to R1’s origin is point b which is added to
the skyline set. Point b divides R1 in three partitions, R4, R5 and R6. Partition R6 is empty and partition R5
is discarded because all points in it are dominated by point b. R4 is inserted into the todo list which now has
R2, R4 and the skyline set is d ,b. The closest point to R2’s origin is j and it is added to the skyline set. Point
j divides R2 in partitions R7, R8, R9. R7 and R9 are empty and R8 is added to the todo list. R4 has only one
item, point a, which is added to the skyline set and R8 has only one item point k which is also added to the
skyline set. At the end the todo list is empty and the skyline set contains rooms a, b, d , j , k. Figures 2.6 and
2.7 illustrate and example of partitioning the data space.

Figure 2.6: Partitioning space with skyline point d Figure 2.7: Partitioning space with skyline points d, b, j

2.5.5. BBS algorithm
The branch and bound skyline algorithm [40] is a progressive algorithm that works similarly to the NN but it
is I/O efficient, the R-tree nodes that contain skyline points are accessed only once. An intermediate entry
of the R-tree represents a minimum bounding rectangle(MBR) of a node, and a leaf node represents a data
point. The metric used this time is the L1 norm. The mindist of a leaf node equals the sum of its coordinates
and the mindist of an intermediate node equals the mindist of its lower left point. The algorithm recursively
traverses the tree starting from the root node and at each iteration the node with the minimum mindist is
expanded by inserting its children to the heap.

An example will be displayed on the rooms data file indexed by the R-tree depicted in 2.9 with corre-
sponding minimum bounded rectangles as in figure 2.8. At the beginning the heap is initialized with R1
and R2 and their corresponding minimum distances. H = {(R1,950), (R2,750)}. R2 has the smaller mindist
so it is expanded. H = {(R5,930), (R6,1500), (R1,950)}. Now R5 is expanded and the heap becomes H ={
(e,1400), (d ,1000), (g ,1600), (R6,1500), (R1,950)

}
. Point d has the minimum mindist so it is inserted to the

skyline set, S = {d}. Both e and g are discarded because they are dominated by d . H = {(R6,1500), (R1,950)}.
Now R1 is expanded H = {(R3,1330), (R4,1650), (R6,1500)}. Next R3 is expanded and the heap becomes H =
{(a,1550), (b,1370), (c,1700), (R4,1650), (R6,1500)}. Point b has the minimum mindist and is inserted to the
skyline set, S = {d ,b}. Point c and entry R4 are discarded because they are dominated by b, and a is inserted to
the skyline set because it is incomparable with both b and d . H = {(R6,1500)} and S = {a,b,d}. R6 is expanded
and the heap becomes H = {

( j ,1700), (k,1770)
}

and S = {a,b,d}. Both points j and k are incomparable with
the skyline set so they both are appended to that. Finally, the skyline set is S = {

a,b,d , j ,k
}

and the heap is
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Figure 2.8: Minimum bounded rectangles Figure 2.9: R-tree on the data file

empty.

2.5.6. Constrained skyline queries
Constrained skyline queries [13] help users explore a particular subset of data that might be more interesting
for them by restricting the entire data space based on a set of constraints. Each constraint is formulated
as a range along each dimension. A constrained skyline query returns the most interesting objects defined
by these constraints. Constraints on skyline queries can be expressed in two ways. There are constrained
skyline queries where the skyline set is computed after the dataset is restricted by the constraints, and skyline
queries with constraints, where the skyline set is computed on the entire dataset and then gets restricted by
the constraints returning the most interesting skyline points to the user.

On the previous example on the data file with rooms for rent in Delft a user might be interested in finding
rooms that do cost between 300 and 1300 euros per month within the distance of 200 and 1000 meters away
from the city centre. The two SQL queries are given, the first is for constrained skyline queries, and the second
for skyline queries with constraints and figures 2.10, 2.11 depict the difference between them.

Constrained skyline query:

SELECT * FROM Rooms WHERE ((distance≥ 200 AND distance ≤ 1000 ) AND (price ≥ 300 AND price ≤ 1300)
) SKYLINE OF price MIN, distance MIN

Skyline query with constraints:

SELECT * FROM (SELECT FROM Rooms SKYLINE OF price MIN, distance MIN) skyline_set WHERE
((distance≥ 200 AND distance ≤ 1000 ) AND (price ≥ 300 AND price ≤ 1300) )

2.5.7. SFS
The Sort Filter Skyline algorithm, proposed in [11], extends the BNL algorithm. The SFS algorithm demon-
strates a progressive behaviour by presorting data points based on a monotone preference function. One
example of a monotone preference function is the sum of normalized coordinates on all dimensions of a
point, named as entropy. Presorting in ascending order makes sure that a point a dominating point b will be
visited before point b, and the number of comparisons will be reduced to the minimum. That ensures the
progressive behaviour of the algorithm. After the presorting phase the execution of the algorithm is the same
as the BNL algorithm.

Empirical studies have shown that the most effective entropy function of a data point p is the Ed (p) =∑d
i=1 ln(p.vi + 1) where p.vi is the normalized value of a data point p on dimension i in the interval (0,1)

non-inclusive. The smaller the entropy of a data point is the more dominant the point will probably be.
The complexity of the algorithm is O(d N 2) in the worst case and O(d N +N l og N ) in the best case, where

d is the number of dimensions and N is the number of points in the dataset. Although the SFS algorithm
reduces radically the number of comparisons, still the entire dataset has to be scanned to compute the full
skyline set. Also the algorithm cannot adapt to different user preferences.
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Figure 2.10: Constrained skyline query, S = b,d Figure 2.11: Skyline query with constraints, S = b,d

An example will be demonstrated on the data file with rooms for rent in Delft. Since all values must be
normalized in the interval (0,1) non inclusive, all values were divided by a large number, 2000. Table 2.2 shows
the normalized values of the two attributes for every room in the data file and the corresponding computed
entropy. With the table now sorted in ascending order the algorithm proceeds in a similar way with the BNL
algorithm. Each point is fetched, d is the first point and it is inserted in the window, b is incomparable
with d and is inserted to the window as well. Point e is dominated by point d so it is discarded, point a is
incomparable with all objects in the window and is inserted in the window. Point g is dominated by point d
so it is discarded. Points j and k are incomparable with the window objects and are inserted in the window.
All the other points are dominated and discarded.

Room Normalized Price Normalized Distance Entropy
d 0.35 0.15 0.440
b 0.185 0.5 0.575
e 0.4 0.3 0.599
a 0.175 0.6 0.631
g 0.6 0.2 0.652
j 0.75 0.1 0.655
k 0.8 0.085 0.669
c 0.3 0.55 0.701
f 0.5 0.45 0.777
i 0.7 0.35 0.831
h 0.65 0.5 0.906

Table 2.2: Presorting based on entropy computation

2.5.8. Dynamic skyline queries
Dynamic skyline queries [10] map all points on a new data space by finding their dynamic coordinates based
on a set of distance functions and a reference point. Dynamic skyline queries define a new d ′−dimensional
data space from the original d-dimensional data space. The new data space is called dynamic space.

In order to achieve that transformation m distance functions (with m ≤ d) must be defined. Every func-
tion takes as input the original coordinates of a point and the reference point q and returns the point’s dy-
namic coordinates. To make things simple it is assumed that d = d ′, the dynamic data space has the same di-
mensionality as the original data space, and every distance function on dimension i is defined as the absolute
distance between the original coordinates and the coordinates of the reference point, fi (p, q) = ∣∣qi .vi −pi .vi

∣∣.
Now the dominance relation must be redefined for dynamic skyline queries.

Dynamic dominance: Given two data set points p1, p2 and a reference point q, p1 dynamically dominates
p2
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Point Original Coordinates Dynamic Coordinates
price distance price distance

a 350 1200 1050 1200
b 370 1000 1030 1000
c 600 1100 800 1100
d 700 300 700 1100
e 800 600 800 800
f 1000 900 1000 900
g 1200 400 1200 1000
h 1300 1000 1300 1000
i 1400 700 1400 700
j 1500 200 1500 1200
k 1600 170 1600 1230
q 700 700 700 700

Table 2.3: Original and dynamic coordinates

p1 >q p2 ⇐⇒ ∃i ∈ [1,d ] :
∣∣p1.vi −q.vi

∣∣> ∣∣p2.vi −q.vi
∣∣∧∀ j ∈ [1,d ]− i :

∣∣p1.v j −q.v j
∣∣≥ ∣∣p2.v j −q.v j

∣∣
Dynamic Skyline: The dynamic skyline set contains all points that are not dynamically dominated by any
other point.

DSK Y = {
p ∈ Ds | ¬∃ o ∈ Ds : o >q p

}
An example of dynamic skyline queries will be illustrated on the rooms data file with reference point q =
(700,700). Table 2.3 shows the points’ transformation, and figures 2.12, 2.13 the dynamic data space and
dynamic skyline set respectively.

Figure 2.12: Dynamic data space Figure 2.13: Dynamic skyline set

Dynamic skyline queries are very effective when it comes down to detecting interesting objects from a
user’s perspective. The reference point q = (700,700) led to the skyline of d ,e, i . That can simply be translated
into "A user that was interested in room q would probably be very much interested in rooms d ,e and i as
well".





3
Reduction Algorithms

This chapter deals with reduction algorithms. The first section outlines the basic categories of reduction
algorithms while the second section critically assess the way reduction algorithms are evaluated in literature.

3.1. Categories of Reduction Algorithms
According to [31] reduction algorithms can be divided into 4 categories:

3.1.1. Relaxation of Pareto semantics
According to the notion of Pareto dominance if two objects are incomparable regarding a single attribute
then they become incomparable and maybe they will both end up in the skyline set. It can be seen that
the full Pareto dominance is a very strict notion of dominance. Algorithms belonging to this category try to
relax the notion of Pareto dominance, leading to more dominance relations and as a result to smaller skyline
sets. The most prominent example of this family of reduction algorithms are k-dominant skylines [6]. k-
dominant skylines weaken the notion of Pareto dominance by introducing the k-dominance relation. An
object k-dominates another object if it is better or equal in at least k dimensions where k < d and strictly
better in at least one of these k dimensions. The main idea behind k-dominant skylines is that an object
displaying many good attribute values will dominate another one displaying a few good attribute values. If
one object k+1-dominates another object then it will k-dominate it as well. When k equals the total number
of attributes, k = d , the k-dominant skyline becomes the full skyline set. As the parameter k decreases the
size of the skyline set decreases as well. Figure 3.1 shows the hierarchy of k-dominant skylines.

Figure 3.1: Full skyline set and k-dominant skyline sets

Algorithms in this category, so called weak order skylines, can be designed in a straightforward manner
from classical skyline algorithms by just modifying the notion of dominance. Unfortunately, research has
shown that these algorithms significantly decrease the size of skyline sets and probably some very interesting

15
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skyline objects will be discarded as well. The summarization effectiveness of this family of reduction algo-
rithms is doubted.

3.1.2. Summarization approaches
The purpose of summarization approaches is to return a summarization of the skyline set, that is a set of
objects which still maintains the diversity of attributes of the full skyline set but is much smaller in size. The
main idea behind summarization techniques is to give users a taste of different neighbourhoods of interest-
ingness in the skyline set

An example of this family is Approximate Dominating Representatives(ADR)[25]. The basic idea is to
return the best sample of the skyline set in terms of size and accuracy. The way to achieve that is to return a
set of objects adr = {a1, ..., ak } such that for any user specified value ε, any other other object o ∉ adr holds
that there is an i ≤ k such that the vector ai × (1+ ε) dominates object o. The idea is illustrated in figure 3.2.
All summarization approaches are a post processing step of the skyline computation which means that there
is no gain in performance. Unfortunately, the problem becomes NP hard for more than two dimension but
has a polynomial-time logarithmic approximation.

Figure 3.2: Approximate dominating representatives with ε distance

3.1.3. Weighting approaches
The goal of weighting approaches is again to produce a representative sample of the full skyline set just like
summarization approaches, but their main difference is that they introduce ranking on skyline objects on
some explicitly defined measure of interestingness. A common characteristic of this family of reduction al-
gorithms is that objects with extreme values are discarded. There are mainly two categories of weighting
approaches. The first is methods that are based on subspace analysis, so an object is more important when
it appears on many subspaces. The second category ranks skyline objects based on how many objects they
dominate.

As mentioned before on subspace analysis the notion of interestingness is the appearance of a skyline
object in many subspaces. However, the computation of all subspaces is prohibitively expensive, so tech-
nologies have been developed to enable fast and efficient computation on subspaces. The most prominent
of them is skycubes. Skycubes [52] maintain all skyline sets for all possible 2d − 1 subspaces of a database.
Figure 3.3 depicts a skycube for attributes A,B ,C ,E . Given a lattice of subspace there are two main ways to
compute the skyline set for all subspaces, a top down approach and a bottom up manner. In the bottom up
approach the skyline set is obtained by merging the skyline sets of child nodes at the lower level. In the top
down approach to determine the skyline set of a father node in the subspace lattice, the skylines of the child
nodes are recursively enumerated. It is obvious that some skyline objects are reused and that makes top down
approaches much more computationally efficient than bottom up approaches.

In [7] a metric called skyline frequency was introduced. That metric ranks skyline objects according to
their number of appearances in all possible subspace skylines. A skyline object is more interesting the more
times it appears in many subspace skylines. The k most interesting skyline objects are returned where k is user
specified parameter. It can be seen that this metric incorporates ideas from both skyline and top-k queries,
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Figure 3.3: Example skycube for attributes A, B, C, E

but this time the preference function is the object’s appearance in many subspaces. Skyline frequency allows
for easy specification of skyline queries and the preference function is dependent on structural properties of
subspace skylines. Figure 3.4 displays examples on top-1 and top-2 queries on a skyline set of objects a,b,d,j,k.

Figure 3.4: Example skycube for skyline points a,b,d,j,k on attributes A, B, C, E
Top-1 Frequent skyline={b}
Top-2 Frequent skyline={b, a}

Another algorithm belonging to this family of reduction algorithms is the Skyrank algorithm [48]. The
Skyrank heuristic also relies on subspace relations, but this time a skyline object is more interesting the more
objects it dominates on any subspace. The interestingness of a skyline point is propagated to all the skyline
points that dominate it. To apply the Skyrank algorithm a skyline graph is necessary. A skyline graph can
be constructed in the following way. The skyline objects are represented as nodes and edges are created in
accordance with the skycube. For every skyline object it is tested whether it belongs to each subspace skyline
in the skycube. If it is, no edge is created. If it is not, a directed edge is created from that skyline object to
all objects which dominate that particular skyline object on that specific subspace. An example of a skyline
graph is borrowed from [31] and is depicted on figure 3.6. The Skyrank algorithm can definitely be seen as
similar to that of Pagerank. The basic heuristic of Pagerank is that a webpage is more interesting the more in-
links it has, and also one webpage may propagate its importance to anther webpage. The skyrank algorithm
applies link analysis similar to that of Pagerank in order to rank object, based on dominance relations.

The last subcategory of this kind of reduction algorithms are k-most representative skyline points [30].
This reduction algorithm aims at summarizing the skyline set by choosing the k most representative among
them, where the representativeness in that case is determined by the number of objects a skyline point dom-
inates. Again this methodology incorporates ideas from both top-k queries and approximate dominating
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Figure 3.5: Skyline points on subspace {x, z} Figure 3.6: Skyline graph for subspace {x, z}

representatives, but this time the preference function is the dominance of the skyline object. Unfortunately,
again the problem is np-hard for more than two dimension but can be approximated by greedy heuristics.
This idea has been extended in [46] to retrieve the best k objects that minimize the distance between a
non-representative skyline point and its nearest representative. The basic idea is that skyline points can be
grouped into neighbourhoods of interestingness. The heuristic of distance based representatives tries to find
a set of skyline points that best describe tradeoffs among these neighborhoods of interestingness. For exam-
ple in our rooms data file it can be noticed that there exist three neighbourhoods of interestingness, shown in
figure 3.7, N1 that contains very cheap rooms but far away from the city centre, N2 that contains very expen-
sive rooms which are very close to the city centre, and N3 which is somewhere in between. Given an integer
k, the distance base representative skyline set will contain k objects that best captures the contour of the full
skyline set. So the DBR skyline set on the rooms data file for k = 3 will be {a,d ,k} as depicted in figure 3.8.

Figure 3.7: Neighbourhoods of interestingness
Figure 3.8: Distance based representative skyline set with k = 3, S =
{a,d ,k}

3.1.4. Cooperative approaches
All reduction algorithms presented up to now are based on structural properties in order to choose the most
interesting points from the skyline sets. Cooperative approaches interactively try to elicit information in or-
der to steer skyline reduction towards a more user preferable set. A framework proposed in [28] iteratively
suggests the most informative preferences on partially ordered domains, because they are considered to be
the reason that skyline sets end up being very large. The approach tries to minimize user interactions while
minimizing the size of the skyline set.

Also trade off skylines [32] have been proposed that introduce trade offs between attribute domains. A
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trade off can be viewed as a compensation between two attribute domains. For example a car dealer would
ask a customer “Would you sacrifice 50hp for 5.000 euros?”. Trade off skylines are computationally expen-
sive and that’s because trade offs modify the product order coming from attribute preferences. Also tradeoff
relations are transitive and will probably introduce new ones resulting in a chain of tradeoffs.

3.2. Current evaluation methods
This section presents the methods that are used to evaluate already existing skyline algorithms.

In [3] a case study was conducted that computed and compared the sizes of the skyline sets and the run-
ning times of the Block Nested Loop algorithm(BNL) and the Divide and Conquer algorithm(DC) for different
number of dimensions and for different types of databases, correlated databases where points that are good
in one dimension are also good in the other dimensions, anti-correlated databases where points that are good
in one dimension are bad in all others, and independent databases where there is no correlation between a
point’s attribute values. Firstly, it was proved that for correlated databases the skyline set can become as large
as 30% for 10 dimensions, and for anti-correlated databases it can become almost 75% of the database. Then,
the running times for the skyline computation were measured for three variants of the BNL and the DC to
reach the conclusion that the BNL is good if the size of the skyline set is small and there are no correlations in
the database, while the DC algorithm is more resistant to the number of dimensions and correlations in the
database.

In [26] where the Neighrest Neighbour algorithm(NN) was proposed, it was compared against four other
already proposed skyline algorithms on the running time, the scalability, that is how the algorithm scales
with different number of dimensions, again on correlated, anti-correlated and independent databases for 2-
dimensional and multidimensional skylines. The results proved that the big advantage of the NN algorithm
is that it shows a picture of the skyline set from the very first iterations. However, the research ends with the
conclusion that there is no good and bad algorithm for computing the skyline set and every algorithm has its
pros and cons.

In already existing research it can be seen that all reduction algorithms are not compared against each
other, and that is highly logical since each author interprets interestingness in his own personal way. In [6]
the authors proposed three variants of a skyline reduction algorithm. These three variants were evaluated
and compared against each other on their running times, the scalability and the size of the reduced skyline set
that they compute again for three types of databases. Correlated, anti-correlated and independent databases.
Similarly, in [7] the proposed algorithm was implemented with two variants, one with precise counting and
one with approximate counting. The two variants were compared against against each other on the running
time and the scalability, on correlated, anti-correlated and independent databases.

In a similar way in [46], where the notion of Distance Based Representatives algorithm was proposed,
again the variants of the algorithm presented were compared against each other on the running time and it
was proved that the proposed algorithm better captures the contour of the entire skyline set, giving a more
representative reduced skyline set from already existing summarization approaches.
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Proposed way of using skyline sets

4.1. Introduction
This chapter proposes a new way of using skyline sets, that is to summarize datasets. This thesis follows
a completely different approach to evaluate reduced skyline sets from the ones mentioned in the previous
chapter. Two evaluations will be performed to evaluate reduced skyline sets for the new way of using them.
The first one will evaluate reduced skyline sets based on the representativeness of the summarization they
provide, by borrowing a methodology from statistical analysis. Then, the notion of summarization effec-
tiveness will be redefined in a more user related manner and a case study will be designed to measure the
summarization effectiveness of the reduction algorithms regarding a user related task.

4.2. Current applications
As mentioned previously, skyline algorithms have seen various applications in many fields such as market
research, location based systems, bioinformatics. In existing applications skyline algorithms are used as an
extension of traditional database systems to assist multi-criteria decision making systems, and to suggest
users optimal objects, objects which are not dominated according to the notion of Pareto dominance. Figure
4.1 depicts the way skyline algorithms are used up to now. Taking for instance location based systems, one
user might be interested in finding the shortest and the cheapest route to a particular destination. The skyline
set of all the possible routes will be computed with the preference of minimizing both the distance and the
price, these are the optimal routes, and only the skyline set will be returned to the user. Another example
will be displayed on how a housing estate could use skyline algorithms to make suggestions. Suppose a user
wants to find a room in Delft that is both cheap and close to the city centre. The housing estate could use
the SFS algorithm analyzed in the background chapter to suggest rooms. So the rooms will be suggested in
the following order d ,b,e, a, g , j ,k,c, f , i ,h as shown in table 2.2. A higher priority is given to rooms that will
probably be more interesting to the user.

Figure 4.1: Current applications of skyline computation
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4.3. Proposed framework
This thesis proposes a new way of using skyline sets, that is to summarize query results. Summarizing query
results is defined similarly to that of summarizing databases [44], and is about choosing a set of tuples from
query results in order to create a sample that still accurately reflects the diversity of attribute values of the
original set. A framework is designed that proposes a way to integrate reduced skyline sets for interactive and
progressive query refinement.

Refining queries has bothered the database research community for many years now and for many rea-
sons. The main reason is mentioned in [37] and is that traditional relational database systems support mainly
Boolean retrieval models on which constraints are applied on individual tuples and not on the resulting table.
As a result, the cardinality of results cannot be reassured, and objects in resulting tables from SQL queries end
up being too few or too many. In [37] an interactive framework was created which in order to satisfy cardinal-
ity constraints on query results, uses user feedback to reform user preferences.

Similarly, in [38] it is mentioned that the ranking of results from a user’s query may not accurately reflect
the preconceived notion of information need or similarity. In the same paper a query refinement system is
designed that uses relevance feedback in order to handle user subjectivity in similarity search systems. To
refine the query the system uses relevance feedback, where the user judges the relevance of the returned
objects and the system refines the query to better reflect the user’s information needs.

This master thesis proposes a new framework for interactive and progressive query refinement to assist
filtering search on databases, but there are many more domains that it can be applied. The problem of filter-
ing search has achieved great attention from the database research community. The goal of filtering search is
to retrieve a set of records that would match a specific set of criteria. Filtering search is one of the main key
features of SQL queries implemented by a "WHERE" clause. Also, filtering search [9] has seen many appli-
cations on already existing problems of computational geometry by improving their complexity and making
them more simple to be implemented.

The framework is depicted in figure 4.2. The purpose of its design is to let users grasp an overview of
the results right every query they perform. Given a user query two computations are performed. Firstly, the
resulting table from the database(D) is computed, that is the "Resulting table". Then, the reduced skyline set
is computed by the skyline reduction algorithm(RA) which receives as input the query and the full skyline
set. The reduced skyline set, mentioned as "Overview", is returned back to the user and it will be used to
summarize the results for that query. Then the user can get some ideas and refine his query towards any
direction. Whenever the user feels ready the final decision will be made from the "Resulting table" from the
database. The framework proposed was made progressive in the following way. Every query differs from its
previous one by only one constrain. By just adding one filter to the query, it is dynamically submitted and the
computation is repeated.

We see that our proposed framework for refining queries differs very much from the already existing ones.
Although its structure looks similar to that of [37], it differs very much from that. Its purpose is not to engage
users only when a cardinality constrain is not satisfied, but to progressively engage users by providing a feed-
back with the possible choices they have available.

Figure 4.2: Architecture of the proposed framework
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4.4. Evaluating a summarization
Summarization approaches have been studied extensively by the fields of data and knowledge mining. Au-
tomatic summarization[16] involves methods for finding a compact description for a subset of data. Many
summarization approaches have been proposed, until now the simplest of which is displaying the mean and
standard deviations for all fields. More complex summarization approaches require derivation of summary
rules[2], multivariate visualization techniques, interactive exploratory data analysis[34].

Database summarization techniques have attracted particular interest from researchers. Database sum-
marization [44] is the process of choosing a set of tuples from the database so that the resulting set is very
much informative of the entire database, regarding the range of attribute values, but much smaller in size.
There are three basic approaches to database summarization. The first of them is based on aggregate com-
putation, such as statistical databases that compute aggregates by using statistical functions, and online an-
alytical processing that uses cubes of computed aggregated values. The second is semantic compression.
Semantic compression approaches produce high-level descriptions for a subset of database objects, some
examples are association rules and decision trees. Finally, there are metadata-based semantic compression
approaches that exploit meta-data to produce high level descriptions on a user defined vocabulary.

According to [22] the evaluation of a summarization method can be performed in an intrinsic or extrinsic
manner. The intrinsic evaluation tests the summarization system on itself while the extrinsic evaluation tests
the summarization based on how it affects the completion of a user related task such as providing useful
information to find relevant documents. In the context of this master thesis reduced skyline sets will be
evaluated in both of these ways.

4.5. Intrinsic evaluation
As discussed before it can be seen that a reduced skyline set summarizes the database since it chooses some
tuples from it. One possible evaluation of reduced sets would be to determine the representativeness of every
reduced skyline set towards the full skyline set. As mentioned in the second chapter, any user preference can
be represented with a monotone function. One of the fundamental properties of the skyline set is that all
objects that belong in the skyline set will maximize that function, which means that regardless how a user
weights his personal preferences, the most favourable answer to every possible query will be found in the
skyline set. And since every reduced skyline set is a subset of the full skyline set, the skyline set will be used
as a reference point for all these comparisons.

In [41] it is mentioned that if no sampling error then the sample is representative of the population, so
measuring the sampling error can show how much representative a sample of the database is. The sampling
error describes the difference between the sampled statistic and the actual population parameter. In our case
the sampled statistic is the reduced set means for every attribute, and the actual parameter is the full skyline
set means for every attribute. The metric that will be used to measure the average sampling error per attribute
between the full skyline set and a reduced skyline set is described in the following formula:

d(redset, skset)=
∑d

i=1|mi−µi |
d

where i iterates all dimensions d , mi is the mean of the reduced set for attribute i and µ is the mean of
the skyline set for attribute i . The findings of that metric will be presented in chapter 7.

4.6. Extrinsic evaluation
To evaluate the summarization provided by a reduction algorithm for the new proposed way of using reduced
skyline sets, to summarize query results, by using the framework proposed before, a case study will be con-
ducted that will evaluate how the summarization provided by a reduction algorithm affects the completion
of a user related task. That task is going to be retrieving a relevant record according to a given description.
After every attempted query users will get an overview of their possible choices and then they have to refine
their query to get to their favourable answer.

Firstly, the notion of summarization needs to be redefined for the user experiment. The entire reduced
skyline set will be provided to users and not just a statistic on that, and that summarization will regard the
the overview of different choices the reduced set gives to the user. A summarization provided by a reduction
algorithm will be evaluated on the following criteria in accordance with [22]:

• The user’s success in accomplishing the task.
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• The summarization’s usefulness regarding the accomplishment of the task.

• The searching effort needed to perform the task on database by while using the summarization.

Many reduction algorithms(RAs) to summarize datasets will be tested in the context of this master thesis.
The user experiment will tell the difference between those users who got a good overview, and will hopefully
perform better, than those who didn’t, and will not perform so good. In chapter 6 there will be a more detailed
explanation of the experimental setup and all the variables that will be used to measure the summarization
effectiveness as described above.
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Clustering Based Skyline frequency

5.1. Introduction
One of the contributions of this master thesis is to propose a new reduction algorithm that adopts charac-
teristics from both summarization and weighting approaches, the Clustering Based Frequency algorithm.
Although clustering techniques have been studied extensively, no one has ever proposed using clustering
methods to choose objects from the skyline set. The basic idea is to define neighbourhoods of interesting-
ness by clustering points, that is to summarize the full skyline set, and then to apply subspace analysis to each
cluster, that will choose the most meaningful objects from each cluster.

5.2. Motivation
The idea of Clustering Based Frequency was inspired from the Distance based representatives described in
3.1.3. It can easily be noticed that although neighborhoods of interestingness are mentioned, in the Dis-
tance Based Representatives algorithm there is not a specific definition of them. Also, up to now there have
been proposed summarization approaches that do not introduce ranking between objects and simply rely
on distance based measures, and on the other hand there are weighting approaches that usually neglect
summarization and mainly focus on ranking objects. The Clustering Based Frequency strictly defines these
neighborhoods by first clustering objects, and then it choose the top-k dominant objects from each cluster
by applying the heuristic of skyline frequency. The heuristic of the skyline frequency within each cluster will
probably lead to a more effective semantic summarization of the skyline set.

5.3. Clustering
Because people today face huge volumes of data in their everyday lives, the need to store, access, represent
and analyze data has become crucial nowadays. One of the prominent techniques to summarize data is to
classify, or simply group objects into similar categories. Classification systems can be divided in two big
categories [51]. There are supervised learning systems that classify objects into a set of supervised classes,
and unsupervised learning systems, that don’t use any labelled data to assign objects and try to discover
hidden structures in data. Unsupervised learning, or simply clustering systems, can be separated in two
categories, partitioning clustering systems, where a set of data objects are grouped in a known number of
distinct and non-overlapping clusters, and hierarchical systems where objects are grouped in a set of nested
clusters organized as a tree. Also, as mentioned in the same research, to handle large scale datasets, density
based clustering algorithms have been developed that group objects into a cluster once they have detected a
dense neighbourhood of them.

5.4. Clustering Based Frequency
The Clustering Based Frequency algorithm consists of two phases, the first is clustering skyline objects, in
order to summarize them, and then from each cluster apply the heuristic of the skyline frequency to choose
the most dominant skyline objects. As for the first phase, since there are plenty of clustering algorithms to
choose from, two variations will be proposed, one with the K-Means, and one with a density based clustering
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algorithm, the HDBSCAN. Which variation is more useful depends to the particular application and both the
advantages and disadvantages of each algorithm have to be taken into account.

• k-Means: The advantage of the k-Means algorithm is that it is easy to implement and fast to compute.
The disadvantages are that it will produce very much tight clusters, and the number of clusters k to be
given to the algorithm is very much difficult to be predict. The complexity of the algorithm O(kdn)
where d is the number of dimensions and n is the number of objects.

• HDBSCAN: The HDBSCAN like any density based clustering algorithm is able to cluster objects accord-
ing to their density. The HDBSCAN was introduced in [4], in order to improve the DBSCAN algorithm. It
is mentioned in the same paper that the DBSCAN algorithm produces flat clusters which are very much
dependent on the choice of parameter ε, which means that DBSCAN fails to cluster objects of varying
density. The HDBSCAN algorithm works with only one input parameter, Minpts, the minimum num-
ber of points that can make a cluster. However, the advantages of HDBSCAN come with an increased
complexity of O(dn2) where d is the number of dimensions and n is the number of points.

Two variations of the algorithm will be presented one that that uses the k-means clustering algorithm, the
KMFREQ algorithm, and one that uses the HDBSCAN, the DBFREQ algorithm.

The second step of the algorithm is common for both variations. The heuristic of the skyline frequency
[7] will be applied to find the most dominant objects from each cluster. According to the skyline frequency,
an object is more dominant when it is returned by many skyline sets when considering different number of
dimensions, so the skyline frequency of a point can be found by making 2d − 1 distinct skyline queries for
each non empty set of attributes. The higher the skyline frequency is the more interesting the point is since
it is dominated on a fewer number of dimensions. Because it is very computational expensive to perform
these 2d −1 skyline queries, the authors managed to find a workaround by using approximated counting of
subspaces.

5.5. Evaluation
The two variations will be compared against each other on the running time and the dimensionality effect on
a synthetic dataset, and against the DBR algorithm on the summarization produced for different number of
input parameters and returned skyline points on a realistic dataset. The code for the evaluation can be found
in [47].

5.5.1. Effect of dimensionality
A synthetic data set of 1000 skyline points was produced. Figure 5.1 displays the running times of KMFREQ,
on different number of clusters and for different dimensions, and figure 5.2 displays the running time of
DBFREQ on different number of Minpts and different number of dimensions.

Figure 5.1: KMFREQ running times for different times Figure 5.2: DBFREQ running times for different times

It can be seen that the KMFREQ algorithm is more efficient in time for all number of dimensions. The
KMFREQ algorithm deteriorates for 5 clusters, and that is because when there are less clusters, there will be
more objects within each cluster and the skyline heuristic will take much longer to finish. Exactly the same
holds for DBFREQ. Whenever there are more dense clusters, clusters with many points in them, the algorithm
will take longer to finish. Both algorithms scale pretty well for up to 11 dimensions.
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5.5.2. Summarization
A dataset of 2000 cars with three numerical attributes, price, horsepower, mileage, was used to evaluate the
summarization produced by the new proposed algorithm. The original dataset can be found in kaggle [29].
The steps of preprocessing the dataset can found in detail in section 6.2. Figure 5.3 shows on the left column
the clusters produced by the k-Means algorithm on the dataset for k = 5,10,15, and on the right column the
HDBSCAN for mi npt s = 15,10,5.

Figure 5.4 displays the points generated by the KMFREQ and DBR algorithms for k = 5,10,15. It can be
noticed that for all k’s the DBR algorithm summarizes the skyline set by choosing objects with extreme values
which might not be that useful for answering queries on real time decision making systems. However, the
KMFREQ algorithm chooses the most prominent object from each cluster, and because these points come
from different clusters, that is different neighborhoods of interestingness, they still maintain the diversity of
the full dataset. Exactly the same holds for the DBFREQ as shown in figure 5.5.

5.5.3. Discussion
Current summarization approaches [31] such as the Distance Based Representatives algorithm [46], in order
to represent the full skyline set rely on distance based measures to choose the most representative objects.
However, these measures can choose extreme data points which might not be representative of the dataset
and will probably lead users to deceptive assumptions about the dataset. They can also affect further statisti-
cal analysis as mentioned in [39]. The Clustering Based Frequency algorithm overcomes this problem by first
clustering objects and then by applying the heuristic of skyline frequency which is guaranteed to find more
meaningful objects from each cluster that will still describe the contour of the full skyline set.



28 5. Clustering Based Skyline frequency

(a) k-Means with 5 clusters (b) HDBSCAN with 15 minpts produces 4 clusters

(c) k-Means with 10 clusters
(d) HDBSCAN with 10 minpts produces 10 clusters

(e) k-Means with 15 clusters (f) HDBSCAN with 5 minpts produces 15 clusters

Figure 5.3: Clustering dataset points with k-Means and HDBSCAN
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(a) KMFREQ with 5 clusters (b) DBR with k=5

(c) KMFREQ with 10 clusters (d) DBR with k=10

(e) KMFREQ with 15 clusters (f) DBR with k=15

Figure 5.4: KMFREQ and DBR
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(a) DBFREQ with 15 minpts produces 4 clusters (b) DBR with k=5

(c) DBFREQ with 10 minpts produces 10 clusters (d) DBR with k=10

(e) DBFREQ with 5 minpts produces 15 clusters (f) DBR with k=15

Figure 5.5: DBFREQ and DBR
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Study setup

6.1. Case Study setup
6.1.1. Objectives
This case study proposes a framework for interactive query refinement to assist retrieval tasks on databases.
The purpose of the case study is double-fold; firstly to evaluate whether providing users a summarization
of their query results can help them refine their query and make better decisions while reducing the effort
needed when performing retrieval tasks on databases, and secondly, to decide which skyline reduction al-
gorithms would be the most useful for summarizing query results for both experienced and inexperienced
users. So the concept of choosing the most dominant objects will be used to summarize query results. The
research questions to be addressed are the following:

• Can reduction algorithms be used to summarize query results?

• Which skyline reduction algorithms are the most useful for summarizing query results?

• How the proposed framework affects the perceived satisfaction and effort of both experienced and in-
experienced users on database retrieval tasks?

6.1.2. Background
The skyline operator [3] was proposed to fill the gap between traditional and multimedia database systems[15],
and to provide personalized access to huge volumes of data. The purpose of the skyline operator is to choose
optimal objects regarding a user preference. However, the skyline set becomes usually pretty large because
of the curse of dimensionality [8]. Many reduction algorithms [31] have been proposed to choose interesting
objects and reduce the size of the skyline set, but that notion of interestingness is really hard to formalize.
Up to now skyline reduction algorithms are used as an extension of traditional database systems to extract
interesting objects for users, but no one has ever examined one potential use of reduction algorithms, to
summarize query results.

The problem of summarizing query results has bothered the research community for a long time and has
seen great applications in web search engines. In [42] it is mentioned that users only look over the first 20
pages of returned results by a search engine. In both [43] and [42] a novel method of adaptive search was
proposed, that uses clustering, summarization, and user feedback to assist interactive information seeking.
The main idea is to group similar documents into clusters and to present only a summary of the cluster and
then users are able to interactively expand their search by providing feedback. It is mentioned in both papers
that this kind of search outperforms traditional querying search engines since it does not require knowledge
on any Boolean querying language and keywords to describe a query.

Maximizing user satisfaction has been the main subject of recommendation systems. Basically, there are
three kinds of recommendation systems [19]. Content based systems, which recommend items based on
a user profile created at the beginning and an item’s description, collaborative recommendation systems,
which suggest items by collecting past ratings of all users, and hybrid systems, that can be seen as a combi-
nation of collaborative and content based filtering systems. It is mentioned in [19] that commercial systems
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measure user satisfaction by the number of products purchased, while non commercial systems measure
satisfaction by simply asking users how satisfied they are.

Interactive query refinement methods have been studied extensively for many different reasons, taking
for example the interactive framework proposed in [37] that uses user feedback to reform user preferences
in order to satisfy cardinality constraints on SQL query results. Also in [49] two methods are revisited for
automatic query refinement for text based video retrieval, a two query expansion method based on pseudo-
relevance feedback and a query refinement method based on text annotation. Furthermore, the problem of
summarizing queries has seen great application in information retrieval to handle the word mismatch and
to automatically expand queries using word relationships. A recent study in [50] compared all these methods
on their effectiveness.

6.1.3. System’s Overview
The system’s architecture is illustrated in figure 4.2. This interactive query refinement framework was de-
signed in order to assist filtering search on databases. After every attempted query the reduction algorithm
computes the reduced skyline set for that query, and the reduced skyline set will be returned to the user and
will give a summary of the query results. Then the user can get some ideas from that to refine the query. The
final decision will be made from the resulting table from the entire dataset and not from the reduced skyline
set, because if users were able to answer their query from the reduced set, then the use of the skyline set would
be to answer queries directly as in already existing skyline applications. The main contribution of this master
thesis is to use skyline sets to summarize query results and not to answer queries directly. The framework
supports progressive query refinement because every query differs from its previous one by only one filter,
that is one constrain. So, whenever the user adds a filter to the query, the query is dynamically submitted and
both the resulting tables from the dataset and the reduction algorithm are re-performed.

6.1.4. Algorithms for summarization
Users were divided in 7 groups, with each group using one skyline algorithm to summarize query results. The
different groups along with their respective algorithm are depicted on the table below.

Case Algorithm
full full skyline set
kdom k-dominant skyline set
rand random skyline set
skfreq top-k frequent skyline set
dbfreq density based frequent skyline set

dbr
distance
based representative skyline set

free
no skyline set,
users will work directly on the dataset

Table 6.1: Groups of users and skyline algorithm per group

Every reduced skyline set(kdom, rand, skfreq, dbfreq, dbr) was computed offline on the dataset by run-
ning the respective reduction algorithm. All the reduction algorithms that were used were already mentioned
in chapter 3. To compute the k-dominant skyline set the two-scan algorithm was implemented as in [6], to
compute the top-k frequent skyline set the algorithm outlined in [7] was used, the dbr skyline was computed
by using the naive algorithm found in [46]. The full skyline set was computed offline too by using the block
nested loop algorithm mentioned in section 2.5.1. The free group did not use any skyline set and got to work
directly on the entire dataset. The random reduction is a skyline reduction algorithm that was implemented
for the shake of this case study. The heuristic behind the algorithm is random sampling, the algorithm ran-
domly chooses objects from the skyline set. The number of the skyline objects to be returned is an input to
the algorithm. The dbfreq group used the density based frequency algorithm found in chapter 5. The code
for all the computations can be found in [47].

6.1.5. Dataset for case study
The dataset consists of 2000 cars with 3 numerical and 4 categorical attributes. The dataset used for the study
and the steps of pre-processing it will be analytically explained in section 6.2. Although the domain decided
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for the experiment was the cars market exactly the same system is applicable to many other domains.

6.1.6. Participants
42 student from Tu Delft were randomly chosen and participated in the case study. An equal number of 6
participants were assigned to each algorithm, and since prior knowledge on the cars market can have an
effect on user’s performance, users were deliberately assigned into two user groups according to a pretest.
From the 6 users in every algorithm, 3 users had some prior knowledge on the cars market, and 3 did not
have. Each participant was assigned to only one group.

According to [33], young people(people between 18 and 34 years old) is the most prominent age group for
purchasing cars, either directly, or indirectly, by advising their parents to do so. Thus, the findings of the case
study can be generalized for the wider population.

6.1.7. Task
Each user was given a car’s description found in appendix C.4 and had to search/filter the database to find a
car that would best match that given description. The description is the same for all users.

6.1.8. Independent Variables
• Prior knowledge on the cars market: A self assessment method was created which can be found in

appendix C.3. The variable has two levels, yes or no.

6.1.9. Dependent Variables
• Perceived mental effort: the mental effort the user devoted to the task.

• Total time: the total time since the user was given the description until the moment the final decision
was made.

• Number of attempts: the total number of submitted queries.

• Satisfaction: the user satisfaction with the final decision.

• Usefulness: how much helpful was the proposed framework.

6.1.10. Blocking factors, noise factors and co-variances
The total time and the total number of attempted queries, are really difficult to compare for different users
since each user will take his own time to re-filter the dataset to get to his favourable answer. Within each
group there were two cases of users, because prior knowledge on the cars market will definitely affect the
user’s performance, experienced users and inexperienced users. Experienced users are the users that have
some prior knowledge on the domain of the study and will probably not find the framework that useful, and
inexperienced users that don’t have any prior knowledge and will probably find the framework more useful.

6.1.11. Data sources and Instrumentation
The skyline set was computed offline with the BNL algorithm and it consists of 280 cars. Since the number
of objects to be returned is an input to the reduction algorithms it was decided that all reduced skyline sets
will be half the size of the skyline set, 140 objects. So 140 objects will try to summarize 2000 objects in the
initial dataset except for the k-dominant skyline algorithm that returned only 10 objects. Still it was used
because perhaps the users will find it very much useful during the task. When computing the skyline set with
the dbfreq algorithm the Minpts set to 4, so 4 cars can make a cluster. After tests it was seen that this input
parameter produced a lot of different clusters of interestingness.

This case study combines both qualitative and quantitative data from observations and questionnaires. A
questionnaire was created found in appendix C. The questionnaire consists of two parts. The first part of the
questionnaire can be found in C.1 and it regards the participant’s personal details. The second part regards
the evaluation of the algorithm that each user was assigned and it can be found in C.2. The questionnaire
also consists of a self assessment method to evaluate the user’s knowledge on the cars market, found in C.3,
and according to that a user was inserted into the system as an experienced or inexperienced user.

A website was created to assist the case study [1], and all its code can be found in the following link [47].
The webserver was used to measure automatically the time spent on the task and the total number of at-
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tempted queries, and the questionnaire was answered on the website as well. Also, a description of a car was
created found in appendix C.4 on which the retrieval task was performed. Every user did the same task.

6.1.12. Procedure
Firstly, each user had to fill in the first part of the questionnaire with the personal details. Then, by doing
the pretest it was decided whether the user is experienced or inexperienced and was placed in one of the 7
groups. After that, the user was given a brief overview of the system’s architecture. Then, the user was given
the car’s description and was observed performing the retrieval task on the dataset in order to find a car that
would best match that given description. At the end of the task, each user had to complete the second part of
the questionnaire in order to evaluate the respective skyline algorithm.

6.1.13. Units of measurements
To evaluate the perceived mental effort of each user on the task and the perceived satisfaction, the Nasa Task
Load Index protocol [18] was used that evaluates the perceived mental effort on a 7 point scale. The total time
spent on the task is measured in seconds and the total number of querying attempts is an integer number.

6.1.14. Assumptions
• Perceived mental effort: in the free group(the group that users worked directly on the dataset) a big

difference is expected between experienced and inexperienced users, in all other groups we expect a
small difference between experienced and inexperienced users. So, the framework for summarizing
query results should reduce the mental effort needed.

• Total time: will probably decrease when using the system, because the time to read the summarization
is much less than going through a huge number of results.

• Number of attempts: will probably decrease when using the system, because the framework for query
refinement guides users to their favourable answer.

• Satisfaction: it is expected that using skyline sets to summarize choices will probably increase user
satisfaction, especially for inexperienced users. Perhaps the satisfaction will show which reduction
algorithms are better for summarizing query results. The higher the satisfaction is, the better summa-
rization the algorithm provides.

• Usefulness: will vary between skyline sets and will show which algorithms were the most helpful for
summarizing choices. Perhaps inexperienced users will find the framework more useful.
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6.2. Dataset preparation
6.2.1. Data cleaning
The dataset [29] used for the case study contains over 370000 used cars scraped with Scrapy from Ebay-
Kleinanzeigen. The reference above contains a detailed description of the dataset attributes. From all these
attributes, those that are not engaged in dominance relations were dropped out. The attributes that are kept
and will be used for dominance relations are the following:

• price: The price in euros, lies between 5000 - 90000

• powerPS: Horsepower in PS, lies between 50 - 450

• mileage: How many kiloemeters the car’s already run, lies between 5000 - 150000

• bodystyle: limousine, kombi, coupe, suv, bus, cabrio, wagon, other

• gearbox: automatic or manual

• fueltype: diesel, gas, cng, lpg, elektro, hybrid, other

• damage: yes if car has damage, else no

Next all the records containing at least one missing value were dropped out too, and still the remaining
records were more than 100000. The next step was to replace the German descriptions in categorical data
with English. To keep the size of the dataset manageable for the case study, a random sample of 2000 records
was taken. These 2000 records form the final dataset that will be used for the case study.

6.2.2. Data binning
When comparing two objects for dominance relations it is very logical that a small difference in their values
for the same attribute is not adequate to rule out an object. So, firstly the values will be placed into bins and
then the dominance comparisons will be performed.

Numerical data To place numerical values into bins, a very flexible utility function was created to perform
the binning process that works on the parameters shown in table 6.2.

Parameter Explanation
Input parameters
val the value to be transformed
max the maximum value for the attribute
min the minimum value for the attribute
bin the total number of bins for the attribute

invert
if true the assignment of bins will be inverted,
so low values will be placed into higher bins

covered if false an extra bin will be used for values above the maximum
Output parameter
bin he number of the bin that the input value was placed

Table 6.2: Utility function parameters

To make things clear an example will be explained for the attribute of price. The minimum value for price
is 5000, the max was set to 25000, covered will be set to false because there are more expensive cars than 25000.
The parameter bins is set to 4, so there are going to be 5 bins. Obviously the lower price is more preferable so
the argument invert must be set to true. The bins created are the ones depicted in table 6.3

To make the problem look similar to that of vector maximization the higher value was decided to be more
preferable over a lower one. Suppose we compare two price values pa = 7000 and pb = 17000 it can be seen
that a price value of 7000 will be placed into bin 5 and a price value of 17000 will be placed into bin 3, 5 > 3 so
the value of 7000 is more preferable than 17000.

Similarly the bins for the attributes of horsepower and mileage were computed and are depicted in tables
6.4 and 6.5 respectively:
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Price range Bin
5000 – 10000 5
10000 – 15000 4
15000 – 20000 3
20000 – 25000 2
Over 25000 1

Table 6.3: Price bins

Horsepower range Bin
50 - 100 1
100 - 150 2
150 - 200 3
200 - 250 4
above 250 5

Table 6.4: Horsepower bins

Mileage range Output
0 – 50000 3
50000 – 100000 2
100000 – 150000 1

Table 6.5: Mileage bins

Categorical data To handle preferences over partially ordered attribute domains, a coding schema as in [5]
is adopted where a mapping function fi is maintained for every attribute domain Di that maps every value
v ∈ Di into an interval N ×N where N is the set of natural numbers. For two attribute values v and v̄ with
v 6= v̄ , if f (v) contains f (v̄) then v dominates v̄ .

The encoding scheme works in the following way; A spanning tree is first constructed from the directed
acyclic graph Gi , then the spanning tree is traversed on post order and each node is assigned a unique post
order number. The interval of v , fi (v) is given by [x, y] where y = post (v) and x is the smallest post order
number assigned to a descendant of v . The dominance condition now becomes the following: fi (v) contains
fi (v̄) if there is a path from v to v̄ in the spanning tree STi and vice versa. If fi (v) does not contain nor is
contained in fi (v̄) then the two values are incomparable.

Since the intention was to make the computation of the skyline set as generic as possible because sky-
line sets are agnostic of preference functions, all values within one categorical attribute domain were made
incomparable. Tables 6.6 and 6.7 show the intervals given to the attributes of bodystyle and gearbox respec-
tively. For the attributes of fueltype and damage the intervals were computed in a similar way.

Bodystyle Interval
coupe (1,2)
cabrio (3,4)
suv (5,6)
wagon (7,8)
limousine (9,10)
bus (11,12)
kombi (13,14)
other (15,16)

Table 6.6: Bodystyle inter-
vals

Gearbox Interval
manual (1,2)
automatic (3,4)

Table 6.7: Gearbox intervals

The skyline set on the dataset of 2000 cars contains 280 cars. Figure 6.2 displays the dataset on the left side
and the skyline set on the right side. Unfortunately, it is not possible to depict categorical attribute values.

Github Link: The code for all the steps of prerocessing the dataset can be found in [47].
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Figure 6.1: Dataset with 2000 cars

Figure 6.2: Skyline set





7
Findings

This chapter presents and discusses the results from both evaluations performed on skyline sets. Firstly, the
findings on the representativeness will be elaborated. Then the results of the case study will be presented
which will illuminate which algorithms are good for summarizing query results based on the new proposed
framework for interactive query refinement.

7.1. Findings on representativeness
Table 7.1 displays the sampling error of the means for each skyline reduction algorithm. The sampling error
shows the distance between the means of each reduced skyline set and the full skyline set. Since the dataset
was normalized, all values were placed into bins to keep the computation of the skyline set fair as described in
the previous chapter, the sampling error is measured in bins per attribute. The methodology was analytically
explained in section 4.5. The smaller the sampling error the more representative of the dataset the reduced
skyline set is as argued in the section mentioned before.

Algorithm Sampling error
Random Reduction 0.12
Density Based Frequency 0.13
Distance Based Representatives 0.39
Skyline Frequency 0.42
k-dominant 0.61

Table 7.1: Sampling error of reduced skyline sets against the full skyline set

All algorithms manage to choose a very much representative sample from the skyline set, they all have
a sampling error much smaller than one bin per attribute, which means that the calculated means from the
reduced skyline sets are almost identical with those from the full skyline set. It can be seen that the algo-
rithms that choose the most representative samples from the skyline set are the Random Reduction and the
Density Based Frequency algorithms. Random Reduction manages to choose the most representative sample
from the skyline set because the heuristic behind the algorithm is random sampling, which is guaranteed to
minimize the sampling error and choose the most representative sample from the skyline set. The Density
Based Frequency algorithm came second in the evaluation with a sampling error very close to that of Random
reduction, so the heuristic of finding the best objects from every neighbourhood of interestingness chooses
a very much representative sample from the skyline set. Then it is the Distance Based Representatives and
the Skyline Frequency algorithms, and the last reduction algorithm in the ranking is the k-dominant skyline
algorithm which still has a small sampling error.

As discussed before to evaluate reduction algorithms for the new way of using skyline sets, that is to sum-
marize query results, the representativeness is just one interpretation of the summarization effectiveness.
The findings of the case study next will complement those of the sampling error and will make clear which
algorithms are the most useful for summarizing query results.
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7.2. Findings of case study
This section presents the findings of the case study. The purpose of the case study was to propose a new
framework for interactive query refinement where after every attempted query a summarization of the re-
sults was returned to users, and users had to refine their query to get to their preferable answer. Users were
divided into 7 groups, where each group used a particular algorithm to summarize query results. Each group
consisted of 6 users, 3 of them had some prior knowledge on the cars market, while 3 of them did not. Table
7.2 displays the results on the perceived difficulty, pressure, frustration and effort, while table 7.3 displays the
results on the perceived usefulness, perceived satisfaction, total time spent and the number of attempts. In
both tables the average(Avg) and the standard deviation(Std) are shown.

Perceived Difficulty Perceived Pressure Perceived Frustration Perceived Effort
Experienced Inexperienced Experienced Inexperienced Experienced Inexperience Experienced Inexperienced
Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std

free 2.66 1.15 3.66 1.52 3.33 1.52 2.33 0.57 1.66 0.57 3 1.73 2.33 0.57 5 1
fullsk 1.66 0.57 2.33 0.57 1.66 1.15 2.66 1.15 1.66 0.57 1.33 0.57 2 1 2.33 0.57
dbfr 1.66 0.57 2 1 2.33 1.52 2 1.73 1 0 1 0 1.33 0.57 1.66 0.57
skfr 2.33 0.57 3.33 1.52 2.33 1.52 3 1 1.33 0.57 1.66 0.57 2.33 0.57 1.66 1.15
rand 1.66 0.57 2.33 1.15 1.16 0.57 3 1.73 1.66 0.57 1.33 0.57 2.33 1.52 2 1
kdom 2.66 1.15 2.33 0.57 2.66 2.08 2 1 1.33 0.57 2.33 1.53 2.66 1.15 2.33 0.57
dbr 2.66 0.57 3 2 1.66 0.57 2.66 1.52 1.33 0.57 1.66 0.57 2 1 3.33 2.51

Table 7.2: Results on perceived dificulty, pressure, frustration, effort

Usefulness Perceived Satisfaction Total time spent Number of attempts
Experienced Inexperienced Experienced Inexperienced Experienced Inexperience Experienced Inexperienced
Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std Avg Std

free 1 0 1 0 5.66 0.57 5 1 81.33 23.35 150.66 79.60 5 1.73 9 3.60
fullsk 6.33 0.57 5.66 0.57 6 1 5.33 1.15 121.66 6.02 141.33 82.08 5 1 6.33 4.04
dbfr 6 1 6 1.73 6 1 6 1 141.61 34.42 92.66 37.52 5.33 2.51 4.66 1.52
skfr 5.66 1.52 5.66 0.57 5.66 0.57 6 0 149.66 75.74 150.66 23.86 6.66 3.21 5 1
rand 6 0 6 0 5.66 0.57 5.66 0.57 199.33 76.74 115.33 46.5 7.66 5.50 4 1
kdom 4.33 2.87 3 2.65 6 0 3.66 2.08 154 68.02 178.33 119.52 5.33 1.15 14.33 9.07
dbr 5.33 1.52 5 2 6.33 0.57 6 1 174.33 68.80 153.33 47.52 9 2 7.33 3.21

Table 7.3: Results on perceived usefulness, satisfaction, time spent on the task and number of attempts

The average perceived usefulness per group is displayed in figure 7.1. Firstly, it can be noticed that users
from all groups found the framework for summarizing query results very much useful for retrieval tasks on
databases, and even experienced users had to say a good word. It can be seen that the k-dominant skyline
algorithm was the least useful. Specifically, 3 users out of 6 reported that it was not helpful at all. All other
skyline sets turned out to be very much useful for summarizing query results. It can be seen that the full
skyline set was not the most useful of all as expected, since it is the largest set of all(all reduced skyline sets
were half the size of the full skyline set). The data suggests that the usefulness of the full skyline set is almost
in the same level with the usefulness of reduced skyline sets.

The hypotheses to be formulated are the following:

• Summarizing resulting tables from queries is very much useful for retrieval tasks on databases.

• The k-dominant skyline algorithm is not useful for summarizing query results.

• The full skyline set and the reduced skyline sets provided by the Distance Based Representatives, Sky-
line Frequency, Density Based Frequency, Random Reduction, are equally useful for summarizing query
results.

The average satisfaction per group is displayed in figure 7.2. The first thing that can be noticed is that all
users whether they used skyline sets to summarize query results or not, were very much motivated to reach
their favourable answer. Experienced users in all groups were more satisfied with their final choice than
inexperienced users. Inexperienced users in the free group(the group that worked directly on the dataset)
and the kdom group(users that used k-dominant skyline to get an overview of their choices) were those that
were less satisfied with their final choice. Inexperienced users that used the reduced skyline sets provided by
the Skyline Frequency, Distance Based Representatives, Density Based Frequency and Random Reduction, to
grasp an overview of their results were more satisfied with their final choice almost as much as experienced
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Figure 7.1: Average perceived usefulness per reduction algorithm

users in these groups. It can also be seen that there is a small difference in the perceived satisfaction between
the full skyline set and reduced skyline sets except k-dominant skylines, so it can be assumed that they are all
equally useful for maximizing user satisfaction.

The hypotheses to be formulated are the following:

• Using skyline algorithms to summarize query results helped increase inexperienced users’ perceived
satisfaction.

• The full skyline set and the reduced skyline sets provided by the Density Based Frequency, Distance
Based Representatives, Random Reduction and Skyline Frequency are equally useful for improving user
satisfaction.

With regard to the perceived effort, which is depicted in figure 7.3c, there is a correlation between the
perceived effort and the perceived satisfaction. The harder a user tried the more satisfied he was with his
final choice. So, the perceived satisfaction cannot be used to derive any conclusion about the summarization
effectiveness of skyline reduction algorithms. It can be seen that inexperienced users in the free group had to
spend much more effort during the task to get to their favourable answer, that’s why they had a quite high level
of satisfaction. On the other hand, inexperienced users in the kdom group had a low level of satisfaction and
low effort as well. In all other cases that query results were summarized by skyline sets there is not such a big
difference between experienced and inexperienced users. So we can conclude that using skyline algorithms
to summarize choices helped decrease the perceived effort needed while increasing user satisfaction.

The formulated hypothesis is:

• Using skyline sets to summarize query results helped reduce the perceived effort of inexperienced
users.

Concerning the perceived difficulty, depicted in figure 7.3a, it can be seen that although it seems that
inexperienced users in the free group found the task more difficult, the perceived difficulty of inexperienced
users in the free group is just a little bit higher than that of inexperienced users in the skfreq group. So, it can
be concluded that the framework did not affect the perceived difficulty of inexperienced users. Exactly the
same holds for experienced users.

The formulated hypothesis is:
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Figure 7.2: Average satisfaction per reduction algorithm

• Using skyline sets to summarize query results did not have an effect on the perceived difficulty.

Regarding the perceived pressure, depicted in figure 7.3b, no pattern can be extracted between groups.
The formulated hypothesis is:

• Using skyline sets to summarize query results did not have an effect on the perceived pressure.

With regard to the perceived frustration, shown in figure 7.3d, it can be seen that users who used a sky-
line set, except k-dominant skyline set, achieved a lower frustration score. So it can be concluded that the
framework supported users and reduced their anxiety.

The formulated hypothesis is:

• Using skyline sets to summarize query results helped reduce the anxiety of inexperienced users.

Regarding the total time spent on the task, results are depicted in table 7.3, it is not the case that in every
group the total time spent by experienced users is smaller than that of inexperienced users as expected e.x
in the rand group(the group that used random reduction to summarize query results) the average time of
experienced users is 199 seconds while the average time for inexperienced users is 115 seconds. The only
assumption that can be made is that experienced users in the free group spent less time on the task than
experienced users in any other group. This is probably because the latter ones spent more time reading the
summarization but again the times do not show evidence that this can turn out to be a significant difference.
That leads to the following hypothesis:

• Using skyline sets to summarize query results did not affect the time spent on the task.

Exactly the same holds for the total number of attempts until the final decision was made, depicted in
table 7.3. No patterns can be extracted between and within groups.

The formulated hypothesis is:

• Using skyline sets to summarize query results did not affect the number of attempted queries on the
task.
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7.3. Conclusions
The data collected from the case study suggests that using reduction algorithms to summarize query results
is very much useful for querying databases, especially for inexperienced users by increasing their satisfaction
while decreasing the perceived effort needed. Also, the data suggests that the skyline set is equally useful with
the reduced skyline sets provided by the four reduction algorithms, except the k-dominant skyline algorithm
which cannot be used to summarize query results. Due to the limited number of participants this qualitative
case study cannot determine significant differences. This is left as a goal for further quantitative research
which will determine confidence intervals to create an actual ranking between reduction algorithms.

(a) Average perceived difficulty per reduction algorithm (b) Average perceived pressure per reduction algorithm

(c) Average perceived effort per reduction algorithm (d) Average perceived frustration per reduction algorithm

Figure 7.3: Perceived mental effort per reduction algorithm
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Conclusion and future work

Skyline queries have attracted great attention and have seen many applications on real time decision making
systems. This master thesis made the following contributions:

• A new way of using skyline sets was proposed, to summarize query results on real time multi-criteria
decision making systems. A framework was created for interactive query refinement that used skyline
sets to summarize query results in order to give users an overview of different choices they have avail-
able.

• A new reduction algorithm was proposed that better captures the contour of the full skyline set and
chooses more meaningful objects at the same time.

• Skyline reduction algorithms were compared against each other based on their representativeness to
find out that they all choose a very much representative sample of the dataset, and that the Random
Reduction and the Density Based Frequency are the algorithms that choose the most representative
samples from the dataset.

• On the grounds of summarization effectiveness the data collected from the case study suggests two
things. Firstly, that users found the proposed framework very much useful for querying databases, and
the framework can increase user perceived satisfaction while reducing the perceived effort needed, es-
pecially for users that don’t have any prior knowledge on the particular domain. Secondly, the data
suggests that the full skyline set and the reduced skyline sets provided by the Distance Based repre-
sentatives, Random Reduction, Skyline frequency and Density Based frequency are equally useful for
summarizing query results, although the reduced skyline sets were half the size of the full skyline set.
So, these reduced skyline sets can be used instead of the full skyline set to support decision making in
real time database filtering search systems.

This thesis ends with some propositions for future research:

• Although the data suggests that the proposed framework is very much useful for increasing user per-
ceived satisfaction while decreasing the perceived effort needed, it should be the subject for further
quantitative research to prove significant differences between the algorithms’ usefulness, and to mea-
sure quantitative changes in the perceived effort and satisfaction.

• Maximizing user satisfaction has long been the subject of recommendation systems. In content based
filtering systems objects are suggested according to the similarity with a user profile. In collaborative
recommendation systems objects are suggested according to what other users found appealing. In
hybrid systems techniques from both approaches are used. Skyline recommendation systems have
been studied but no one has ever examined how such systems would affect user satisfaction on multi-
criteria decision making systems.
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C
Questionnaire

C.1. Personal details
• What is your age group?

1. Child(Up to 14 years old)

2. Youth(15-24 years old)

3. Adult(25-64 years old)

4. Senior(65 years old)

• What is your gender?

1. Male

2. Female

• What is your educational level?

1. No formal education</option>

2. Primary education

3. Secondary education or high school

4. GED

5. Vocational qualification

6. Bachelor’s degree

7. Master’s degree

8. Doctorate or higher

• Do you have any prior knowledge on the cars market?

1. Yes

2. No

C.2. Algorithm evaluation
• How mentally demanding was the task?

• How hurried or rushed was the pace of the task?

• How satisfied are you with your final decision?

• How hard did you have to work to complete the task(your searching effort)?

• How discouraged, irritated, stressed and annoyed were you?

• How helpful was the overview in making your decision(if you used it)?

• Do you have any comments to make(perhaps about the reduced set)?
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C.3. Self assessment method
• How familiar are you with the cars market?

1. I have never searched a cars marker before

2. have searched a car market before

• How often do you search the cars market?

1. Never

2. More than once in a week

3. More than once in a month

4. More than once in a year

• How confident are you in searching the cars market?

– Not all

– Not very much

– Enough

– Very much

• Given some car attribute values(e.x the horsepower, mileage) could you make any sense of them?

1. I have never heard of them or I have heard of them but don’t know what they are.

2. I have some idea what they are, but don’t know when or how to use them.

3. I have a clear idea what they are, but haven’t used them.

4. I can explain what they are and what they do, and I have used them.

C.4. Task description
Search for a very fast, new and cheap car of whatever bodystyle you want
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