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Introduction

A major challenge in a flight control problem is high difficulty of obtaining an accurate
model of aircraft dynamics. To avoid using a model, some model-free approaches have
been developed. Some of them belong to a larger set of learning algorithm called the Re-
inforcement Learning (RL) [1]. RL is typically concerned with the problem about how the
maximum cumulative reward can a learning agent get. In general, RL is one of the machine
learning paradigms different from supervised learning as well as unsupervised learning.

Implementing Reinforcement Learning in aerospace has two major concerns. The first
concern is safety. An immature policy often leads to crashes. The second concern is sample-
efficiency. Sample-efficiency denotes the amount of information an agent can get from a
limited amount of trials, time steps or trajectories. The sample-efficiency is a problem that
many RL algorithms try to solve. In flight control, sample-efficiency is especially important
because problems in this field often vary in dimensions, making it difficult for regular RL
algorithms to extract useful information from experiences efficiently.

One approach to improving sample-efficiency is taking advantage of demonstration data.
If a set of trajectories could be considered as an experience for a RL agent, it is natural to
think other experiences could also be used to train the agent. It is expected that these expe-
riences from a demonstrator, could provide information about how to complete the task.
To incorporate these experiences, Learning from Demonstrations (LfD) was designed. The
idea of LfD is to imitate the policy of the agent by extracting information from demonstra-
tions. Usually the LfD methods can be categorized into three strategies [2],

1. mapping directly links actions to states,

2. model-learning assembles available information of sampled trajectories into reward
functions or transition models,

3. planning selects actions based on pre- and post-conditions of states.



2 1. Introduction

The first category maps actions to states based on demonstrations. This method could only
succeed when providing it with a large amount of data that cover most possible agent tra-
jectories [3]. In the second and third category, the agent does not learn to match actions to
states but to explain the demonstrated behavior with reward functions or transition mod-
els.

The interest of this thesis is the model-learning LfD, more specifically the LfD algorithms
that rebuild reward functions based on demonstrations. It is difficult to model the inten-
tion information for two reasons. Firstly, it is infeasible to provide all possible trajectories as
demonstrations to the agent in flight control. Secondly, the demonstrator could be other
controller rather than human. Learning model from demonstrations is also infeasible as
it is a process that essentially involves system identifications. Therefore, the most suit-
able way of using demonstration data to improve sample efficiency of RL algorithms is the
learning reward functions.

Apprenticeship Learning through Inverse Reinforcement Learning (AL) is one of the LfD
methods that imitates the demonstrated policy by learning reward functions. But the imi-
tation of AL is poor because reward function cannot provide the most accurate and explicit
information to the agent. The AL method, similar to most LfD methods, cannot learn a
policy that surpass the demonstration, in other words, the demonstration defines the up-
per bound [4].

The research objective is to improve Reinforcement Learning algorithms in terms of sample-
efficiency, in the context of model-free Reinforcement Learning, by evaluating and improving
the state-of-the-art Learning from Demonstrations methods that are suitable for flight con-
trol. To achieve this research objective, the following sub-goals should be achieved:

1. Selectand implement state-of-the-art model-free Reinforcement Learning and Learn-
ing from Demonstrations algorithms methods and observe the difference of perfor-
mance, by making an evaluation about the suitability of these methods for the se-
lected flight control simulation.

2. Improve Learning from Demonstrations methods by making an investigation on the
advantages and disadvantages of existing Learning from Demonstrations methods as

well as possible solutions.

The research questions and sub-questions that need to be answered for the research objec-
tives are:

1. Which state-of-the-art model-free Reinforcement Learning methods have the poten-
tial to be implemented in flight control?

(a) What are the state-of-the-art model-free Reinforcement Learning methods for
discrete and continuous problems?

(b) What are the flight control problems to be solved?



2. What is the effect of incorporating the reward functions produced by existing Learn-
ing from Demonstrations methods into Reinforcement Learning algorithms?

(a) What are the Learning from Demonstrations methods?

(b) What are the effects of the reward functions given by Learning from Demonstra-
tions?

3. Which Learning from Demonstrations methods is suitable for flight control?
4. How to improve Learning from Demonstrations methods?

(a) What are the disadvantages of using the existing Learning from Demonstration
methods?

(b) What are the improvements can be made on these disadvantages?

This research includes a preliminary study of RL and LfD methods and a scientific paper
about improvements that have been made on AL. In the preliminary study, basics of RL will
be introduced, and some of the LfD methods that learn reward functions will be reviewed.
Comparisons will be made between these methods in terms of their capability of imitat-
ing demonstrated policy and feasibility of flight control implementations. The preliminary
study will answer the first three research questions then bring up the disadvantages in ex-
isting LfD methods. This research will especially focus on AL. In the scientific paper, two
improvements will be made on AL. The first improvement enables the agent to learn poli-
cies from trajectories found by RL, and finally outperform demonstration’s corresponding
policy. The second improvement enables the agent to efficiently learn one reliable policy
as a merger of all historic policies.

The remainder of this thesis is structured as follows. Part 1 contains a scientific paper that
explains the Self-corrective Apprenticeship Learning (SAL) in details. Part 2 is the prelimi-
nary study of this research. Chapter 2 is a literature review that introduces basics in the RL
and LfD while highlighting some state-of-the-art algorithms. Chapter 3 analyzes two spe-
cific algorithms in a corridor simulation. Chapter 4 provides a supplementary discussion
on a part of SAL algorithm. Chapter 5 concludes this thesis and makes recommendations
for future research.
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Self-corrective Apprenticeship Learning for Quadrotor Control

Haoran Yuan *
Delft University of Technology, Delft, The Netherlands

The control of aircraft can be carried out by Reinforcement Learning agents; however, the
difficulty of obtaining sufficient training samples often makes this approach infeasible. Demon-
strations can be used to facilitate the learning process, yet algorithms such as Apprenticeship
Learning generally fail to produce a policy that outperforms the demonstrator, and thus cannot
efficiently generate policies. In this paper, a model-free learning algorithm with Reinforcement
Learning in the loop, based on Apprenticeship Learning, is therefore proposed. This algo-
rithm uses external measurement to improve on the initial demonstration, finally producing a
policy that surpasses the demonstration. Efficiency is further improved by utilising the policies
produced during the learning process. The empirical results for simulated quadrotor control
show that the proposed algorithm is effective and can even learn good policies from a bad
demonstration.

Nomenclature
S, A, S = state space, action space, set of all initial states
s, a = state and action
R, Pr = reward function and transition probability function
v, T = discount factor, time horizon
b = policy
T = trajectory
1) = feature vector
s i = feature expectation and virtual feature expectation
) = demonstrated set of trajectories
UD = feature expectation of the demonstrated set of trajectories
A = relative closeness of virtual feature expectation
K = relative closeness of virtual feature expectation with changing demonstrations
P, 7t = distributed policy and merged policy
B = trajectory buffer
Tony,Trein qreval = get of all trajectories, trajectory set during RL training, trajectory set obtained by executing a policy
m, g = mass of quadrotor and gravitational acceleration
2,2, 2 = quadrotor’s vertical position, vertical velocity, vertical acceleration
Tr = propeller thrust in the inertial frame
Vp = propeller speed
d, apircn = diameter of propeller, propeller pitch
Z,7 = discrete position and discrete velocity
Zrargets Liarget = control target and discrete control target
Zobss Zobs = states observed by PD controller
kp,kp = PD coefficients
o = learning rate
My, M = performance measurement for single trajectory, performance measurement for a set of trajectories

I. Introduction

REINFORCEMENT Learning (RL) [1] has shown the potential of exploring and acting in an unknown environment
without pre-existing knowledge of environment dynamics. The learning process for RL involves the agent learning

*Master student, Control & Simulation, Aerospace Engineering, Delft University of Technology, Delft, The Netherlands



the optimal policy to maximise the expected sum of a discounted reward over time through engaging in agent-environment
interactions [1]. In a standard Markov Decision Process (MDP), the agent receives a specific reward signal when visiting
a state by means of an action. In value-based RL, such reward signals are usually translated into values of states or
state-action combinations, causing the optimal policy to be to find the action that leads to a state with a higher state
value.

In aircraft control, dynamics are often expensive to fully identify. RL thus provides a model-free learning framework
capable of reducing the effect of unknown dynamics in aircraft control. However, the cost of using RL is the large
number of sampled agent-environment interactions required to avoid sub-optimal policy development where the agent
must choose between exploitation and exploration. The former enables the agent to use a policy that is optimal based on
the current knowledge, while the later forces the agent to discover other possible solutions[1]. For real aircraft, a large
number of interactions is usually infeasible due to safety concerns, however, and thus aircraft control with RL requires
more sample-efficient methods.

The reward function reflects the intention of the human designer for an RL algorithm for aircraft control. In many
ways, a reward function affects the sample efficiency; providing the most attractive rewards in the target state and
states that could transit to the target state, or punishing the states that lead to undesirable performance, are common.
Some control tasks are complex, and sample-efficient reward functions are difficult to handcraft, however. Inverse
Reinforcement Learning (IRL) [2] generates a suitable reward function from a set of demonstrated trajectories, and this
generated reward function can express the purpose of the demonstrator. However, generating an IRL algorithm requires
full knowledge of the transition function of all relevant dynamics. To counter this, Apprenticeship Learning through
Inverse Reinforcement Learning [3] uses the trajectories experienced by the agent to determine the similarity between
the policy represented by demonstrated trajectories and the policies used by the agent. The behaviour of demonstrated
trajectories is then characterised by a set of features in which the reward function is linear.

Apprenticeship Learning measure the similarity of policies, based on their feature expectations, to the demonstrated
policies to compute a reward function; each iteration contains an RL learning process that learns from the reward
function and then evaluates the similarity of the produced policy and the demonstrated policy.

The core of Apprenticeship Learning (AL) is to imitate a policy by matching the expected value of its feature
expectation, calculated based on the feature expectations of its trajectories. However, this generates several problems.
No policy information is included in feature expectation of each trajectory; instead, it is included in the distribution of
the trajectories. Hence, many feature vectors could eventually lead to the same policy, while different policies could
have the same feature expectations [4]. This problem can be alleviated using the principle of Maximum Entropy [4-6],
which limits trajectories that have the same value to having the same distribution probability for a given policy; this
probability grows exponentially with the value of the trajectory [4]. As the distribution of trajectories can be built more
accurately when more data are collected, using the collected trajectories during training to refine the distribution model
[7, 8] can also reduce the ambiguity of feature expectation. In addition, the final reward function has to be trained
using an RL agent to obtain a policy for the control task, while all the intermediate reward functions and policies are
discarded; the final reward function cannot reliably provide good policy, however, as the performance of the AL depends
heavily on the quality of the demonstrated trajectories. AL thus learns both good and bad policies from demonstrated
policy [9]. To surpass the performance of the demonstration, game theory can be applied to the AL [9] to generate a
zero-sum game between an agent that maximises the expected sum of returns by adjusting the policy 7 and an agent that
minimises this value by tuning the coefficient of the reward function. This game-theoretic AL utilises a post-processing
procedure to reduce the difference in feature expectation between the learned policy and the demonstrated one. When
applied to flight control, system identification can thus be used to surpass the performance of demonstrations [10]. As
the demonstrations for flight control are typically provided by humans, and the demonstrated trajectories may thus
contain noise, a system identification process for dynamics related to trajectories in demonstrations can also help reduce
this noise.

To conclude, the selection of feature vector and the way to calculating the feature expectations greatly affect the
performance of AL. However, AL still always learns similar policies to the demonstrated one. AL for flight control can
adopt the approach of system identification to reduce the effect of underperforming trajectories but this approach is only
suitable for the situation when the undeerperforming trajectories are caused by the noise. The algorithm that learns
different but better policy rather than the demonstrated one is not yet available.

The contribution of this paper is the development of Self-corrective Apprenticeship Learning (SAL), a model-free
learning scheme based on both AL and RL. SAL consistently searches for policies that outperform the demonstration by
merging all past policies into a more reliable one. SAL thus offers two improvements on the original AL algorithm.
The first is a modified projection method that reduces the effect of the environment when extracting the general policy



information from the demonstrated trajectories. The second is the introduction of a trajectory evaluation and replacement
mechanism. Trajectories inside the initial demonstration are assumed to underperform; thus, by introducing an external
performance measurement, trajectories with better performance will replace the trajectories from the demonstration.

The remainder of this paper is structured as follows. Section II introduces the basics of RL and AL, while in
Section III, a brief review of the projection method used in the original AL algorithm is given, followed by the modified
projection method, the Policy Fusion Projection. In Section III, a trajectory evaluation and replacement mechanism is
also introduced, and the full SAL algorithm is outlined. In Section I'V and Section V, the experiment setups and results
are presented and discussed. Finally, Section VI concludes this paper.

I1. Preliminaries

A Markov Decision Process (MDP) can be formulated in a tuple (S, A, Pr, R, So, Tenv,y,T). The state space in
such an MDP is represented by the set S, which defines all possible states. Similarly the action space A includes all
actions in MDP. Py is the transition probability function of the environment, and the probability of transiting into the
state s; with s, and a,_; can be written as Pr(s¢|s;—1,a,—1), where footnotes ¢ and ¢ — 1 show time steps. The reward
function is R where R(s;,a,) is the reward received by the agent when selecting action a, at state s;. Sy is the set of
initial states. The initial state is defined as the first visited state of each trajectory. All possible trajectories in this MPD
are summarised by the set 7,,,. vy is the discount factor for rewards and 7 is the time horizon of trajectory.

A trajectory 7 is a connection of states and actions selected in these states; thus, 7 = {(so, @), (s1,a1), ..., (s, ar)}.
A policy 7 is the mapping from a state to the probability of action, with 7(s,a) = P(als, 7). A set of trajectories can
be obtained by enacting a given policy. Given the set of initial state Sy, a set of trajectories related to a policy can be
calculated. The AL thus assumes that if two sets of trajectories overlap, the executed policies are the same [4]. In AL,
feature expectation is used to measure such similarity between sets of trajectories. The feature expectation of policy 7 is
denoted by u(r), and the expression of u(r) is

T T T
pm = > Plso) | | xlsea)Prisialsnant) Y. v ¢lsna) = Y. P@lm) Y. ¥ é(si,ar) M
t=1 t=0 t=0

7€Teny T€Teny

where P(sg) is the probability of initial state s.

The feature expectation of a policy can be estimated by the feature expectation of the trajectory set produced by that
policy: u(r) = E[u(7,m)]. For convenience of discussion, this paper assumes that feature expectation of the set of
trajectories equals the feature expectation of the executed policy. Formally, the feature expectation y of the set 7~ is
wT) = ﬁ DreT ZtT:O v" ¢(ss,a;), where ¢(s;,a;) is the column feature vector of state s, and action a, in trajectory 7;
at time step 7. Notation |7 | refers to the number of elements in set 7. The reward function in AL is thus the linear
combination of features in vector ¢, and the reward function is R(s,a) = wT - ¢(s, a) where w is the vector of weights of
features.

In the AL, a demonstration is provided as a set of trajectories obtained by executing the demonstrator’s policy. The
demonstrated set of trajectories is thus denoted by 7. The AL algorithm measures the feature expectation up of the
demonstration, then calculates coefficient w for reward function R n order to gradually improve the similarity between
the imitating policy and the demonstrated policy. In general, the methods used to calculate w can be divided into two
categories: the first includes generic quadratic programming methods such as Support Vector Machines, while other
features the projection method [3]. Further detail about the projection method is discussed in the next section.

III. Projection Method

A. Review of the Projection Method

In AL, any generic quadratic programming algorithm can be used to compute the coefficient w. The projection
method computes the coeflicient w progressively, however, ensuring an improvement in feature expectation at every
iteration. The AL algorithm produced with the projection method is shown in Algorithm 1. As seen in Figure 1, the
projection can be illustrated as the process of finding the closest point in the feature expectation space to the feature
expectation of the demonstration.

The AL algorithm poduced using the projection method does not utilise all of the information from all policies
trained during the process; instead, only the policy trained in the last iteration, with its respective reward function, is
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Fig. 1 TIllustration of the projection method, adapted from [3].

Algorithm 1 Apprenticeship Learning using the Projection Method, adapted from [3]

Input: Demonstration 79, a RL algorithm, stopping criteria e.
Randomly initialize a policy and estimate its feature expectation
Set fip = o
Estimate the feature expectation up of demonstration
i=0
while ||up — uol| > e do
i =i+1
Calculate coefficient w withw = up — fi;
Compute the optimal policy m; with the RL algorithm when the reward functionis R = wT - ¢(s;, a;)
Estimate the feature expectation y; of policy x;
Compute A; with A; = %
Compute ja; with 7; = A + (1= A) i
end while
Output: reward function R = wT - ¢(s;,a,) and an optimal policy corresponding to this reward function.

used. This leads to a waste of samples. It can be shown that the projection method guarantees approximating virtual
feature expectation, as fi; moves closer to pp with each iteration [3]. However, 1; has no such property, and it is more
often the case that y; revolves around up at a fixed distance.

In AL, in order to obtain the policy best related to feature expectation fi;, policies are computed by RL during all
iterations in order to construct a distributed policy using a post-processing procedure [9]. In Algorithm 1, A; represents
the possibility of each policy occurring; the more similar the policy is to the prediction, the larger A; will be. Let p; be
the distributed policy with feature expectation fi;; if p; is a distribution over all past policies in AL, the distributed
policy p; can thus be written as

i, pi=4;

i1, pi-1 = (1 =)
pi=3 . . )

o,  po=(1—A;)(1—=2Ai1)...(1-21)

where p; is the probability of choosing the corresponding policy under the distributed policy p;.

For aircraft control, the use of distributed policy p; may cause safety and reliability concerns, as in most early
iterations, and some later iterations, AL will produce policies with poor performance despite the demonstrator performing
well; this occurs because the distributed policy p; has a possibility of using any past policy, with no regard to its
performance nor to similarities with the demonstrator’s policy. This occurs because p; is not in itself a policy but rather
a distribution of all policies produced during AL. Moreover, if the demonstrator does not perform well, the combined
policy will learn a policy with poor performance. The demonstration thus defines the upper bound of agent performance

[9].
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Fig. 2 Left: p; is the distribution of all historic policies from AL. Right: 7 is a merger of all historic policies.

B. Policy Fusion Projection Method

To incorporate all the policies developed during the AL’s training process, the Policy Fusion Projection (PFP)
method assigns weights to all historic policies before selecting the most likely course of action. Unlike the combination
of policies discussed in the previous section, the Policy Fusion Projection Method can produce both deterministic
policies, though these policies are again independent of historic policies.

_ (i i )(up = fiic)

Y (= o) (i — flic)

In the PFP method, «; is used as a weight for voting; «; can be calculated by using equation 3. Note that although «;

has the same expression as the A; in Algorithm 1, the feature expectation up in «; is not necessarily fixed as it is for 4;.

Every policy generated by RL is assigned a «. Let 7; be the policy computed using the PFP method, and let fi; be the
feature expectation of this policy; policy #; can thus be written as

3

A= kmp + (1= k)R 4)

where «; = A; in the AL algorithm. It will be shown later that, in the proposed algorithm, «; is not equal to 4. A
comparison between the original projection method and the PFP method is illustrated in Figure 2

The PFP method introduces a majority voting mechanism for all historic policies. Applying the equation 4 enables
the agent to choose one policy to follow for each state according to the weighted sum of votes assigned given by historic
policies rather than blindly opting for one policy at each time step in the trajectory. When the agent must choose an
action, it evaluates the desirability of each action by summing up these votes, multiplied by their weights «; the higher
the resulting total, the more likely the action is to be selected.

IV. Self-corrective Apprenticeship Learning

A. Trajectory Evaluation and Replacement

In RL, the agent learns to finish a task by evaluating all states and actions. A handcrafted reward function is thus
usually used to help the agent understand the task. In AL, the trajectories in the demonstration are assumed to be
near-optimal for completing the task [11]. If this assumption does not hold, the agent will learn from trajectories
with poor performance, and the performance of the agent will also be poor. In AL, each trajectory is evaluated based
on its feature expectation, and all feature expectations of all trajectories together form the feature expectation of the
policy producing those trajectories. However, neither the feature expectation of trajectories nor that of policy contains
information about how well the task is accomplished. The agent thus follows the demonstration and learns to apply a
similar policy while having no knowledge about the task. External measurement of the trajectory can thus help the
agent evaluate different trajectories of demonstrations.

Choosing a suitable external performance measurement is a non-trivial task. Evaluating the trajectories requires
realistic expectations of outcomes that are observable. For example, if the agent is expected to reach at certain target
states, the trajectory evaluation should involve a measurement of whether or not the target states have been reached.
In RL the performance of trajectory can be measured by trajectory’s value which is the accumulative state values in
the trajectory [3]; this is based on the fact that the reward function has correctly assigned high rewards to target states.
In tracking control this reward function can be decreasing from the highest reward at the target state to the lowest



reward at furthest states from the target state. When the correct reward function is not available, the suitable choice of
the performance measurement of trajectory still depends on the expected outcomes. For example, in tracking control
the suitable measure of trajectory can be the sum of tracking error over the entire trajectory. Therefore any external
performance measurement of trajectory is suitable when it measures the difference between the expected outcomes and
the observed ones.

Assuming that an external performance measurement of trajectory is available, the demonstrated trajectories can
be replaced by trajectories with better performance measurements during the learning process. As AL includes an
RL algorithm, this trajectory search can be done by RL. The learning process of AL with changes to demonstrated
trajectories is thus composed of two parts: one is the RL algorithm, which searches trajectories while computing the
policy based on the generated reward function, and the other is the projection method, which tries to generate a reward
function that enables the RL to learn a similar policy to the policy of the demonstration.

AL with trajectory replacement is analogous to Monte Carlo RL [1] and Deep Q Learning [12]. Monte Carlo RL
typically evaluates and updates state values after experiencing the entire trajectory, selecting the policy that is optimal
for these state values. AL directly learns the policy of the trajectory, and each trajectory is evaluated as a whole. Hence,
the external performance measurement for trajectories evaluates the whole trajectory for every RL process. Deep Q
Learning introduces an experience replay mechanism to reduce the variance of neural networks [12]: demonstration
trajectories can be put in the replay buffer in order to reduce the learning time [13]. With trajectory replacement, AL
learns from this buffer of trajectories.

Generic AL has been modified in two aspects for this work. The PFP method modifies the projection method to
prevent the agent from pursuing bad policies in a given trajectory. The trajectory evaluation and replacement mechanism
also improves the quality of demonstration in terms of performance measurement. Self-corrective Apprenticeship
Learning (SAL) is an algorithm based on AL with both of these modifications. SAL learns a policy that imitates
the policy of the demonstration while still changing trajectory when any trajectory with better external performance
measurements is found. The full algorithm for SAL is thus presented and discussed in the next section.

B. Algorithm for Self-corrective Apprenticeship Learning

The algorithm for SAL is 2. The inputs are set using 7p, an RL algorithm, stopping criteria e, and a performance
measurement M, for each trajectory. The output of the algorithm is a merged policy #;. To ensure only useful
information is placed in the demonstration buffer, trajectories with poor performance must be discarded. Therefore,
performance measurement M- is needed, and the size of the demonstration buffer is set to 1, keeping only the most
useful trajectory. This size indicates that, for each initial state, there can be only one trajectory in the demonstration
buffer at a time. As the initial state of each trajectory may influence the performance measurement, trajectories with
different initial states must be measured independently. The output of SAL is thus a stochastic merged policy; however,
for the quadrotor control task, the policy can be made deterministic to reduce variance by choosing the most probable
action in each state.

To obtain more trajectories that may outperform the policy in the demonstration, policies in RL are executed in a
stochastic manner: agents have a probability, denoted by €, of not acting according to the policy. This stochastic policy
execution boosts the ability of SAL to find potentially better policies.

SAL is an AL algorithm augmented by external rewards. The performance measurement serves as an extra source of
information for the agent, allowing it to regulate its behaviour based on external performance measurements. Thus, the
performance measurement plays the same role as the reward function in RL. SAL resembles the Monte Carlo RL [1], as
in Monte Carlo RL the update is also done after finishing each trajectory. However the Monte Carlo RL usually learns
policies based on value functions, while SAL learns policies by matching feature expectations. SAL can thus be seen as
a method that combines AL and RL.

V. Experiment Setup

A. Quadrotor Simulation

To validate SAL, a quadrotor simulation environment was built. The dynamics of the quadrotor in this environment
were adapted from the quadrotor model in [14]. This environment simulates a quadrotor with one degree of freedom and
one control input. The controller aims to complete the vertical position tracking task by directly changing the propeller
speed. The dynamic thrust equation is adopted from [15], and the quadrotor can fly vertically with different velocities;



Algorithm 2 Self-corrective Apprenticeship Learning

Input: The demonstrated set of trajectories 7p, an RL algorithm, stopping criteria e, performance measurement M,
for single trajectory.
Initialize an empty buffer B to store trajectories.
Execute a random policy 7, obtain trajectory set 7
— 1 T t
Ho = 1957 Z‘re’lﬁ 21:07 @(ss,ar)
Ho = Ho
for sy in Sy do
Evaluate every trajectory in 7 that starts with s¢, using measurement M.
Store the trajectory with the best M. in buffer 8.
end for

HD©O) = ﬁ Sres Di—o(Y ¢(s1,ar))
i =0

while || up) — poll > e do
i =i+1
W= fp — fli
Compute the optimal policy 7; with the RL algorithm when the reward function is R = wT - ¢(s;,a;), and store
all trajectories during training as 7;""“'".

Use stochastic policy execution to execute 7;, obtain trajectory set 7}’ eval

1 T
Mi = WZTG(];eVUI Zt=07t¢(st5at)
L

7-17 — 7l_~train U 7i~evul
Evaluate each trajectory in D; using the performance measurement.
for s in Sy do
Evaluate every trajectory in 7; that starts with sp, using measurement M.
Store the trajectory with the best M, in buffer 5.
end for
HDG) = 737 Tres i ¥ O(s.ar)
for j =1,2,...,ido
K = (y—Aj-1)Mpe) —Aj-1)
(j=faj -1 —Hj-1)
aj = ki + (1=k;)fj-
Estimate 7; with the PFP:

7’1\'1' = KTty + (1 —Kj)ﬁ']’_l
end for
end while

Output: Policy 7;

hence, the equation of motion is
mZ = -mg+1T; )

where m is the mass of the quadrotor, g is the gravitational acceleration, 7 is the vertical acceleration in the inertial
frame, and 77 is the propeller thrust in the inertial frame. As the motion of the quadrotor is restricted, the thrust 7;
equals the vertical thrust in the body frame. The thrust 77 can be summarised as

3.5

T = 4.392399 x 1078 - v, (4.23333 x 107 - v, - @piren) (©6)

Qpitch

where v, is the rotational velocity of the propeller, d is the diameter of the propeller, and a,;; 5 is the propeller pitch.
In the simulation, the four propellers have the same parameters, though two of the four propellers have a fixed rotational
velocity, equal to 5,300 RPM, while the other two change simultaneously depending on the controller’s choices. The
values of these parameters are shown in table 1. The state space is two-dimensional based on the vertical position z and
vertical velocity z, while the action space has only one dimension, the propeller speed of the controllable propellers.
To further simplify this environment for RL and AL, boundaries of position and speed are used to limit the state



Table 1 Parameters for the quadrotor simulation

Parameter and unit value

m (kg) 1.2

g (m-s?%) 9.81

vp (RPM) [5200,5500]
d (in.) 10
Qpitch (in.) 4.5

space. The continuous states and control inputs are divided into 231 discrete states and 2 control inputs. The set Sy in
this simulation thus contains 231 initial states. The position is discrete for 21 states, ranging from 0 to 20, and the
velocity is discrete for 11 states, ranging from O to 10. Each discrete position represents a 0.29m margin of real position,
and each discrete velocity represents a 0.09m-s~! real velocity margin. The setting of discrete position and velocity is
determined by the maneuverability of quadrotor. 21 states of discrete position ensure that the quadrotor has enough
vertical space to show the performance of controller while maintaining a reasonable space for each discrete state. If the
real position margin represented by each discrete position is too large, the agent would not be able to correctly perceive
its current state, and thus discrete states would not be representative. If the real position margin is too small, the total
number of states would become too large, the increased amount of required computational resources would make the
experiment infeasible. The number of discrete velocity is determined by the same reason. 11 states are representative
for the agent to perceive and are not too many to be effectively computed.

The control task must thus track the central position, implying that the target discrete state is the state [10,5]. There
are only two choices for discrete action, 0 or 1: 0 gives the quadrotor downwards acceleration with a propeller speed
of 5,275 RPM, while 1 accelerates the quadrotor upwards with a propeller speed of 5,425 RPM. The quadrotor has a
maximum speed. If it travels across the boundary of position, it is reset to a random initial state and receives a —100
reward. The simulation also uses a finite time horizon, with each trajectory containing 200 time steps; each time step
equals 0.2 seconds of simulation time. The settings for this experiment are summarised in Table 2.

Table 2 Settings for the quadrotor simulation

Name and unit value
Range of continuous z (m) [-3, 3]
Range of continuous Z (m-s~") [-0.5,0.5]
Simulation time for each time step (s) 0.2
Trajectory length (time steps) 200
Name of discrete position Z 0,1,2,...,20
Name of discrete velocity Z 0,1,2,...,10
Total discrete states 231
Total initial states 231
Name of discrete actions Oand 1
Total discrete actions 2
Name of target discrete state discrete z: 10, discrete z: 5

B. Demonstrations

Demonstrations were provided using a PD controller, and the states observed were discretised. PDs with different
coefficients provided demonstrations with various performances, particularly where PD was underdamped or overdamped.
Obtaining demonstrations from a PD controller maintained stable demonstration performance, allowing comparisons
between the performance of quadrotors trained using different methods and different demonstrations to be made. The



control of the quadrotor can be summarised as
Viarget = kP(Zrurget = Zobs) + kp(0 = Zops) (7

where kp and kp are the parameters under PD control; z,4,¢e is the position that must be tracked, with the tracking
target set to be the center of the positional range; and z;4rges i 0. Zops and Z,p5 are the observed vertical position and
velocity at each step. The observed position and velocity are regenerated from the index of discrete states. The purpose
of using z,ps and Z,ps is to ensure that RL and AL with discrete states and actions are capable of fully expressing the
intention of demonstration where the PD control receives more information about states and actions. V;4,ger is the
target propeller speed; however, the real propeller speed was held between 5,275 RPM and 5,425 RPM depending on
which one was closer to the target propeller speed. The settings for the PD control are shown in Table 3.

Table 3 Coefficients for the PD control

kp kp
overdamped | 70000 70000
oscillated | 70000 0

Each demonstration consisted of 2,000 trajectories, covering all initial states in Sy. For simplification, the
demonstration produced by the overdamped PD is referred to as the good demonstration and the demonstration produced
by the oscillated PD is referred to as the bad demonstration.

C. Reinforcement Learning

The RL algorithm is used for comparisons; a part of both AL and SAL is tabular Q-learning. Q-learning estimates
the optimal policy based on action values that are constantly updated. According to the literature [1], the discount factor
is usually selected within the interval [0.9, 1); in this case, the discount factor y was set to 0.9. For Q-learning, the
learning rate « is often set to 0.1 for all time steps; however, while for deterministic problems, a constant « is sufficient
for convergence, for stochastic problems, such as quadrotor control with discrete states as seen in this paper, a learning
rate that gradually decays to O facilitates the convergence of the algorithm[1]. Hence, in this case, the learning rate «
was decayed from 0.2 to 10™* over the time steps shown in equation 8.

@ = max(107™*, 0.2 x 0.99999'~1) (8)

The reward function for the comparable RL method is the negative value of the tracking error. The further the quadrotor
is from the expected value, the less the agent is rewarded. The reason for using this reward function is that it measures
the value of states similarly to the measurement of trajectory used in the SAL algorithm. The similarity of the ways states
and trajectories are evaluated makes the comparison between the policy trained by the Q-learning with the described
reward function and the policy trained by SAL with the described performance measurement more valuable.

When comparing RL with handcrafted rewards for AL or SAL, it is fairest to compare the policies produced when
the same amount of samples are used to train the agents. The training of RL was thus divided into phases, and the total
number of phases set to equal the total number of iterations for AL or SAL. Each training phase also contained the same
number of samples as seen in one iteration of AL or SAL. For example, one iteration in SAL contains 1,000 trajectories
for training RL, and 231 trajectories for validating the RL policy; hence 1,231 trajectories are used in one iteration, and
one training process of RL must also contain 1,231 trajectories.

D. Setups for AL and SAL

The performance of a policy can be measured by examining the corresponding set of trajectories. The performance
of the set of trajectories can be measured as the average sum of the absolute value of tracking error of each trajectory.
The lower the average sum of tracking error, the better the performance. This measurement can be written as

1 T
MT) = 5 2, D Verarger =2 ©)

T7eT t=0



where 7™ is the set of trajectories that needs to be measured; Z;q, g/ is the target discrete position, which is 10 in this
case; and Z; is the discrete position in trajectory 7 at time ¢, ranging from O to 20. However, Algorithm 2 requires a
measurement of performance for each single trajectory. As with the measurement of sets of trajectories, the measurement
for single trajectories can be done by summing the absolute value of tracking errors. This measurement can thus be
written as

T
MT(T) = Z |Zturget - Zt| (10)
=0
As Algorithm 2 shows, the performance measurement determines which trajectory experienced by the agent is stored in
the demonstration buffer.

The AL algorithm uses both the original projection method and the PFP method to produce policies, while SAL
uses only the PFP method, as described in Algorithm 2. The feature vector for both AL and SAL algorithms is the
thus re-arranged state. Using the discrete states and actions described in Section V. A, the total number of state-action
combinations is 462 including 231 state combinations and 2 actions. Thus the feature vector for AL and SAL is a
462-dimensional vector.

VI. Experiment Results
This section offers a comparison of policies developed by RL, the original AL, AL with PFP method, and SAL.
Two demonstrations are provided for each of these algorithms, one based on the good demonstration, given by an
overdamped PD, the other based on the bad demonstration, given by a PD with harmonic oscillation. The RL policies
trained with handcrafted rewards are also be shown in all figures as a benchmark. To keep the number of samples the
same for all algorithms, the RL training was divided into phases, as described in section V.C.
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Fig.3 Control history of quadrotor in one trajectory using the AL algorithm.
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A. Time Traces

This section shows the changes of states over time steps to provide a general idea of the task and experiment setups.
Figure 3 shows the time trace graph for one of the initial states when the AL algorithm is used. Four policies are
compared in this graph: the AL policy using the bad demonstration and PFP (blue lines), policy corresponding to
the bad demonstration (orange lines), the AL policy produced using the good demonstration and PFP (green lines)
and the policy corresponding to the good demonstration (red lines). In each sub-figure, the margin between the two
black dashed lines represents the area of the target discrete state. For position z, this area is [—0.143,0.143](m), and for
velocity z, this area is [-0.045,0.045](m - s™!). As Figure 3 shows, the AL learns the policy that accomplishes the
control task only when the demonstration is able to do the same. However, the AL-PFP combination always learns a
very similar policy to the demonstrated policy.
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Fig. 4 Control history of quadrotor in one trajectory using the SAL algorithm.

Figure 4 shows the trajectory starting from one of the initial states, as produced by the SAL algorithm. The black
dashed lines also define the area of the target discrete state. As this figure shows, SAL can learn a policy that can
accomplish the control task based on either the good demonstration or the bad demonstration.

B. AL

The AL using the original projection method and the AL with the PFP method are compared first, as shown in
Figure 5. The orange lines (AL-Proj) show the policies produced by the original projection method with an additional
post-processing step, as described in section III.A. The green lines (AL-RL) show the policies produced by the projection
method without this post-processing step; these policies are thus the direct output of the RL inside the AL algorithm.
The blue lines (AL-PFP) are the policies given by the AL with the PFP method. Figures 5a and Sc show the distances
between policies’ feature expectations and the feature expectation ug. Figures 5b and 5d illustrate the performance
measurements of the policies taken directly from the RL and from the PFP method across 20 iterations, using the
measurement defined by equation 9.

Figure 5a and Figure 5c show the feature expectations of policies given by AL-PFP is generally more similar
to the demonstration’s feature expectation. Figure 5b and Figure 5d show the AL-PFP combination also provides
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Fig. 5 Feature expectation distances and performance measurements of the AL as compared with an over-
damped PD and an oscillated PD, averaged over 10 runs with a random initial policy. Note that the policy fusion
projection gives feature expectations closer to those of the demonstrations, and the performance is better than
RL policies in the AL.

policies that perform similarly to the demonstrated one. On the other hand, both the AL-RL policies’ distance to the
feature expectation of demonstration and their performance fluctuates throughout the 20-iteration training. The feature
expectations of these policies are less similar to the feature expectation of demonstration; the performance of these
policies is also not as good as the demonstrated policy. Although PFP moves the feature expectation closer to the up
and also gives policies that perform better, these two improvements are not related, as policies that are far from the
demonstration in terms of feature expectations can still perform better than the demonstrated policy.

However, the AL-PFP combination is still unable to surpass the performance of the demonstration. The demonstration
serves as the only input from the outside to directs the AL agent and does not change over iterations. The AL algorithm
drives the RL to produce policies with similar feature expectations, but no better performance. Thus, AL with or without
the PFP method cannot outperform the demonstration, as illustrated by Figures 5b and 5d.

C.SAL

This section compares SAL using the original projection method (SAL-Proj) with SAL using PFP (SAL). Figure 6
uses the same performance measurements and the same illustration approach as the figure in the previous section. As
shown in Figures 6a and 6d, the feature expectation of SAL policy strays from the demonstration feature expectation,
being generally closer to the feature expectation of the SAL-RL policy with the exception of the first six iterations. The
SAL-Proj maintains a small distance from the demonstration after the first few iterations. However, when trained with
the same number of samples, SAL performs much better than RL in the case of the bad demonstration, performing
almost as well as the good demonstration even when the input demonstration is the bad demonstration. If the good
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Fig. 6 Feature expectation distances and performance measurements of SAL, compared with a overdamped
PID and a oscillated PID, averaged over 10 runs with random initial policy.

demonstration is used, similar performance is achieved with fewer iterations.

The SAL algorithm thus enables the agent to search for a better policy than the demonstrated one, finally breaking
the upper bound of performance set by the demonstration in the original AL. In this experiment, it was notable that both
the initial demonstration and the performance measurement played critical roles in the SAL algorithm development.
The initial demonstration determines the starting point for SAL, while the performance measurement decides which
trajectories should fill the demonstration buffer Dg.

Figure 6 also shows that the PFP method in SAL does not learn a similar policy to that of the demonstration, instead
exploring and learning from trajectories with better performance. It should be noted that these newly found trajectories
are extracted from the RL process, and thus these trajectories contains noise left by RL. However, the performance of the
final SAL policy is better than that of the RL policy and the feature expectations of the SAL policies are drifting away
from the demonstration’s feature expectation. Therefore, by collecting and merging all past policies into a single more
reliable option, SAL overcomes the effect of underperforming trajectories found by RL and learn the general policy
behind these trajectories. Notice the blue line in Figure 6a changes differently to the blue line in Figure 6¢. The distance
of SAL policies using the bad demonstration dives down but then quickly increases and finally stays at the same level.
The distance of SAL policies using the good demonstration also drastically decreases at the second iteration, but then it
slowly climbs up. This is caused by the fact that the bad demonstration provides far less wellperforming trajectories than
the good demonstration, and therefore the SAL algorithm using the bad demonstration has to rely heavily on trajectories
found during the learning process. Those trajectories may contain noises, thus the process of overcoming these noises is
illustrated by the increasing distance of feature expectations. Figure 6b and Figure 6d also support this observation: big
improvements on the policies’ performance are related to drastic change of feature expectations, and if the performance
does not change, the feature expectation does not change too much. However, it is still not clear to what extent can SAL
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Fig. 7 The comparison of performance between the SAL and the AL

overcome the effect of underperforming trajectories.

A direct comparison of performance between SAL and AL can be found in Figure 7. When trained with the same
number of samples, Q-learning with the handcrafted reward function designed in the previous section fails to perform
better than the good demonstration but can outperform the bad demonstration. The AL with PFP also cannot perform
better when provided with a bad demonstration. However, SAL reaches the same performance when using the good
demonstration and the bad demonstration. SAL eventually performs as well as the good demonstration using the same
amount of samples used by AL and RL, making SAL more sample-efficient than AL and Q-learning with this specific
reward function. There are several other reward functions, however, so it is not clear whether or not other reward
functions could improve the sample-efficiency of this RL algorithm.

VII. Conclusion

This paper shows that, for flight control, the policy learned by SAL outperforms the original demonstration. In
terms of sample-efficiency, SAL surpasses AL and Q-learning with a handcrafted reward function. SAL has two major
improvements: the PFP method merge the historic policies to produce one deterministic policy, and the trajectory
replacement mechanism improve the demonstration with trajectories that have better performance measures.

The PFP method improves on the original projection method to increase the similarity of the learned policy. The
PFP method is a majority vote mechanism for all historic policies trained in the AL algorithm, which asks every policy
in the past to add probabilities to actions based on this policy’s similarity to the demonstrator. This process generalises
the information from the demonstrated policy throughout all past policies. Although the original projection method can
also produce a distributed policy with higher similarity by means of a post-processing step, this distributed policy is not
suitable for quadrotor control. Adopting the PFP method provides two advantages: the first is the fact that the produced
policy is a real mapping from the state to the probability of action, the second is the produced policy is less affected by
the trajectories that fail to fully express the underlying policy. The second advantage is crucial for the SAL algorithm.

The SAL algorithm introduces a trajectory replacing mechanism. That allows measurement of the performance of
the trajectory by using external measurement. However, trajectories found by RL may contain noise, and thus those
trajectories with noise cannot correctly indicate the policy of RL. But the effect of such trajectories can be reduced by
the PFP method. Thus the PFP method enable SAL to generalise policies based on demonstrations. However it is not
clear yet to what extent can PFP reduce the effect of those trajectories. The result of this paper thus suggest that the SAL
algorithm can learn policies that outperforms the demonstrator while being less affected by the trajectories that cannot
fully express their policies.

SAL is a model-free algorithm based on AL, being more sample-efficient than the original AL algorithm. SAL is also
more sample-efficient than the Q-learning algorithm when a reward function similar to the one mentioned in this paper is
used. In this paper, a quadrotor control task is used for experiments. It has been shown that SAL can be implemented to
control a simplified quadrotor with high sample-efficiency. Experiments show the controller based on SAL outperforms
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the demonstrations without the access to the quadrotor model. The potential of SAL is that the SAL algorithm can be
implemented for flight control that involves complex dynamics and high dimensional state and action space. The SAL
algorithm can greatly improve the efficiency of policy learning by learning from demonstrations obtained from other
controllers or human pilots, and actively searching for better policy based on performance measurements. Thus using
the resulting policies may improve the autonomy of flight control

In terms of future research, it would be interesting to examine the performance of different RL algorithms with
different reward functions to compare their performance with that of SAL. The SAL method should also be tested in the
situation when human provides demonstrations. Theories should be established to explain the relationship between any
policy & produced by SAL and historic policies given by RL inside the SAL method. It should be possible to improve
the state and action representation with function approximators to extend the state space and action space. The SAL
algorithm in this paper uses discrete action space, future research should investigate how to use continuous action space
to improve the performance of SAL-based controller. With the aforementioned research being conducted, the controller
based on SAL can be implemented for more complex flight control problems and eventually the flight control problems
in real life.
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Literature Review

This chapter will first concentrate on some of the most important RL methods that have
the potential to work with Learning from Demonstrations (LfD) methods, including value-
based methods and policy gradient methods. Then LfD methods that learn reward func-
tions will be introduced. The strength and weakness of these methods will also be dis-
cussed in the context of flight control. Chapter 2 and Chapter 3 are based on the work that
was previously graded for AE4020 (Literature Study).

2.1. Reinforcement Learning Preliminaries

Reinforcement Learning simplifies real-world problems into a Markov Decision Process
(MDP), which is a mathematical description of a series of sequential state-action pairs and
rewards. In general, the MDPs describe a process in which agents can choose their actions
a; at each time step at state s;. At the next time step, the agent will move to the next state
s¢+1 with the probability given by state transition matrix p (s¢+11S¢, a;). In the meantime,
the agent could receive a reward based on the state it is going to. Thus the transition prob-
ability with reward is defined as p (s;+1 715, ar)-

Reinforcement Learning is a learning process that tries to find the optimal policy = based
on the agent-environment interactions as shown in Figure 2.1. During the learning phase,
the agent as a part of the MDP makes moves and receives rewards. After that these re-
wards are compared and finally a policy which can maximize the rewards is computed.
The advantage of RL is that it does not require full knowledge of the environment instead
the agent receives and collects information through the interactions with the environment
[1]. In flight control, the dynamics of plant is often difficult to be accurately modeled, hence
more research has been put on model-free control such as RL.

The problem of RL is it requires amount of samples of agent-environment interactions be-
fore producing a good policy. With the development and implementation of intelligent
control, the complexity of control tasks has been risen up to a higher level. The number of
samples required for these tasks has also increased. Improving the sample-efficiency has
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Figure 2.1: The agent-environment interactions in reinforcement learning(1]

become an urgent task.

2.2. Temporal-Difference Learning and Q-Learning

An important category of Reinforcement Learning is Temporal-Difference (TD) [5] Learn-
ing. The TD method combines the strength of the Dynamic Programming (DP) [6] and
Monte Carlo method [7]. In DB it is assumed that the dynamics of the environment is al-
ready known and can be represented by a transition model. In the Monte Carlo method, a
model is not needed but the estimations can not be updated as in the DP until the agent
reached the terminal state. The TD method updates estimations without waiting for the
final outcomes. It also learns from its experience with the environment without any access
to environment models. In this section we will deploy the basics of the TD method and then
introduce one of its variant: Q-Learning. This is because our Learning from Demonstration
method is based on it.

The TD method is a combination of DP and the Monte Carlo method, but it inevitably
introduce bootstrapping into its algorithm. The estimation of the current state value is
updated by the state value at the next time step. One simplest form of the TD update is

V(S) — V(S + a[Rer1 + YV (Si+1) — V(SY]. 2.1)

The update rule shows that the target which this algorithm is trying to get is a current state
value estimated by the next state value and the immediate reward. This is called TD(0) as it
is a special case of TD(A). The algorithm for TD(0) value estimation is shown in Algorithm
1.

This algorithm is called TD(0) because its update target is the estimated value of the current
state S; given immediate reward R;;; upon the transition to the next state S;.;. This for-
mation can be extended to TD(A) where the update target becomes a state value estimated
by A steps of accumulated discounted rewards upon transition to state S;,)+;. By taking
into account more and more future rewards, the bootstrapping at each time step will be
more and more accurate until the A reaches time horizon and then TD(A) is equivalent to
the Monte Carlo method.

The TD method has many variants, one based on TD(0) is called Q-Learning [8]. Q-learning
updates the action-value function, thus it is suitable for solving control problems. Further-
more, compared to other TD methods, Q-learning greatly increases the convergence speed
and facilitates the analysis by the directly estimation of Q-values without following a policy.
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Algorithm 1 Tabular TD(0) value estimation [1]

Input: policy 7 to be evaluated, step size a
Initialize V' (s) for all states
for each episode do
initialize S
while S is not terminal do
generate action A from given policy 7
take action A, observe reward R and S’
update V(S;) by V(S;) — V(S) +a [Rt+1 + YV (St+1) — V(St)]
SS9
end while
end for

The minimal requirement of correct convergence is any state action pair continues to be
updated. The update rule of this algorithm is defined as

Q(Sy Ar) < Q(Sp, Ar) + a| Reyq + Yméle(St+l; a)| —Q(Ss Ay). (2.2)

Similar to TD case, Q-Learning also has a procedural form which is shown in Algorithm 2.

Algorithm 2 Q-Learning (off-policy TD control) [1]

Input: step size parameter a
Initialize Q(s, a) for all state action pairs
for each episode do
initialize S
while S is not terminal do
generate action A using policy derived from Q (e.g., e-greedy)
take action A, observe reward R and S’
update Q (S, Ar) — Q(Sy, Ar) + @[ Ry + ymax, Q(Syr1, a)] — Q(Sy, Ay)
S—§
end while
end for

Another variant of TD(0) is SARSA. It is an on-policy TD control algorithm. Different from
Q-Learning, the estimation of the action-value function in SARSA follows the policy which
has been used. Although Q-Learning learns the value of the optimal policy, its online per-
formance is worse than that of SARSA which learns the roundabout policy [1].

2.2.1. Deep Q Learning

To deal with the high dimensional situation for Q-learning, function approximators are
usually used to estimate action values. One popular choice is the Artificial Neural Networks
(ANNs). An ANN with one hidden layer and non-linear activation function can theoreti-
cally approximate any non-linear function to any degree of accuracy [9]. Deep Q Network
(DQN)[10] uses ANNSs to extract features from high dimensional state space and estimate
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the Q values. DQN was evaluated in several Atari games and the performance shows it even
outperforms human in three games.

Updating neural networks solely based on current experience results in unstable policy
[11]. The solution to this is the experience replay buffer where the agent can randomly
extract old experience from. The target network is also separated from the action value
networks that is constantly updated. In the two networks that the DQN has, action value
network generates the action and update itself by gradient descent with sampled batch of
transitions from the experience replay buffer, while the target. The parameters of the target
network is only regularly updated by copying the other network’s parameters.

The original DQN has several disadvantages. First of all, it overestimates Q-values because
the action is chosen by the action value network which is unstable for it is been constantly
updated, thus errors at each update are propagated through the entire learning process.
The Double Q-Learning [12] mitigates the overestimate problem by choosing actions based
on the target network.. Another disadvantage is the experiences stored in the replay buffer
can not been efficiently selected. Prioritized Experience Replay [13] solve this problem by
ranking the old experience with the corresponding TD-errors. The larger the TD-error will
be, the higher the rank of the experience is. The transitions in the replay buffer are then
extracted more efficiently by selecting those with higher ranks.

2.3. Policy Gradient Method

The methods discussed in previous sections are all state value or action value methods
as they measuring usefulness of states and actions with actual values. Another possible
choice is parameterizing policy so that actions can be selected without consulting a value
function although a value function may still be used to estimate policy parameter. The
policy parameterized by vector 8 can be written as

n(als,0) = Pr{A; = a|S; = 5,0, = 0}. (2.3)

The action selection for paramterized policy setting becomes choosing the action with
highest numerical preference h (s, a,0). One example of using preference is using it with

exponential soft-max:
eh(s,u,ﬂ)

m(als, 0) = SO

(2.4)
Numerical preference function h (s, a,8) can be computed in various way, both linear meth-
ods or non-linear methods, such as ANNs as in AlphaGo system[14], can describe this func-
tion. To simplify the discussion, preference functions are all linear in features, in other
words, they can be formed as

h(s,a®) =0"x(s, a). (2.5)

There are two advantages of parameterizing policy according to soft-max distribution [1].
The first advantage is that parameterized policy can approach to deterministic policy, whereas
with e-greedy policy there are always € chance that policy would not choose optimal action.

A second advantage is this setting enables the arbitrary selection of actions as in some cases
stochastic policy may be the best.
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To ensure policy improvement upon changing the policy parameter, Sutton et al. devel-
oped the policy gradient theorem [15]. This theorem establishes that for episodic tasks
with performance measurement J (0) = vy, (o), the gradient of J (#) can be written as

VIO x ) u(s)). g (s,a)Vr(als,8). (2.6)

The theorem describes that, for episodic case, the gradient of performance measurement
which is represented by the value of the first state, can be measured by the gradient of
parameterized policy with action value function and a distribution of state y. Combining
policy gradient theorem with Monte Carlo control gives the REINFORCE algorithm [16] for
episodic control as shown in Algorithm 3.

Algorithm 3 REINFORCE: Monte Carlo Policy-Gradient Control [1]

Input: a differentiable policy parameterization 7 (als, 8)
Algorithm parameter: step size a
Initialize policy parameter
for each episode do
generate an episode Sy, Ao, Ry, ..., S7—1, Ar-1, R;, following 7 (-|-,9)
for each step of the episode t = 0,1, ..., T — 1 do
update G — X [_ . v 'R
0 — 0 + ay'GVInn (A;|S;,0)'
end for
end for

It is also possible to extend REINFORCE with a state value baseline, 7 (S;,w). REINFORCE
with baseline improve the convergence speed but, similar to the original REINFORCE, it
still waits for the episode to be finished in order to update parameters. Actor-critic methods
improve the learning speed and usefulness for both online and continuing problems by
combining policy gradient and one-step bootstrapping temporal-difference methods. The
resulting algorithm is called One-step Actor-critic [17] for control which is a fully online,
incremental algorithm updates both policy parameter @ and value parameter w at each
time step.

In recent years, the policy-gradient has been implemented in many successful algorithms.
Trust Region Policy Optimization (TRPO) [18] is an algorithm that uses policy gradient. It
is shown that this algorithm prevents unstable variations in policy networks during train-
ing by always keeping the new policy parameters in a reasonable distance to the old ones
[18]. The algorithm also propose a exploration strategy that first derive a set of trajecto-
ries and then create branch trajectories from them. However TRPO uses Kullback-Leibler
divergence as a condition when optimizing its objective function, and thus makes it diffi-
cult to code. The Proximal Policy Optimization (PPO) [19] is relatively easy to code and yet
preserves most features in TRPO. Although simpler in the form, PPO outperforms TRPO in
many benchmark problems as shown in figure 2.2. Deterministic Policy Gradient (DPG)
[20] methods uses actor-critic framework and deterministic policy gradient theorem [20]
to extend the RL algorithms to continuous state and action space and enhance the stabil-
ity. Deep Deterministic Policy Gradient (DDPG) [21] evaluates actor networks and critic
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networks to approximate stable policy parameters. These are the state-of-the-art RL algo-
rithms that can be used as benchmarks for future research.
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Figure 2.2: Comparison of several algorithms on several MuJoCo environments. PPO outperforms TRPO in
every simulation [19].

2.3.1. Actor-critic and Deep Deterministic Policy Gradient

It has been shown that although the Policy Gradient methods have the potential to pro-
duce continuous actions, in natural Policy Gradient methods the step size of an update is
actually controlled by the action value and this causes unstable behaviors for the agent.
Actor-critic [22] proposes an approach that the step size of a policy update is controlled by
the TD-error of the action values. For example, the update rule for the Actor parameters 6
of the one-step Actor-critic can be written as

0 =0+ adVnr(als,0) 2.7

Where 6 is the TD-error of the Critic and «a is the learning rate. Actor-critic has two RL
learners learning from experience in parallel, one is the Actor based on the Policy Gradient,
the other is the Critic based on a value-based RL. The Critic can steer the direction of the
Actor by providing information regarding the goodness of certain actions.

The Deep Deterministic Policy Gradient (DDPG) [21] is a combination of the Actor-critic
and DQN. It efficiently learns from high dimensional states and produces deterministic ac-
tion from continuous action space. The structure of DDPG is similar to DQN: the Actor
and the Critic both consists of a target network and a main network that is been constantly
updated. DDPG was evaluated in several OpenAL Gym environment and was compared
against the original Deterministic Policy Gradient method, the conclusion was target net-
works is crucial for DDPG as it greatly increase reward received and the stability [21].

2.4. Reinforcement Learning for flight Control

In this section some implementation of RL algorithms in aircraft control will be introduced,
motivating the answer to the first research question: Which state-of-the-art model-free Re-
inforcement Learning methods have the potential to be implemented in flight control? For
flight control, many RL algorithms have been implemented, ranging from the earlier actor-
critic controller and the newly developed deep RL controller. In general, RL controller can
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be categorized into the model-based method and the model-free method. The difference of
model-based and model-free RL is the agent’s awareness of model. In model-free RL, agent
interacts with the environment to obtain feedbacks which in turn form the agent’s policy.
But in model-free RL the agent either takes the knowledge of model as a prior or obtains
the model through system identification techniques while exploring the environment. RL
algorithms have also been implemented in various aircraft models, such as fix-wings [23]
and quadrotors [24, 25]. Different aircraft may needs different RL algorithms. But for most
of the aircraft, the model is difficult to obtain, therefore model-free RL is more often used.

The model-based method requires knowledge of aircraft’s dynamics model a prior. Usually
the accuracy of model is directly related to the performance of control. For example, in
Ferrari’s paper [23], a learning scheme based on the dual heuristic adaptive critic separates
the learning process into the the offline phase and then the online phase. The offline phase
trains the actor and critic at given operating points by the given gain matrices. In this phase,
a prior knowledge builds the basis of actor and critic networks. This knowledge of operat-
ing points and dynamics covers a large part of all potential operating points and the overall
dynamics but is also limited. This step is to only determine the size and weights of the neu-
ral networks in the actor and critic. The second phase expands the knowledge of operating
points and dynamics in an online manner. Actor and critic are updated incrementally dur-
ing the second phase to improve the control response based on the actual state of the plant
accounting for the estimated state and action from the first phase. As the online training
goes on, this expansion grows bigger, and more and more knowledge is incorporated into
the controller. Finally the controller is able cover both the dynamics and operating points
that are already included in the a prior knowledge and experience for the first time. In
genarl, Ferrari’s method incorporates the knowledge of a existing controller while learning
from the dynamics experienced online to reduce gradually the effect of disturbance and
unmodeled dynamics. This method was implemented in a six-degree-of-freedom simula-
tion of business aircraft, and the result showed that, in a tracking task, the performance
of controller was improved even some unmodeled dynamics and unexpected disturbance
are experienced for the first time [23]. Figure 2.3 shows that, in the presence of parame-
ter variations of the plant’s dynamic model, Ferrari’s adaptive actor-critic control performs
better than the fixed-parameter neural networks control but cannot outperform the neu-
ral networks control with perfect modelling. Ferrari’s method proposes a novel approach
to the RL control. Although the dynamics model and other knowledge of the plant can be
perfected during the online learning phase, it is still essential that some a prior informa-
tion must be provided in the offline learning phase, which indicates that amount of works
around system identifications must be carried out before the offline learning phase. In fact,
most model-free RL control method require the identification of aircraft dynamics model
before learning.

Another model-based RL implementation for flight control is shown in [24]. This imple-
mentation demonstrates the difference of a integral sliding mode controller and a model-
based RL controller in quadrotor control. The RL controller is built based on the IWLR
method [26] taking into account the estimation of Gaussian noise. The model of the quadro-
tor assumed the disturbance can be estimated by Gaussian noise. Although the true distur-
bance may not be perfectly Gaussian, but they found this assumption was adequate for
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this implementation [24]. The results of this implementation were shown by the perfor-
mance of the integral sliding mode controller and the RL controller in a tracking control
task. Although they both responded similarly to step inputs but the RL controller was ad-
vantageous in estimating the Gaussian noise [24].
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Figure 2.3: Comparison between the adaptive and the xed-parameter neural controllers in the presence of
parameter variations [23]
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Figure 2.4: The two neural networks in DDPG for quadrotor control [25]

The model-free approach for aircraft control is a fast-developing branch in RL. Thanks to
the advanced techniques for Neural Networks, efficient algorithms has been developed to
solve the highly complex, nonlinear aircraft control problems. For example, the ideas of
TRPO and DDPG were adapted by Hwangba et al. [25] for quadrotor controller.The train-
ing algorithm is based on DDPG and the same exploration strategy in TRPO. The structure
of two neural networks in this implementation is shown in figure 2.4, the first networks,
the actor, generates four thrust signals, while the second networks, the critic finds the up-
date of the first networks’ parameters. These two Neural Networks consists of DDPG in
this implementation. The exploration strategy is adapted from the exploration strategy in
TRPO, which is exploring different trajectories sections by sections, and inside one section
the policy remains the same until the next section. This implementation simplified this
exploration strategy into expanding the initial trajectory with branch trajectories extended
from junction points. This simplification greatly helped the exploration of RL algorithm
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and reduced the learning time. Computational resources were also organised and opti-
mized to increase the computational efficiency. This implementation was validated both
in simulation and physical experiment. The task was about training TRPO, DDPG and the
proposed method to track waypoints. The figure 2.5 shows the simulation result that TRPO
and DDPG was not able to converge to adequate performance in reasonable amount of
time and he proposed algorithm outperformed the other two. This quadrotor implemen-
tation of RL algorithms shows the novel RL techniques such as TRPO and DDPG can learn
to stabilize and control a aircraft with complex dynamics even under extreme conditions
such as a upside-down position [25]. In this implementation, the architecture of Neural
Networks was very simple: three layers Neural Networks with one hidden layer to map the
actions and states. Training techniques mentioned before also greatly helped the learning
efficiency. But due the complex nonlinear dynamics of quadrotor and large state-action
space, the training in simulation and real flight still faced high difficulty.
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Figure 2.5: Learning curves for optimizing the policy for three different algorithms [25]

This section have presented some implementations of RL algorithm in aircraft control to
answer the first research question. The most distinctive categories are model-based and
model-free RL, and algorithms from both of these categories have been implemented in
aircraft control. Many of these implementations are about simulations, and the most rep-
resentative is the simulation of quadrotor. A quadrotor has highly nonlinear dynamics.
Simulating such complex dynamics demands a large amount of computational resources.
Therefore simplifications may be required. Literature mentioned the complexity of simu-
lation can be reduced if some parts of the aircraft dynamics can be neglected. A common
way to neglect some dynamics is focusing on the dynamics in only one dimension while
ignoring others, such as the simulations in [23, 24]. In addition, many implementations
such as [23, 24, 25] choose position or speed tracking task as the control task. Therefore
these tracking task will also be selected as the task for LfD algorithms.

2.5. Learning from Demonstrations Preliminaries

The idea of L{D is to train an agent that can map action to its state based on knowledge
learned from expert’s trajectories. Then the agent can make a decision to encounter other
situations. LfD can be seen as a subset of supervised learning in the sense that, same as
supervised learning, training data D(i.e., expert’s trajectories) with correct labels are used
to train an approximation to the agent that produce similar data (agent’s trajectories). In
LfD these training sets usually contain the states that have been observed and actions asso-
ciated with each of the states. LfD problems usually can be formed as follows. The environ-
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ment consists of states S and actions A and transition probability P (s'|s, a) defining the
possibility of going to state s’ from state s upon taking action a. For simplicity we assume
state S is observable. The LfD algorithms try to learn from the expert’s demonstration and
formalize the obtained knowledge into policy. Then the policy can be executed in the real
environment [2].
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knowledge
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Policy derivation

LfD policy derivation

LfD policy execution

Policy execution
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Figure 2.6: LfD learns policy from demonstrations

LfD has many names: Learning by Demonstration (LbD), Programming by Demonstration
(PbD), Learning by Experienced Demonstration, Assembly Plan from Observation, Learn-
ing by Showing, Learning by Watching, behavioral cloning, imitation, mimicry, and the
one we use, Learning from Demonstration (LfD) [2]. For each name, the scenario could be
slightly different although they use the same idea. For example, Programming by Demon-
stration is a technique which is usually applied in teaching robots skills to finish a task like
picking up a box. Behavioral cloning often refers to the learning techniques with which
agent can reproduce movements and trajectories from teacher demonstrations. For each
name of these techniques the learning agent might want to achieve their goals in different
levels, the lower level task can reproduce a single signal and the higher level task can be
finishing a complex mission that consists of a series of control signals.

LfD can be subdivided into Mapping, model learning, and planning, as shown in Figure
2.7. Mapping is a method that directly approximates the model that link actions to states.
Model learning on the other hand, first extracts information of the environment including
transition functions and reward function and then derive policy based on that information.
Planning is the method that uses demonstrations and possibly user’s intentions to train
rules that relate pre- and post-conditions (i.e. the states before and after actions) to each
actions to produce policy [2].

2.6. Learning from Demonstrations: Mapping
Mapping is essentially a technique that aims to reproduce demonstrator’s underlying pol-
icy, and to generalize over the available training data so that solutions to states that similar
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to states in training data but not encountered before may be found.

2.6.1. Mapping Methods without Reinforcement Learning

Some mapping methods do not work with RL algorithms but still produce good policy.
These mapping methods can be used to generate both low-level motion control and high-
level behaviors. Chernova et al. [27], simulated a low-level control for car driving using a
confidence-based policy learning from the demonstrations method with a Gaussian Mix-
ture Model (GMM). In their algorithm, the policy was parameterized by means and vari-
ances of a GMM, and then the Expectation-maximization algorithm was used to updates
these parameters. The preferences to actions at different states are modeled by the GMM.
This algorithm first trained the GMM with non-interactive demonstrations and then en-
abled the agent actively ask the human demonstrator for instructions when certain confi-
dence requirement is not met. Although their result showed that in a car driving simula-
tion their algorithm reduces learning time, the agent still performs bad at the early stage
of training, and the algorithm requires additional human-in-the-loop training in order to
train a desirable policy.

For high-level behaviors training, Rybski et al. [28] trained a Pioneer robot for a box sort-
ing task using a Hidden Markov Model (HMM) that classifies demonstrations into gestures.
The gestures captured by cameras were translated by a HMM to choose a label of action
among several pre-defined actions. The result showed that with only a few pre-defined ac-
tions, the robot could reliably make the correct choice. But the number of actions are very
limited and the agent is design for only several tasks like grasping, releasing and following.

Mapping can also be used for flight control. An experiment [29] with a fight simulator using
decision trees used human business jet pilot data to train an autopilot. The log files of real
flights were used to construct the training data. The agent was trained to finish a series of
actions for takeoff. The agent could finish the takeoff task but it could hardly perform any
other tasks.

2.6.2. Mapping Methods with Reinforcement Learning
Deep Q-learning from Demonstrations (DQfD) [30] is a combination of the famous Deep
Q-network (DQN) [11] with LfD techniques. DQN is an Artifical Neural Network with con-
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volutional layers. The structure of DQN is shown in Figure 2.8, it has two hidden layers, one
input layer and one output layer. As a example, DQN can be trained to play Artari games
and its performance surpass many reinforcement learning algorithms for playing the same
games. This algorithms can be easily tuned for other purpose as well. DQN extract features
and approximate the optimal Q-values[8] in large state space using deep neural networks
[31].

DQfD adds additional step in DQN which initialize the algorithm with a demonstration
data set. The demonstration data set is consist of input states and corresponding output
actions. Then the parameters of the network are trained with these state-action pairs, this
procedure is shown in the box below. In the algorithm, 0 is the parameter vector of target
DQN for Q-value approximation, D"¢P'Y is a data set to store both demonstration data and
training trajectories in order to maintain stability. DQfD has been trained to play three Ar-
tari games, the result, as illustrated in figure 2.9, shows DQfD managed to outperforms Pri-
oritized Dueling Double Deep Q-Networks (PDD DQN) and an imitating agent that learns
its policy without interacting with the environment.

.“
c
z
8
‘:
i
by
g

Gunvgluhun Curwvululmn Fully Cgﬂnec(ed

;

j= B /=

/ A . + —
/] <15 JEENEN SIS
a p 4 " 4
‘ of] @ & o ®: &
. . . [3%)

\ A 1yg/p 1y
\ =] E\ o /SR
\ A
] 1 m

Figure 2.8: DQN: deep neural network with two hidden lays. The input is a stack of 4 consecutive frames of
video games, the output is actions of joystick[11]
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One-shot Imitation Learning [32] extends the capability of deep RL algorithms, it learns
policy fast for multiple tasks with only one learning-from-demonstrations procedure. In
One-shot Imitation Learning, the network architecture is consist of three parts, as shown
in figure 2.10, including a demonstration network, a context network, and a manipulation
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Algorithm 4 Deep Q-learning from Demonstrations [30]

Input: D"¢P lay.initialized with demonstration data set, 0: weights for inital behavior net-
work (random), 6': weights for target network (random), 7: frequency at which to update
target net, k: number of pre-training gradient updates
for steps t € {1,2,...,k} do

Sample a mini-batch of n transitions from D"¢P!4Y with prioritization

Calculate loss J (Q) using target network

Perform a gradient descent step to update 0

if t mod 7 = 0 then

0 — 6

end if
end for
for steps t € {1,2,...} do

Sample action from behavior policy a ~ €%

Play action a and observe (s', r).

Store (s, a,r,s') into D™P lay  overwriting oldest self-generated transition if over capac-

ity

Sample a mini-batch of 7 transitions from D"®P!%Y with prioritization

Calculate loss J (Q) using target network

Perform a gradient descent step to update 6

if t mod 7 = 0 then

0 — 6

end if

s—¢s
end for

network. The demonstration network learns from demonstration data of multiple tasks
and produces signals that enable the context network to discerns different situations. The
context network compares the current state with signals from the demonstration network
and determines which scenario is matching to the current state, this procedure generates
a context signal passing to the manipulation network. Finally, the manipulation network
decides the action based on the context it has been given. The One-shot Imitation Learning
essentially extends the deep RL algorithms from being capable of generating low-level con-
trol to high-level behaviors. Although current experiments are about simple block-stacking
tasks and do not use high-dimension input such as images, this framework does have the
potential of being able to perform more end-to-end tasks.

Mapping methods have shown their strength in many domains. In general, mapping ap-
proximates the function of states to reproduce demonstrator’s actions. Although DQN has
been successfully implemented for UAVs [33], its variate DQfD has not been used for the
same purpose. It should be possible that DQfD can also be implemented for flight control.

2.7. Learning from Demonstrations: Planning

Planning methods form the policy as a sequence of state-action pairs which lead the agent
from the initial state to the goal state [2]. In other words, it link the state sequence to action
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Figure 2.10: The architecture of One-shot Imitation Learning [32].

sequence to make a plan for the agent. In planning methods, actions are usually defined by
pre- and post-conditions of states, certain states must be established before and after the
action be performed.

One example of using planning methods is training a humanoid robot to finish a sequential
repetitive ball-picking task [34]. The algorithm recognize the pre-conditional state in order
to find the optimal action, and it is able to extract plans based on only two demonstrations.
However, the algorithm is task specific and thus has limited potential of being transformed
to other domains. Planning can also be used for model learning, Garland et al. present
a method using sequential high-level human instructions and annotations to learn a task
specific hierarchical model [35].

In general, planning methods are limited to specific tasks due to the information extracted
from demonstration is limited to plans with conditions. It is often hard to generalize plans
over a large state space because planning methods usually require amount of sequential
state-action combinations series for the training over a small subset of states. The use of
planning methods is also limited to robot understanding of instructions and model struc-
tures revealing and hardly be extended to autonomous multi-tasks domain. This limitation
exclude the choice of planning methods as flight control usually expects the better auton-
omy.

2.8. Learning from Demonstrations: Model-Learning
Model-Learning approach to LfD learns a model of the world, and derives a policy 7 from
the model. The model usually consists of transition model and reward function, but for RL
algorithms introduce in the previous sections, reward functions is crucial as the transition
model of the environment can be explored and understood by RL.

A good reward function should be able to highlights the target state while illustrating the
most suitable paths. Defining the reward function is a non-trivial task but sometimes good
reward values are not obvious. Inverse Reinforcement Learning (IRL) is a category of algo-
rithms that learn reward function.
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2.8.1. Inverse Reinforcement Learning

IRL constructs the reward function by learning from information of the transition model or
demonstrations. IRL problem is to find a reward function that forms the best explanation
of the observed behaviors. IRL problem under the RL framework can be formed as follows
[36]:

* Given 1) measurements of an agent’s behavior over time, in a variety of circumstances,
2) if needed, measurements of the sensory inputs to that agent; 3) if available, a model
of the environment.

* Determine the reward function being optimized.

The MDP is a tuple (S, A, {Ps4},7, R) where

S is a finite set of N states,

A ={ay,..., ai} is a set of k actions,

* Py, are state transition probabilities upon taking action a in state s,

Y € [0, 1) is the discount factor,

R S — Ris the reward function bounded by a maximum value Rpax.

IRL problems can be divided into the IRL in finite state spaces and the IRL in large state
spaces. The first finite state space setting can be solved with the explicit knowledge of
the transition probabilities Ps,. The first step is to express reward function with transition
probabilities.

Suppose the reward function can be written in the form of a vector R, the transition proba-
bility matrices upon taking the optimal action a; in every state and the sub-optimal action
a in every state are P,, and P,, the reward R satisfies [37]

(Po, —P,) (T-YPs,) 'R = 0. 2.8)

The reward function R can be found by solving this equation. However this is a ill-posed
problem since there are many choices of R meets the criteria: 0 and arbitrary values close
to 0 are always solutions. This can be solved by adding a penalty term. Finally, the search
for R can be formed as a linear programming problem, the optimization objective is [37]

N

maximize )’ Miye(q,,..q {(Par () = Pa, (0) (1= ¥Pa) ™'} = AIRIL, (2.9)
i=1

st. (Pa —Po)(I-yP4) 'R =0Va e A\ay, IR;| < Rmax, (2.10)

where P, (i) denotes the ith row of P,,. The A is a adjustable penalty coefficient balancing
between the goal of minimizing objective function 2.9 (large A value), and avoiding reward
values being zeros (small A value). The objective function is the maximized difference be-
tween the value function of the optimal policy and the value function of sub-optimal policy.
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This can be interpreted as the optimal reward function should be able to discern the opti-
mal policy from others, in other words, optimal reward function maximizes the difference
between the best policy and the next-best policy.

When dealing with large state space MDPs, IRL approximate the reward function using
basis functions ¢; (s) mapping states to rewards., the new reward function estimate is

R(s)=wih1(S) + waha (S) + ... + wahg (8)

2.11
=w-¢(s). ( )

The reward function is the linear combination of some basis functions. Because the value
function V is the expectation of rewards and the linearity of expectation, the value function
can also be written as the linear combination of the same basis functions. Let V" denotes
the value function of policy 7 when the reward function is R = ¢;, the value function is
therefore [37]

VT = w1V1” + ..+ deg. (2.12)

The value function in this form can be used to approximate the reward function using sam-
pled demonstrator’s trajectories, this extension leads to Apprenticeship Learning (AL) [38],
a sub-type of IRL.

2.8.2. Apprenticeship Learning through Inverse Reinforcement Learning
Apprenticeship Learning through Inverse Reinforcement Learning (AL) deals with the same
problem as dealt with by IRL. It can be seen as a method within the IRL category. The AL
does not require a transition model like many IRL methods do, and the AL estimate the
optimal reward function with performance measurement of policies called feature expec-
tations, denote by (7). The feature expectation can be written as the expectation of the
accumulative discounted reward when R = w - ¢. Let T denotes each possible trajectory in
the environment and P(7|7) denotes the probability of trajectory T when using policy 7, the
feature expectation of policy  is:

p@m) =E

Y yip(se) |n] =Y Plm) Y _y'p(ss). (2.13)
=0 T =0

The expectation of feature expectation is the measurement of a policy, but the feature ex-
pectation of a trajectory T does not contains information of the policy. Observe equation
2.13, only the term P(7|n) is related to 7, in other words, the feature expectation of a pol-
icy can measure this policy because it contains the distribution of trajectories when using
the policy. Similar to the problem setting in IRL, the problem for the AL is to find a policy
which acts similarly to the demonstrator’s policy, given the demonstrator’s feature expec-
tation vector pp. With a set D of m trajectories {sé, Si, ..}* _, the empirical estimate of ug

i=1’
1S
m

Y iy%p(s;”). (2.14)
t=0

. 1
Mg = —
m =

The algorithm of AL is shown in the algorithm below.

The method used by this algorithm to compute w'” is max-margin algorithms. Both Sup-
port Vector Machine (SVM) [39] and projection method are suitable for computing w®,
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Algorithm 5 Apprenticeship Learning via Inverse Reinforcement Learning[38]

Estimate demonstrator’s feature u, expectation vector from a set of sampled demonstra-
tor’s trajectories D
Randomly initialize the first policy 7%, estimate its feature expectation vector pu©@ =
p(7?), and seti =1.
while Termination condition is not met do
Compute ) = maxyw),<1minje. -1 w' (Le—p'’), and let w be the value that
attains this maximum.
if ) < ¢ then
Terminate the algorithm.
end if
Using the RL algorithm, compute the optimal policy 7'? for the MDP using reward
function R(s) =w- ¢ (s).
Seti=i+1
end while

The SVM method label the demonstrator’s feature expectation vector with 1 and the gen-
erated trajectories with —1, then SVM searches for the best hyperplane w'” that separates
data points with the maximum margin. The projection method, on the other hand, iter-
ative searches for better w”. A simple illustration of the projection method is shown in
Figure 2.11.

k4
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Figure 2.11: An illustration of projection method: y (ﬂi) approaches to ug

AL has been used for helicopter acrobatics experiment [40]. It is shown in the experiment
that using a combination of AL algorithm described above, and a generative model, a heli-
copter can learn to follow several difficult acrobatics trajectories demonstrated by a human
operator. Snapshots of the experiment are shown in figure 2.12, the full video can be found
inhttp://heli.stanford.edu/. It should be noted that in this work, AL does not directly
produce actual actions, instead, the policy AL generated is used to deal with the uncertainty
in the generative model, to improve its accuracy.

In the AL algorithm, the solution is ambiguous, many reward functions can be the solution
to the demonstrated policy, and many policies have similar feature expectations [42]. The
core of this ambiguity is that although the distribution of trajectories describe the policy,
AL uses a simple and empirical approach to estimate it. Moreover, it is often an assump-
tion that demonstrated trajectories are optimal. This assumption does not harm the con-
vergence property of the AL algorithm [38], however it affects the quality of policies that
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Figure 2.12: Snapshots of the autonomous helicopter acrobatics [41]

learned from the demonstration.

2.8.3. Maximum Entropy Inverse Reinforcement Learning

In the original AL algorithms, it is ambiguous to determine the matching feature expecta-
tion because for the feature expectation of a demonstrator, there usually exist many policies
that produce trajectories with the same feature expectation. Maximum Entropy Inverse Re-
inforcement Learning (MaxEntIRL) [42] employs the principle of maximum entropy to ad-
dress this problem. In MaxEntIRL, policies are modeled as a distribution over a set consists
of all possible trajectories 7;, 0 < i < N. For each policy, the feature expectation of it can be
written as

fx = ) P @) g (2.15)
i

where P (7;) is the probability distribution of trajectory 7; in this policy, and y;, is the fea-
ture expectation of trajectory 7;. Applying the maximum entropy principle, the distribution
P (7;) should be modeled in such way that this distribution has the largest entropy in the
context of given ;. The AL problems state that, given a measurement of the demonstra-
tor’s policy ug, a reward function parameterized by weights w and a feature vector ¢(s, a)
should be found. In MaxEntIRL, the derived policy distribution using maximum entropy
principle can be written as [42]

1 Th(sia:
Pailw) = ——e"Hni = g=epeeri O (2.16)

Z(w) Z(w)

where the partition function Z(w) = }.,, eV'Hi . Maximum Likelihood Estimation (MLE)
and Stochastic Gradient Descent can be used to estimate the parameter w in distribution
P(t;|w). The key to solve this optimization problem is finding the partition function Z(w).
MaxEntIRL assumes the dynamics of the environment is known, and the partition function
can be easily calculated from the transition probability [42].

2.8.4. Relative Entropy Inverse Reinforcement Learning

In the original MaxEntIRL method, the partition function is calculated assuming known dy-
namics. But this proposal focuses on the model-free approaches. To combat this problem,
Relative Entropy Inverse Reinforcement Learning (RelEntIRL) [43] employs relative entropy
rather that maximum entropy in the original MaxEntIRL algorithm. The new entropy can

be wirtten as 0y
Tj

maxp ) P(tr;|w)ln .

;‘ ! Pilw)

(2.17)
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P(t;|lw) denotes the trajectory distribution of the policy found with a reward function lin-
ear in features, constructed with parameter w. Q(7;) is the trajectory distribution of the
baseline policy, in other words, the policy of demonstrations. The new probability distri-
bution P(7;|w) after solving this equation is [43]:

1 T 1 S aier; WP(sj,a;)
P(rilw) = ——Q(1))e" M1i = ——Q(1;)e™ i 7 2.18
(Tilw) Z(w)Q( i) Z(w)Q( i) (2.18)

with Z(w) = ZTiQ(Ti)ewT“Ti. Q(t;) can be decompose as Q(r;) = D(tr;)U(r;) where
D(t;) = Dy ]'[tT=1 T(st, ay, St+1) is the joint probability of state transitions in 7;, and U(1;)
is the joint probability of the actions conditioned on states in 7; [43]. The probability dis-
tribution becomes

. el Hr
P(ri|w) = D(T)U(z;)e

- - (2.19)
Y, Da)U(T)e" Hri

By doing so, the only term that involve dynamics in this equation is D(7;). When solving the
MLE problem of this distribution function, importance sampling ratio can be D(t;)7(7;),
so the dynamics D(7;) will be cancelled and the necessity for the transition model will dis-
appear.

RelEntIRL is a sample-based approach to LfD problems, and it provides an efficient way of
estimating the partition function in the original MaxEntrIRL problem. Other approaches
can sample these trajectories more efficiently. For example, trajectories in the vicinity of
demonstrations can be sampled more often with supervised learning [44], or the sample
distribution can be refined over time using approximated local dynamics [45]. But because
supervised learning and model-based methods are out of the scope, these methods will not
be selected in this project.

2.9. Conclusion of Literature Review

This literature review is to collect the Reinforcement Learning (RL) methods and the Learn-
ing from Demonstrations (LfD) techniques in order to present the state-of-the-art approaches
for flight control. The first part of this literature review shows the basics of RL and some of
the existing implementation of RL algorithms for flight control. The second part of this lit-
erature review starts with a general description of LfD and then describe three strategies
which can be used in LfD algorithms.

The Temporal Difference methods, especially Q-learning, are emphasized because of their
nature of being able to update estimate without waiting for episodes finished, and being
able to bootstrap estimate without interacting with the real environment. These methods
are then extended to RL methods with approximation, specifically Semi-gradient methods
with linear and non-linear features. Using these methods means at least one value func-
tion has to be estimated, which directly motivates some of the LfD strategies and the model
learning procedures. After that, it is shown that policy-gradient methods parameterize pol-
icy and select actions from the estimated policy without consulting the value function. The
policy-gradient methods link actions, or distributions of actions to states. Mapping is a
LfD strategy that employs very similar idea to policy-gradient methods, it approximates
the underlying function mapping from states to actions. Recent research shows Trust Re-
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gion Policy Optimization, Proximal Policy Optimization and Deterministic Policy Gradient
(DPG) methods enable efficient and robust learning for continuous state and action space.

For flight control, both model-based and model-free RL algorithms can be utilized. But he
model-free approach is more attractive since the model of dynamics is generally difficult
to obtain. The most common control task to test RL algorithms for flight control is tracking
control, including position and speed tracking. The quadrotor is a common but represen-
tative platform, hence, the quadrotor is selected for LfD implementation. In addition, to
facilitate learning and analysis on the result, the dynamics of aircraft can often be simpli-
fied into a one-dimensional model.

In general, LfD has three distinctive strategies, namely, mapping, planning, and model
learning. It is shown in the literature that some mapping methods could not work with
RL because these methods are usually task-specific and often lack the ability to explore
the state space. A better mapping method with RL is called Deep Q from Demonstrations
(DQfD), which approximates mapping function using DQN, a convolutional neural net-
work. The use of demonstration in DQfD facilitates the initialization of DQN parameters
and thus increases the learning efficiency. Literature about planning, the second LfD strat-
egy, shows that this method does not typically work with RL, as it uses task-specific demon-
strations consists of fixed, sequential state-action pairs with pre- and post-conditions. The
third LfD strategy is model learning. Because the model learning uncover the demon-
strator’s intention by constructing the reward function, and the transition model of the
environment, it is best suited for RL. Since the structure of RL includes autonomous ex-
plorations, the transition model can be directly learned by the agent without additional
steps. So, a wide range of literature focuses on how to build the reward function. IRL is
a well-developed approach towards the reward function reconstruction. IRLs variant, AL,
typically deals with large state space problems using a performance measurement vector:
feature expectations. MaxEntIRL and RelEntIRL modify the original AL algorithm to reduce
the effect of feature expectation ambiguity.

The first part of the literature review answers the first research question and partially an-
swers the second research question. The research question 1(a) is answered by the first
part of literature review. For discrete state and action space, tabular methods such as tabu-
lar Q-learning are suitable. For continuous state and action space, methods with function
approximator such as DDPG, TRPO and PPO are suitable. The research question 1(b) is also
answered in the first part of literature review. The suitable flight control problem is a track-
ing control of a quadrotor in simulation. But for the convenience of analysis, this quadrotor
can be simplified into a 1-D dynamics model. Hence the answer to the first research ques-
tion is: tabular RL algorithms such as Q-learning are well suited for simplified flight control,
specifically the control of a 1-D quadrotor for tracking tasks. Based on this answer and the
analysis in the second part of literature review, the research question 2(a) can be answered.
DQfD, IRL, AL, MaxEntIRL, RelEntIRL are methods in LfD. Among these methods, the IRL
and its variants are best suited for further analysis because the model-learning strategy is
suitable for incorporating RL algorithms.



Preliminary Analysis

The goal of this chapter is to show the effect reward functions built by LfD algorithms on
RL algorithms in terms of sample efficiency, in order to answer the second and the third
research question, while focusing particularly on two methods: IRL and AL. Specifically, the
IRL algorithm and the AL algorithm will be implemented in a corridor simulation in order
to show the effect of reward function they build. For comparison, the tabular Q-learning
will be implemented with a handcrafted reward function. Different reward functions and
action-value functions will be compared in heat-maps. The effect of these reward functions
on RL algorithms will be shown by the learning curves.

3.1. Simulation Setup

This simulation is based on a corridor problem shown in figure 3.1, where the agent wants
to pick up a cargo (green circle), and then drop it at the designated position (yellow block),
and blue blocks represent other positions in the corridor. The total length of this corridor
is 10, and the cargo is put at the first block. There are four actions available for the agent
in any state, ranging from number 1 to 4, their effects are shown in the table 3.1. Taking
any action equally consumes one time step. The action 3 does not have any effect when
the agent already had the cargo, or the agent is not in the block where the cargo is located.
After taking action 4, the episode will be terminated no matter the agent’s location, but
the episode where the agent drops the cargo in the correct block will be considered as a

successful episode.
1 2 3 4 5 6 7 8 9 10

Figure 3.1: An illustration of corridor simulation setup.

At each time step, there are two states observable, one is the agent location defined as a
number in set {1, 2, ..., 10}, the other is a flag indicating whether the agent has the cargo or

45
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Table 3.1: 4 actions for the corridor simulation

Action number Effects

1 Move one block forward, stay in block 10 when in block 10.
2 Move one block backward, stay in block 1 when in block 1.
3 Pick up the cargo at the current block

4 Drop the cargo at the current block. Terminate the episode.

not. Thus, the state space can be illustrated by figure 3.2. In the figure, states in the row
above show the agent has the cargo while states in the row below show the cargo is still in
the block. The goal state is defined as taking action 4 at block 10 when the agent has the
cargo (highlighted as a yellow block).

1 2 3 4 5 6 7 8 9 10

Figure 3.2: State space of the corridor simulation. First row: states where agent has the cargo, second row:
states where the cargo is not picked up.

3.2. Implemented Algorithm

3.2.1. Q-learning

The first algorithm implemented is the tabular Q-learning introduced in section 2.2. The
Q-learning algorithm is the benchmark for many RL algorithm implementation and thus
it is used here to learn the optimal policy and test the reward function recovered by IRL
algorithms. The details of tabular Q-learning algorithm is shown in the algorithm box 2, the
policy used for action selections is e-greedy policy, rewards are also discounted by factor y
to compute update target R;.; + ymax, Q(S;+1, a). The value of y is 0.999, and the value
of € is 0.9 to ensure that the agent explores all states. The default reward function for Q-
learning gives the same reward for all state-action pairs except for special state-action pairs
shown in reward function 3.1. The reward function is formalized as

Ry, if (s, a) is the goal state
R(s.a) = Ry, if the agent pick up the cargo 3.1)
' Rs, if the agent drop the cargo at a wrong location '
Ry, any other state-action pairs

To compare the rate of successful episodes of different settings, different values of {R;, R2, R3, R4}
are used, they are shown in table 3.2

3.2.2. Inverse Reinforcement Learning
The second algorithm implemented is Inverse Reinforcement Learning for the discretized
state, details of the algorithm can be found in section 2.8. IRL searches the reward function
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Table 3.2: 4 reward settings for the corridor simulation

Settingnumber R; R» Rs Ry

1 10 1 -1 O
2 10 5 -1 O
3 10 10 -1 O
4 10 10 -10 O

R(s) that describe demonstrator’s behaviors D by optimizing the objective function:

N
maximize ) MiNge (g, . a;} {(Pu1 () =P, () (I- YPul)_l} — ARy 3.2)
i=1
With conditions
st. (P —Pu)(I-YP,) 'R =0,Vae A\ay, Rl < Rax - (3.3)

In the objective function 3.2, the reward function R(s) has been transformed into a vector
R, and P, (i) denotes the ith row of transition probability matrices P, .

The first step of solving IRL problem is finding the probability matrix P,,. This probability
matrix contains probabilities of state transitions upon taking the optimal action a, so, this
matrix can be estimated through Monte Carlo method using the optimal policy. Suppose it
is available that a set D of m demonstrations {so, sl, sT}’” Let Pm denotes the transition
probability matrix upon taking the optimal action at time step ¢ 1n the mth episode, the
empirical estimate of P, is

m T
ZZ - (3.4)

1
m

It has been shown in the literature[42][46] that the original IRL, which is used here, assumes
the optimality of demonstrations, sub-optimal demonstrations affect the value of informa-
tion in reward function found by IRL algorithm. In this simulation, policy generated from
Q-learning is used to approximate P, .

The next step of solving IRL problem is finding the probability matrix P,. In general, the
objective function 3.2 optimized in IRL represents the difference between the expected re-
turn[1] of the demonstrator’s policy (assumed the optimality) and the expected return of
the sub-optimal policy. In this simulation, the expected return of the sub-optimal policy is
easy to find, because only four actions are available in each state and one of these actions is
used by the demonstrator’s policy. Therefore, the expected return of the sub-optimal policy
can be computed through Monte Carlo method using the policy that takes the sub-optimal
action. With both P,, and P, the objective function 3.2 can be solved by a linear program-
ming method.

3.2.3. Apprenticeship Learning
The algorithm of AL is shown in section 2.8.2. In the AL, a reward function is the linear
combination of features ¢; (s) as shown in equation 3.5. The goal is to find parameter w that
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1 ) 3 4 5 6 7 8 9 10

Figure 3.3: The optimal policy used to generate demonstrations.The number written on the each block is the
number of action for this state.

best describe the demonstrator’s behaviors by reconstructing the reward function R (s, a)

R(s,a) = w1 (s,a) + wap (s,a) + ... + wapq (s, a)

(3.5)
=w-¢(s,a)
The feature vector ¢ (s) used in this simulation has 80 entries, each of them represent one
state-action pair such that when that state-action pair is selected the corresponding ele-
ment is 1 and the other elements remain 0.

To obtain the w, AL firstly measures the performance of a policy. This is done by estimating
feature expectation u (), which is the expectation of the accumulated discounted return of
the estimated policy:

p(m) =E [Zy%p (s) |n] : (3.6)
=0

It is assumed that the demonstrator uses the optimal policy 7 (shown by figure 3.3), then
its feature expectation can be estimated by equation 2.14. Other policies can be measured
in the same way.

Then, AL finds a better reward function parameter w that helps to match the agent’s fea-
ture expectation estimate [iI to demonstrator’s feature expectation pg, based on policies it
has seen. Suppose the AL has already found i policies (), 72, ..1'1 and their feature ex-
pectations are {u!, p?, ...}, a parameter w can be found by SVM or the projection method
according to section 2.8.2. In this way, the feature expectation of an agent’s policy will grad-
ually approach to the feature expectation of the demonstrator’s policy. The AL terminated
this searching when the two feature expectations are close enough.

3.3. Results

The first result is the action-value function of a e-greedy policy estimated by Q-learning
using the first reward setting in table 3.2. A heat map of this action-value function is shown
in Figure 3.4. Higher action-values are highlighted by yellow color and lower action-values
are blue. In Figure 3.4, the left sub-figure shows action-values when cargo is not obtained
by the agent and the right sub-figure shows action value when the agent has obtained the
cargo. In each sub-figure, the horizontal axis represents four actions and the vertical axis
represents ten different blocks.
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Figure 3.4: Action-value function heat-maps by Q-learning using reward function in 3.1

The reward function recovered by IRL is shown in Figure 3.5. This reward function has the
same layout as the action-value function in Figure 3.4. Although this reward function iden-
tifies the goal state (bottom-left corner of the right figure), other states are not estimated

accurately.
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Figure 3.5: Reward function recovered by IRL

The reward function recovered by AL is shown Fn figure 3.6. In contrast to Figure 3.5, this
reward function clearly identifies the goal state, as well as other state-action pairs by as-
signing them high rewards. For example, in the left sub-figure, the third block of the first
row, which corresponds to picking up the cargo, is highlighted with a high reward. In the
right sub-figure, the first column, except for the last row, corresponds to moving the agent
with cargo along the corridor until it reaches the terminal state, the state-action pairs in
this column are all highlighted with high rewards. Action-value function heat-map of a
e-greedy policy estimated by Q-learning using reward function in figure 3.6 is shown in
Figure 3.7. Comparing Figure 3.4 and Figure 3.7, it can be seen that although magnitudes
of action-value function are different, gradients in two figures are almost the same.

Finally, it is compared in figure 3.8 that the success rate of this simulation using reward
settings in table 3.2 and the success rate using the reward function found by the AL. These
reward functions are evaluated through Q-learning. The success rate with the reward func-
tion found by the AL is quickly converged to around 70%, while the success rates with other
reward function gradually increase and approach to 70%.
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Figure 3.6: Reward function recovered by AL
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Figure 3.7: Action-value function heat map of a e-greedy policy estimated by Q-learning using reward
function in figure 3.6
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3.4. Discussion

It has been shown the reward function found by AL is much more informative than the re-
ward function found by IRL. One reason is IRL uses a transition matrix V” using the optimal
action, but AL uses feature expectations which is essentially an evaluation of policies. Al-
though this transition matrix contains information about optimal actions, this information
is not accurate because using some sub-optimal actions could produce the same transition
matrix. Another reason is IRL algorithm is essentially built upon the assumption that ac-
tions for P,, are optimal. According to the paper [37], the condition (Pa1 - Pa) (I - yPal)_1 R >
0 is based on the value function V* = R + yP,, V" when n given by 7 = a; is optimal. Thus,
when any action is not optimal, IRL can no longer find the correct solution to the reward
function.

On the other hand, AL does not rely on the assumption of optimality as much as IRL does.
The core idea of AL is to let the agent’s feature expectation approach to demonstrator’s
feature expectation. If the demonstrator uses the optimal policy, the performance of AL
is maximized, but if the demonstrator uses a sub-optimal policy, an informative reward
function can still be found.

More importantly, AL does not require a transition matrix to rebuild reward functions. Be-
cause AL needs few RL processes to estimate the effect of rebuilt reward functions, while
IRL does not need any estimate of the rebuilt reward functions.
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Figure 3.8: Averaged success rate using different reward functions.

3.5. Conclusion of Preliminary Analysis

In the preliminary analysis, simulations about a cargo-delivery task with Q-learning are
conducted. Inverse Reinforcement Learning (IRL), and Apprenticeship Learning (AL) are
used to construct reward functions from the demonstration provided by a human operator.
The Q-learning is used to compare different handcrafted reward functions and the reward
function built by algorithms. IRL and AL take different approaches to estimating the reward
function that explains the demonstrator’s behavior, but the reward function found by IRL
is less informative. By comparing the success rate using different reward functions, it is
found that AL generates a reward function that greatly facilitates the convergence of the
Q-learning algorithm. This improvement is due to a sufficient amount of knowledge of the
task that is transformed into reward signals. Furthermore, the IRL requires the transition
model of environment, AL, however, is a model-free algorithm.

The preliminary analysis answers the second research question and the third research ques-
tion. The sub-question 2(a) has been answered in the literature review. To answer sub-
question 2(b), this section compares the effect of the IRL- and AL-constructed reward func-
tions with the handcrafted reward functions. The simulation of corridor in this chapter has
shown that although sophisticated reward functions are used, the regular Q-learning al-
gorithms still cannot outperforms IRL and AL algorithms in terms of learning speed and
success rate. Therefore IRL and AL algorithms help the RL to improve the sample efficiency
by generating reward functions with demonstrations. To answer the third research ques-
tion, the preliminary analysis presents the differences and similarity between the IRL and
AL method. Based on the literature review, AL is built upon IRL, therefore both IRL and AL
build reward functions using demonstration. Because AL does not rely on any model but
can still produce similar reward function as the model-based IRL, AL is recognised as the
most suitable LfD method for flight control in which an accurate model of environment is
difficult to obtain.






Additional Results

This chapter serves as a supplementary document to the scientific paper in the first part
of this thesis. In this chapter, meanings of A in the original AL algorithm and « in the PFP
will be explained. The equations of feature expectation in SAL and AL will also be derived.
Results and derivations in this chapter will support the experiment results that have been
shown in Part 1.

4.1. A and x: Measurements of Feature Expectation

It has been shown in the scientific paper that variable A equals variable x which can be
used to construct merged policies. Although the two variables share the same value, they
have been given different meanings. The paper [38] mentioned that A is a production of
the original projection method with the relationship

(i — fi—) " (Up — fi-1)

Ai= - -
(Wi — f@i—1) T (i — fri-1)

(4.1)

where the footnote i means the ith iteration in a run of the AL algorithm, y; is the fea-
ture expectation of the set of trajectories corresponding to the ith RL policy 7;. Then the
relationship between p; and [i; can be established with

pi = Aipi + A=A @i-1 (4.2)
Assuming the feature expectation is two-dimensional, this relationship can be illustrated

by Figure 4.1 in which fi; is located on the foot of perpendicular, p; is the length of vector
Ui — i and p; is the length of vector ; — fi;—1. Hence, the following relationships hold

h+lp= (i — i) (i — fLiz1) (4.3)
L= (up—p)" (4 — fi-1) (4.4)
Iy = (ui — @i-1) " (up — fi-1) (4.5)
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Up
K

L
Ly Hi-1

Figure 4.1: Progress of one iteration step, adapted from [38]

Thus, the variable A can also be written as

P lz
l_ll+lz

(4.6)

The meaning of variable A; is the comparison of the distance from y; to pp with the dis-
tance from mu;_; to up. As y; gets closer to up, the value of 1; increases, and as fi;—; gets
closer to up, the value of A; decreases. Experiment results also shows the same relation-
ship between A;, y; and fi;. Figure 4.2 shows two representative runs of the AL algorithm
using good and bad demonstration respectively. Distance of feature expectation u to up is
measured by the Euclidean norm of vector y — up. This figure shows when p; is close to
mu;, the value of A; increases.
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(@) llg— ppll2 and A, using bad demonstration (b) I —ppll2 and A, using bad demonstration.

Figure 4.2: Comparison of feature expectation distances and A in one run

However the variable x does not have such features, because the feature expectation of
demonstration is fixed in AL, but changing in SAL. It has been defined in Part 1 the expres-
sion of «; as follows

i = (,Ui_lfi—l)T(,UD_,fli—l) @)

(i — fi-D) T (i — fi-1)

For the SAL algorithm, up is replaced by up; to indicate the set of demonstrated trajec-
tories is changing. Assuming [L;._l = f1;_1, Figure 4.3 shows the change of up(; cause the
relationships established in AL do not hold anymore. The following new relationships can
be established

li = (Upi+1) — M) T (Wi —ﬂ;-_l) (4.8)
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by = (i — 1, )T (Wpgisn) — i) (4.9)
l/
K= —2— (4.10)
L +1,

Therefore x; does not increase or decrease in the same way as the 1; does, and when the
set of demonstrated trajectories has changed, every x; has to be recomputed.

Figure 4.3: Progress of two iteration steps in the SAL, adapted from [38]

4.2. From A and « to Feature Expectations

The post-processing step in [4] uses the feature of A to construct a distribution of policies,
using the equation

i, pi:/li
Ti-1, pi-1=10-A)Ai1

pi= (4.11)

o, po=1-A)A-2A;-1)...0— A1)

Let u(p;) denotes the feature expectation of the set of trajectories when using distributed
policy p;. Using notations in Part 1, in the AL the following equation holds.

i T
o)=Y pj Y. P@lm)) ) v ¢(s,alr) =
t=0

j=0 T€Teny

i
pin;) =Aip; + A=A -1 (4.12)
=0

J

Therefore the feature expectation of distributed policy p; is ji; in AL. The second norm
of fi; — up is monotonically decreasing over iteration steps in AL [38], so the distributed
policy p; should be able to produce feature expectation that is more and more similar to
the demonstration’s feature expectation.

However, the feature expectation of policy 7; in PFP has no such relationship to the feature
expectations of past policies. Recall that policy 7 is estimated by

i = ki + (L—x)Ti (4.13)
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and the probability of taking trajectory T with a policy 7 is

T
P(t|m) = P(so) [ | w(se, a) Pr(seslse, ar, 7) (4.14)
=1

So the feature expectation of 7; is

T T
pd) = Y Pso) [[ximi(se, a)Pr(silss, ant) ) v ¢(se, a;lt)
T€Tenv =1 =0

(4.15)
T T
+ ). P(so) [ [ =R (st a) Pr(seelss, ant) Y v ¢(sy, a;l7)

T€Teny =1 =0

Therefore u(7;) # f1;, and it is not clear the relationship between u(77;) and niu;.



Conclusion

The objective of this research is to improve Reinforcement Learning algorithms in terms of
sample-efficiency, in the context of model-free Reinforcement Learning, by evaluating and
improving the state-of-the-art Learning from Demonstrations methods that are suitable for
flight control. There are two sub-goals for this objective. They are:

1. Selectand implement state-of-the-art model-free Reinforcement Learning and Learn-
ing from Demonstrations algorithms methods and observe the difference of perfor-
mance, by making an evaluation about the suitability of these methods for the se-
lected flight control simulation.

2. Improve Learning from Demonstrations methods by making an investigation on the
advantages and disadvantages of existing Learning from Demonstrations methods as
well as possible solutions.

This thesis contains a preliminary study around the first sub-goal and a scientific paper
that achieves the second sub-goal. The preliminary study compares a broad range of state-
of-the-art RL and LfD algorithms by analyzing literature and conducting preliminary ex-
periments, to select the LfD method that is suitable for flight control while incorporating
RL. Research questions and their sub-questions are answered in the preliminary study and
the scientific paper. These questions are

1. Which state-of-the-art model-free Reinforcement Learning methods have the poten-
tial to be implemented in flight control?

(a) What are the state-of-the-art model-free Reinforcement Learning methods for
discrete and continuous problems?

(b) What are the flight control problems to be solved?

2. What is the effect of incorporating the reward functions produced by existing Learn-
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ing from Demonstrations methods into Reinforcement Learning algorithms?
(a) What are the Learning from Demonstrations methods?

(b) What are the effects of the reward functions given by Learning from Demonstra-
tions?

3. Which Learning from Demonstrations methods is suitable for flight control?
4. How to improve Learning from Demonstrations methods?

(a) What are the disadvantages of using the existing Learning from Demonstration
methods?

(b) What are the improvements can be made on these disadvantages?

The first research question and a part of the second research question are answered by
Chapter 2. The research question 1(a) is answered by the first part of the literature review
which includes an introduction of basic RL components and a brief comparison between
some of the state-of-the-art RL methods. The answer is: for small, discrete state and action
space, tabular methods such as tabular Q-learning are suitable; for large, continuous state
and action space, methods with function approximators such as DDPG, TRPO, and PPO
are suitable. To answer the research question 1(b), existing implementations of RL in flight
control are introduced. The answer to this question is a tracking task with simplified 1-
D quadrotor dynamics. Therefore the answer to the first research question is: tabular RL
algorithms such as Q-learning are well suited for simplified flight control, specifically the
control of 1-D quadrotor for tracking tasks.

Based on the analysis in section 2.8, research question 2(a) can be answered. DQfD, IRL, AL,
MaxEntIRL, RelEntIRL are the most representative LfD methods. Among these methods,
IRL and its variants are best suited for further analysis as it adopts the strategy of model-
learning which is well-connected to RL algorithms.

Chapter 3 answers both the second and the third research questions by comparing the ef-
fects of the IRL- and AL-constructed reward functions with the handcrafted reward func-
tions. The simulation of the corridor has shown that the tabular Q-learning algorithms
with handcrafted reward functions cannot outperform the IRL and AL algorithms in terms
of sample efficiency. Therefore the answer to research question 2(b) is: the IRL and AL
algorithm can help RL to improve the sample efficiency by generating reward functions
using demonstrations. To answer the third research question, Chapter 3 focuses on the dif-
ferences between the IRL and AL method. Both IRL and AL build a reward function with
provided demonstrations. However, AL does not rely on any model but can still produce a
similar reward function as the model-based IRL. AL is thus recognized as the most suitable
LfD method for flight control.

The last research question is answered by the scientific paper. The scientific paper aims to
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improve the AL and related methods. Existing algorithms such as the original AL through
IRL, MaxEntIRL, RelEntIRL cannot learn policies that surpass the performance of the pro-
vided demonstration. The reason is that these algorithms cannot distinguish and replace
underperforming trajectories with trajectories that have better performance. They cannot
efficiently produce policies that imitate the demonstrator. This is caused by the fact that
AL algorithms use only the reward function as the output, and an extra RL training step is
required to translated the reward function into a policy. To deal with these disadvantages,
improvements have been made on the original AL algorithm. The first improvement is the
PFP method which merges all historic policies into a reliable one by using a majority voting
mechanism. The second improvement is the trajectory replacing mechanism which ensure
underperforming trajectories in the demonstration can be replaced. These two improve-
ments are summarized by the SAL algorithm as a model-free AL algorithm based on the
PFP method.

SAL has been compared with AL and the tabular Q-learning in the scientific paper. The
simulation on a quadrotor control task shows AL cannot surpass the demonstration. It per-
forms almost as good and also as bad as the demonstration. Trained with the same amount
of samples, Q-learning algorithm using a handcrafted reward performs better than AL with
the bad demonstration, but worse than AL with the good demonstration. When the bad
demonstration is provide, SAL surpasses the performance of both bad demonstration and
Q-learning. It also performs almost as good as the good demonstration. When the demon-
stration provided to SAL has poor performance, the algorithm tends to take a large amount
of trajectories as the replacement of the trajectories in the original demonstration; when
the provided demonstration performs well, a small amount of trajectories in the original
demonstration is replaced. It should be noticed that the SAL method exhibits the capabil-
ity of generalising policies from trajectories that may contain the noise introduced by RL.
However, it is not clear that to what extent can SAL reduce the effect of noise.

This research has achieved the objective. Existing algorithms that use demonstrations has
been reviewed, AL is thus selected as the suitable method for flight control. Being a model-
free LfD method based on AL, SAL improves the sample-efficiency and presents an ap-
proach to surpassing demonstration’s performance. For future research, it would be inter-
esting to develop SAL with continuous actions. Because discrete actions fail to meet the
requirements for many real quadrotor control tasks. State and action representations in
SAL could also be extended with function approximators such as Neural Networks. The-
ories should also be established in the future to explain the phenomenon that SAL and
PFP could produce policies that have very similar feature expectations to the demonstra-
tor’s feature expectation. For the SAL algorithm, it would be interesting to tune the size
of the buffer that stores demonstration. Different performance measurements and differ-
ent demonstrations could be used in SAL. The SAL method has the potential to be utilized
for flight control in real life. The implementation of SAL will influence the development of
flight control as well as the development of RL and LfD algorithms.
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