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Abstract
A reduction in phishing threats is of increasing importance to orga-
nizations. One part of this effort is to provide training to employees,
so that they are able to identify and avoid phishing emails. Yet
further, simulated phishing emails are used to test whether employ-
ees will both identify and report a suspicious email. We worked
with a partner bank to examine a repository of many thousands of
reported emails from a behavioural perspective. We divide reported
emails into categories and examine reporting trends over time rel-
ative to training and phishing simulation campaigns. Among our
findings, the level of reporting of benign emails is comparable to the
number of malicious emails reported, and we see indications that
training and simulations amplify the reporting of benign emails.
Our analysis uncovers reporting patterns for unique reporters per
email campaign as a promising indicator for the security-related
culture around phishing prevention. Evidence from our analysis
informs recommendations, such as providing reporting infrastruc-
ture for reporting not only malicious emails, but also benign but
suspicious work-related emails, in a manner that minimises the
disruption for users erring on the side of caution when assessing
emails.

CCS Concepts
• Security and privacy → Usability in security and privacy;
Phishing.

Keywords
Phishing reporting, user email reporting, phishing simulations

ACM Reference Format:
Anne-Kee Doing, Eduardo Barbaro, Frank van der Roest, Pieter van Gelder,
Yury Zhauniarovich, and Simon Parkin. 2024. An Analysis of Phishing
Reporting Activity in a Bank. In The 2024 European Symposium on Usable
Security (EuroUSEC 2024), September 30–October 01, 2024, Karlstad, Sweden.
ACM,NewYork, NY, USA, 14 pages. https://doi.org/10.1145/3688459.3688481

This work is licensed under a Creative Commons Attribution International
4.0 License.

EuroUSEC 2024, September 30–October 01, 2024, Karlstad, Sweden
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1796-3/24/09
https://doi.org/10.1145/3688459.3688481

1 Introduction
As a countermeasure to phishing attacks on organizations, email
spam filters and phishing detection methods are improving [27],
but some malicious emails will still arrive in an employee’s in-
box. This has translated to challenges for employees to understand
cybersecurity and manage phishing emails, toward being able to
work securely; outcomes of staff behaviour can increase or decrease
companies’ cybersecurity drastically [28]. One of the approaches
to increase security awareness among staff is to provide security
training for employees [2]. This leads to potential for phishing
emails not detected by technological solutions to be identified and
reported by employees [12, 35].

It is rare that an aspect of security-related training is tested
in practice [23]. This research investigates which lessons can be
learned from the reported emails, by conducting exploratory re-
search on a case study in a bank. This leads to our main research
question: How can email reporting patterns in a large organisation
measure the relationship between phishing training, reported emails
and employee behaviour?

This research studies the reporting behaviour of employees at a
bank with approximately 60,000 employees, at a large scale through
50,000 reported emails; this involves thousands of reported emails
per week, over the period from 1st January 2022 to April 1st 2023,
covering a period of 16 months. Within this time period, employees
underwent E-learning, but also wide-scale phishing simulation
waves that were deployed by the bank.

With the reported emails in a bank, a characterisation of the
behaviour of employees is constructed. We identify trends by vi-
sualising reported email counts and several attributes over time.
Furthermore, with Natural Language Processing (NLP) methods, the
emails can be compared based on the content of the reported emails.
The comparison between the content of the simulation emails and
the reported emails can provide valuable insight, into the effect
of the simulation on the employees and their reporting behaviour.
Additionally, extracting email topics affords some comparison of
attackers’ tactics and suspicious-looking but benign emails. With
the NLP technique TF-IDF, the content of the emails is compared,
and the dominant topics are found.

As a contribution, this work documents actual reported emails
by active users in a real-world organization. The work also makes
a novel contribution in acknowledging that reporting is not always
precisely about malicious emails, and that ‘benign’, non-phishing
emails may be reported too – just as phishing emails aim to look like
real emails, real emails may inadvertently appear to be like phishing
emails. We also use the reporting data to explore potential metrics
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at scale; this points to the contribution of the method as a means to
analyze reported emails at scale and compare their characteristics.
Further to this, we compare the presence of particular ‘components’
across benign and malicious emails, and in comparison to simulated
phishing emails delivered by the partner organization to employees.
This contrasts with complementary work such as the US NIST Phish
Scale [40], which works to identify email components to compare
malicious and benign emails, but ‘in the small’, email by email.

We find that over the analyzed time period, the level of reporting
of benign emails is comparable to the number of malicious emails
reported. Also, where several hundred benign and known-malicious
emails may be reported on a week-by-week basis, widespread re-
porting behaviour also captures several emails per week which
require further investigation. This represents where user reporting
does capture threats that technology alone may not necessarily
find, relative to known threats and false positives. We also uncover
metrics for unique reporters per email campaign, as a promising
metric for the culture around reporting and security. The analysis
informs recommendations, such as acknowledging that reporting
impacts suspicious emails (which includes both the true positives
of malicious emails, and benign false positives), due to the very
same overlap that social engineering attacks aim to exploit. Given
the comparable rate of benign reports to malicious reports, we also
focus recommendations on ensuring that the reporting process is
rapid, including confirmation of the outcome of reporting an email,
so that employees can return to productive work if a reported email
turns out to be genuine.

Related Work follows in the next section, accompanied by details
of the context of the partner organization (section 3). In section 4 we
detail our Methodology, and in section 5 the Results of our analysis.
We bring the paper to a close with Discussion of the implications
of our analysis in section 6 and Conclusions in section 7.

2 Related Work
There are multiple ways to provide phishing training, such as send-
ing fake phishing emails, or a lecture setting where an instructor
informs staff about how to recognise phishing emails. Several stud-
ies suggest such training can increase security [19, 30], but they
are still recent and limited. Generally, training effectiveness is mea-
sured with click-rates (the percentage of people who click on a link
in the simulation email), where low rates are seen as more secure.

Considering this and the lack of consensus in the literature for
the best anti-phishing training [26, 35], the correct way to deal
with phishing vulnerability is difficult to determine. However, as
stated by [22], a clicking rate of zero is impossible. Some cues
can be taught, but no amount of training will bring the clicks to
zero [6], and the cost-benefit balance must also be considered here.
Anti-phishing measures can potentially disrupt normal working
practices [10].

For several banks, phishing is found to be the most common way
for attackers to gain access to their systems or networks [17, 25].
Vital sectors such as the banking sector are highly regulated, as a
security breach in these sectors could have disastrous consequences
for the economy and safety of citizens [34]. To set a base level of
security between banks, governments have introduced regulations
all banks must adhere to [18].

A commonly used tool to measure employees’ security behaviour
regarding phishing is a phishing simulation, where companies send
fabricated phishing emails to their employees to measure how they
interact with them [24, 35]. Correspondingly, some examples of re-
search on phishing reporting focus on the reporting rates of emails
by creating a test environment (e.g., [35, 37]). Other approaches
include sending simulation emails whereby the participant is in a
real-world environment [42], or, having participants answer a ques-
tionnaire about their behaviour in real-world circumstances [3].
Additionally, embedded phishing training is not necessarily with-
out its own drawbacks, as the training may make employees more
susceptible to phishing, rather than less (e.g., [12, 35]), requiring
further examination of the costs and benefits.

The NIST phish scale aims to articulate the difficulty of iden-
tifying a phishing email [40], and shows that premise alignment
with an employee’s job can make a phishing email more difficult
to identify correctly. This can help to explain high click rates, and
provide an alternative explanation for behaviour besides the char-
acteristics of employees. For example, a benign email may look
suspicious and be reported by an employee; rating emails based on
characteristics instead of intent makes it clearer where malicious
and benign emails overlap and differ. Here we analyze reported
emails in a real setting, including malicious and benign emails, to
consider further costs that arise from this overlap, in terms of true
(malicious) and false (benign) reports.

3 Organization Context
When researching phishing susceptibility, a case study is a fre-
quently used approach, either by sending counterfeit phishing
emails to unknowing employees or letting participants complete
a survey [20, 21, 38]. By contrast, real phishing emails are rarely
used to study employee behaviour. By researching interaction with
actual emails in real-world situations, the organisational aspects of
susceptibility can be investigated instead of solely the individual’s
susceptibility [24]. Compared to an experimental setup, where iso-
lating the factors you want to study is possible, a non-controlled
setting is more challenging. Namely, external factors cannot be ex-
cluded in a non-controlled setting where participants are observed
and studied within their everyday environments.

From the 2022 annual reports of several banks in the Netherlands,
phishing is the most common way for attackers to gain access to the
bank’s system [17, 25]. This research focuses on these last forms of
attacks aimed at employees and the threats related to breaches on
this side. Previous research found that bank employees had better
information security awareness than the general public [38]. This
suggests their response to emails is also different from that of the
general public, creating a subgroup of potential victims with their
own security profile.

3.1 Email Flow
When an email is sent, there are multiple stages it can go through
to determine whether the email is safe. Once an email arrives in
an employee’s inbox, they decide how they interact with the email.
Most commonly, the email is part of normal email traffic, and the
employee responds to the email. In some cases, however, the email
appears suspicious to the employee, and they can report the email.

45



An Analysis of Phishing Reporting Activity in a Bank EuroUSEC 2024, September 30–October 01, 2024, Karlstad, Sweden

They can do this from within their email carrier by forwarding the
email to the correct email address or clicking a ’report phish’ button
in their inbox. In the last case, the email is automatically forwarded
to the correct email address. The email is also immediately moved
to the bin folder of the employee’s email.

If an employee reports an email, an external company evaluates
the email and determines whether it was a phishing attempt or
a legitimate one. The final classification is then sent back to the
employee. Additionally, if the email is classified as malicious, this
is communicated with the department responsible for the email
filters, after which they can adapt their anti-phishing filters.

3.2 Training in the Company
Each employee in the company receives various types of training
to achieve different objectives, such as creating a safe workspace
and promoting responsible banking. All employees also receive
anti-phishing training to make employees more resilient against
phishing emails. To help employees identify and report suspicious
emails, they receive training organised within the company. This is
a mandatory E-learning training every employee has to complete
upon joining the bank. This knowledge learned through training
does have to be maintained. Within the company, the mandatory
E-learning training is repeated for all employees periodically, ap-
proximately once every year.

The second type of training adopted in the company is sending
simulated phishing emails in a wave to all employees. With this
approach, employees get an email with a link, and if they click on
the link and submit their password, they are sent to a page with
information about the fact that the email was part of a test and
how they could have recognised it. The cues for identifying the
emails as suspicious are taught in the E-learning. The simulation
wave is a tool to both measure the behaviour of the employees, and
to provide additional selective training to employees who did not
recognise the phishing attempt. Not all employees receive these
emails, and during the most recent wave, about 50% of the employ-
ees were randomly selected. In addition, some departments within
the company have embedded simulation training throughout the
year, targeting all their employees.

If a reported email is indeed phishing, they receive the feedback
they correctly identified the email. If the email was benign, they
also get this feedback, signalling that the email was legitimate. If
an email is reported, it is transferred to the deleted mailbox. If an
email turns out benign, the employee would have to return to their
bin folder to retrieve the email. If the benign email contained an
action the employee should perform, there are more related costs
because the action is postponed. Additionally, the costs of losing
employees’ trust can be found in the increased resistance towards
online communication and safety measures [42].

4 Methodology
Here we describe our research design. Firstly, we describe the
dataset and how it was prepared for analysis. From subsection 4.4
onwards, we describe the specific qualities we measured from the
dataset. This includes how content was treated in order to com-
pare text across reported emails (malicious, benign, and simulation
emails).

4.1 Data Contents
During 2022, employees received E-learning training, and there
was a company-wide simulation wave where counterfeit phishing
emails were sent to 50% of the approximately 60,000 employees. The
content of the emails and the click-, compromise- and reporting-
rates of the simulation wave are known. Additionally, the reported
simulation emails were part of the larger dataset with all reported
emails. A list of all factors present in the dataset about the reported
emails can be found in the Appendix (Data Contents). Privacy
regulations prohibit using individual characteristics such as age.

Second, one dataset contained information about the manda-
tory E-learning employees followed. This data includes the course,
the moment an employee finished the training and the employee’s
job description. Due to privacy regulations, the E-learning cannot
be traced back to the original employee who finished the train-
ing. However, the vast majority of employees finished the training
before data for this research was collected. Therefore, as it is impos-
sible to link the E-learning completion to the individual employee,
only the aggregated counts were used.

Third, the information about individual employees is contained
in another dataset. For each employee, the email address and job
description are known. The lowest collected level of information is
to which department an employee belongs. Fourth and last, infor-
mation about the counterfeit emails from the simulation wave is
known. Within the wave, ten simulation emails were used. The con-
tent of these emails, compromise rates, click rates and number of
correctly reported emails are known. By combining these datasets,
it is possible to determine when the training took place and the
changes in reports over time. We elaborate further on the content
of the datasets in subsection 4.3. Once the data was collected and
merged accordingly, it was cleaned.

4.2 Data Cleaning
There are some missing values in the employees’ job descriptions.
Additional information for incomplete entries was provided based
on additional data, as described in [13]. By combining additional
sources of information and personal communicationswith company
experts, gaps in employees’ business lines were filled whenever
possible. Unfortunately, this was not the case for all entries. Some
emails were classified incorrectly while they were part of the sim-
ulation wave. These emails have been found based on their title
and given the correct classification. Additionally, it was checked
that the sender was as expected. As the number of emails was very
narrow (less than 1% of the simulation emails) and the title of the
email was known, using only the title to locate these emails was
sufficient in this specific case.

4.3 Data Statistics
The data contains 50,000 reported emails with several attributes.
The most important attributes which were used for the analysis are
outlined below. The dataset contained all emails employees have
reported between January 1st 2022 and April 1st 2023. The emails
have been categorised into five distinct classes, which are explained
below.

• No Threat Detected: The email does not contain a threat,
and normal interactionwith the email by the employee is safe.
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Table 1: All classifications and the percentage of emails clas-
sified as such.

Classification Percentage
No Threat Detected 34.8 %
Malicious 26.1 %
Simulation 23.4 %
Do Not Engage 13.3 %
Further Investigation Required 2.5 %

The employee incorrectly identified the email as potential
phishing. For brevity, we also refer to these emails as benign
emails.

• Malicious: The email contains a threat and is correctly iden-
tified as potential phishing by the employee.

• Simulation: The email is part of a simulation sent from
within the company. The employee correctly identified the
email as potential phishing.

• Do Not Engage: Although the email does not contain a
direct threat, the motivation behind the email does not seem
legitimate. Therefore the advice is to not interact with the
email further. The employee may then be regarded as exercis-
ing appropriate caution, given that the email seemsmalicious
or manipulative.

• Further Investigation Required: The report does not in-
clude enough information to classify the email. The main rea-
son for this is an incorrect method for reporting the email, for
example, without the suspicious email body or title attached,
making it impossible to classify the email and determine
whether it is a threat.

The percentages of the classifications in the dataset can be found
in Table 1.

4.4 Research Design
Quantitative research was conducted by analysing the datasets
provided by the company. This quantitative research included the
analysis of the reported emails over time and an in-depth analysis
of the email content in the dataset.

4.4.1 Patterns over time. Locating the timing of the E-learning and
simulation wave in the plots over time provided the opportunity to
see the changes in the factors in relation to the training. Each email
has a timestamp of the moment of reporting. To study the effect
of the training on the reported emails, we used the timestamp to
analyse the patterns. The email counts are aggregated per week
or day, depending on the intended goal of the analysis. Then, the
counts of the items in the group were put into a data frame and
plotted over time with the counts of emails plotted by the charac-
teristic of interest. After thorough experimentation, we opted to
examine specific characteristics: classification; unique reporters;
unique reports.

4.4.2 Classification. The classification of an email shows the accu-
racy of the employees in reporting emails. Comparing true and false
positives can provide insight into high benign (No Threat Detected)
report rates in the company established in Table 1, making mali-
cious and benign classifications of particular interest. Therefore,

we analysed the difference in reporting rates between emails classi-
fied as benign and malicious. This was done in relation to the two
types of training the employees received, namely the E-learning
and simulation wave.

4.4.3 Correlation. Besides the visual cues of seeing counts change
over time, it is possible to determine the correlation between the
two variables. Pearson’s Correlation Coefficient provides a simple
and commonly used metric to measure linear correlation using
Equation 1, as below. In this research, 𝑥 is the measurement of be-
nign emails, while 𝑦 denotes the measurement of malicious emails.

𝑟 =

∑(𝑥𝑖 − 𝑥) (𝑦𝑖 − 𝑦)√︁∑(𝑥𝑖 − 𝑥)2∑(𝑦𝑖 − 𝑦)2
(1)

The value lies between -1, meaning complete negative correla-
tion, to 1, meaning complete positive correlation. 0 indicates there is
no correlation. Generally, a coefficient between 0 and 0.4 indicates a
weak or no correlation, between 0.4 and 0.7 a moderate correlation
and higher than 0.7 a strong correlation [41].

4.4.4 Unique reporters. The number of unique people who report
an email can be a metric of the security behaviour in the com-
pany. With this metric, it is possible to see whether new people
report emails or if the same people keep reporting emails with few
additional employees using the report function. Additionally, the
number of unique reporters can increase over time, indicating a
security culture where various employees participate in reporting
emails.

4.4.5 Unique reports. We can gain an understanding of the under-
lying behaviour of employees if we compare unique reports with
the total reports. However, unique reported emails are ambiguous
to group as unique because emails with duplicate titles can have dif-
ferent content. Additionally, attackers can change email addresses
and headers slightly to circumvent filters [4]. We chose to group
the emails based on their title, but only if the emails were sent
within two days of each other. This period is determined because
most phishing campaigns only last for a short period, less than a
day [15]. Additionally, 95% of the reported emails in the data are
reported within a day, with only a few outliers.

4.5 Email Text Comparison
For the text analysis, emails first had to be pre-processed, after
which we used several techniques to compare the text in the emails.
The majority of the emails were in English (76.7 %) and evenly dis-
tributed over the data in terms of classification. Multiple steps were
taken during the preprocessing, using the NLTK library in Python
[7]: All non-alphanumeric characters were removed; Stopwords
were removed; The words were lemmatised (to return words to
their root meaning [44]).

4.5.1 Topic modelling. The chosen topic modelling model operates
on numeric data instead of raw text. Therefore, every word got a
unique ID to make comparison possible. Next, a LDA model [8] was
used to discover the latent topics in the emails. This type of model is
the most used for this type of analysis [5]. The LDA model sees the
text as a mixture of all the topics. The model’s outcome represented
the ’topics’ that best represent the information in them [31]. A
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downside of the LDA model is that some topics may be difficult
to interpret, influencing how well the results can be interpreted.
While an important limitation, the study’s exploratory nature calls
for flexible methods.

Analysing the topics could be done for subgroups of the data to
answer part of the main research question, and to explain potential
differences. The benign and malicious emails were analysed sepa-
rately. The topics were then compared to see if there were striking
similarities or differences in the words, indicating the most popular
topics in the emails.

4.5.2 Text comparison. Besides extracting topics from the text, the
emails were compared based on the similarity in their email body, to
add to the interpretation of the main research question. The benign
and malicious reported emails were compared to the content of
the emails used in the simulation wave. The most frequently used
method to compare emails on their content is TF-IDF [39]. With
this method, text files are converted to a vector representation. The
resulting vectors can then be compared with the cosine similarity
score.

The cosine similarity score is often used to measure document
similarity in text analysis [1]. First, a piece of text must be converted
to a vector representation to apply cosine similarity. The score
(𝑠𝑖𝑚(𝐴, 𝐵)) is then calculated with Equation 2, where A and B are
the two texts we compare, but in their vector representation. The
similarity score ranges from 0, indicating no similarity between the
two documents, to 1, meaning exactly the same.

𝑠𝑖𝑚(𝐴, 𝐵) =
∑𝑛
𝑖=1𝐴𝑖𝐵𝑖√︃∑𝑛

𝑖=1𝐴
2
𝑖
·∑𝑛

𝑖=1 𝐵
2
𝑖

(2)

4.5.3 Component comparison. The research question can be an-
swered further by analysing the components in an email. Numerous
components relate to E-learning, and an employee is taught to look
at them to identify the nature of an email, e.g., the technical details
of the email, emotions, cues, and relevance. Most components had
to be extracted from the body of the email, as they were not pro-
vided separately for each email. The components in the analysis
were based on previous research and preliminary documents from
the company, to minimise confirmation and success bias. The pre-
liminary documents include a difficulty rating the company uses
to determine the difficulty of their simulation emails. These com-
ponents allowed us to identify how many cues an employee could
use to determine the email’s classification. We were then able to
compare the components in the simulation emails with those in
the reported emails.

4.6 Ethical Considerations
The research was approved by The Human Research Ethics Com-
mittee (HREC) of the research institution. The E-learning data is
not linked to individuals, and no analysis was done on individual
behaviour by linking reports to personal information. Due to the
confidential nature of the data, not all results will be publicly ac-
cessible. Measures were taken to guarantee confidentiality along
with proper results. To safeguard the identity of the employees

who reported the emails, the results were aggregated and cannot
be linked back to individuals.

Strict data protection protocols were followed throughout the
research process to ensure the secure handling of sensitive data.
Discussions and collaboration regarding the data and code were
limited to the internal research team at the cooperating company
and authorised individuals. Additionally, an expert from the com-
pany considered the choices made in the data-cleaning process.
Furthermore, any external discussions involving the data were con-
ducted under the appropriate confidentiality agreements and in
compliance with the company’s data protection policies. These mea-
sures were taken to safeguard the organisation’s and its employees’
privacy and security.

5 Results
Here we detail the results of our analysis of the dataset of reported
emails, focusing on the progression of reports over time for distinct
categories of reports.

5.1 E-Learning and Phishing Simulations
We plotted the number of E-learning courses completed per week in
Figure 1. The dataset contains all emails employees have reported
between January 1st, 2022, and April 1st, 2023. The first E-learning
was completed on February 3, 2022. Employees were given four
weeks to complete the training, and most employees completed the
training in the mandatory period; this is represented as the high-
lighted spike and diminishing peak in the figure, as all employees
gradually complete the training. However, some employees com-
plete the training later in the year due to external factors (such as
e.g., a sabbatical or pregnancy, resulting in the employee’s absence).
After the introduction of the E-learning, new employees were re-
quired to also complete the training as part of their onboarding.

Besides the mandatory E-learning, employees received simulated
phishing emails corresponding to email components discussed in
the training. The company-wide phishing simulation campaign
started on November 14 2022, and ended on November 25 2022. A
smaller campaign was performed at the end of February 2022, and
limited to one division. In April 2023, there was a simulation in one
of the Tech hubs of the company. Additionally, throughout the year,
there are several simulations sent to employees (limited to specific
countries). An overview of all reported simulation emails and the
duration of the simulation wave can be found in Figure 2. With
this information, we can examine the development of the reported
emails over time in relation to the training the employees have
received.

5.2 Progression of Phishing Reports over Time
The analysis of the data has been split into two parts. First, the
effect of the simulation wave on the reports over time is examined,
to get an understanding of employee behaviour and the relation
with the training.

5.2.1 Classification. The peak in the simulation emails, as shown
in Figure 2, is highlighted over the period November 14 to November
25 of 2022. Figure 3 shows the number of reported emails within
each classification from Table 1, over the dataset time period. In
Figure 3, the simulation emails have been removed from the data.
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Figure 1: The progression of E-learning completion over time, between February 3rd, 2022 and April 1st, 2023. The yellow
highlight cover an approximate month-long period starting February 3rd 2022, as E-learning was introduced. The counts are
accumulated per week, where each dot represents the Sunday of the week the training was completed.
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Figure 2: The progression of reported simulation emails over time, between January 1st 2022 and April 1st 2023. The yellow
highlight cover an approximate month-long period starting February 3rd 2022, as E-learning was introduced. The green
highlight over the period November 14, 2022 to November 25, 2022 represents the wide-scale wave of phishing simulation
emails.
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Figure 3: The progression of reported emails, where the simulation emails are not included in the presented data. The counts
are accumulated per week, where each dot presents the Monday of the week. The legend shows the classification of the emails
and the two time periods for the training and simulation wave highlighted.

Most notable is that the reported emails are mainly classified as No
Threat Detected or Malicious, as already seen in Table 1.

There are several other notable points in Figure 3: for the benign
emails, this includes a period during training and after the simu-
lation wave, as a potential ‘after effect’ of heightening attention
to the possibility of emails being malicious. It has been noted else-
where that increased reporting can result in a spike in helpdesk
requests [10]. There is also a drop in reports at the end of December,
explained by the many employees on holiday during this period.

The reporting trends outside of these notable events may appear
not to follow any particular trend, but attacks are not subject to
regular patterns, as also seen in phishing emails in, e.g., a university
setting [36]. It is clear that the rate of reporting for No Threat
Detected is comparable to the number of Malicious emails reported
over time, meaning that the company is tolerating a notable rate of
false-positive reports (emails being reported that in a sense did not
need to be reported). This is mirrored in the regular reporting of
suspicious emails in the Do Not Engage category, where an email
may not have had malicious content, but employees reported the
email regardless. This is reflected in the overall classifications of
reported emails over the observed time period, as in Table 1; No
Threat Detected was 34.8%, and the combination of Malicious, Do
Not Engage, and Further Investigation Required emails was 41.9%.

Notably for efforts to involve users as ‘human as a sensor’ or
‘crowd-sourced’ defense (as for phishing, e.g., [11]), to directly
contribute to an organization’s threat detection, therewere a regular
– but comparatively very small – number of emails reported that

were classed as Further Investigation Required where automatic
tools did not immediately classify the email once reported, i.e.,
the user identified a potential threat that the company’s dedicated
security apparatus did not. This is notable given the comparatively
high number of No Threat Detected emails reported alongside those
emails.

We can zoom in on the area around the simulation weeks in
Figure 4. The days of the week can be seen clearly, as the reports
draw near zero during the weekend. There is no increase in Mali-
cious reported emails after the simulation compared to before. The
benign emails do seem to increase during and after the simulation.

5.2.2 External factors. External factors can influence reporting
activity. The events over time that can be analysed can be found
in Figure 5. Throughout the year, newsletters are sent to employ-
ees. Often they contain topics related to phishing emails to keep
employees engaged. Of note also is the peak in benign reports in
mid-December, as visible in both Figure 3 and Figure 4. This peak
can be attributed to a specific benign email reported by multiple
employees. This specific email had asked employees to change their
expired passwords and giving them 60 minutes to do so.

5.2.3 Pearson’s correlation coefficient. Pearson’s correlation coeffi-
cient between benign (No Threat Detected) and malicious reported
emails with the count per week is 0.247. This indicates no or a
weak correlation. The same factor with the data aggregated per day
is 0.465, indicating a moderate correlation between the reports of
benign and malicious emails.
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Figure 4: The progression of the reported emails, where the simulation emails are not included in the presented data. The
counts are portrayed per day. There has been zoomed in to the four weeks before and after the simulation.

Figure 5: A timeline of events or circumstances that can influence the reporting behaviour of employees. An orange box
indicates an expected higher reporting rate. A green box indicates an expected lower reporting rate. The E-learning and the
simulation wave are represented in white boxes as these are under consideration during the research.

5.3 Unique Reported Emails
To understand the progression of reported emails, metrics besides
total number of reported emails can provide insight.

We use the number of unique reported emails over time to explain
outliers present in the data. The unique reported emails per week

show that the number of unique emails fluctuates less than the
total number of reported emails in Figure 6. We classify an email
as unique if it has not been reported in two days of another email
with the same title.
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Figure 6: The unique reported emails over time. Additionally, the total email count and the global unique emails are shown. An
email is globally unique if the title has not been reported in the data before. An email is unique if it has not been reported
within two days of another email with the same title.

Alternatively, the global unique emails show the unique titles
throughout the observed period. These globally unique emails show
the same pattern. The spikes in the reported emails can be explained
by one or some specific emails that more employees have reported.
This situation can occur only if the emails are sent to numerous
employees, which could happen in the case of a harmless mass
email or a phishing attack aimed at multiple employees (indicating
that a measurement of unique report can also capture some details
about the kinds of phishing campaigns being launched against an
organization).

From these unique emails, the classification is known, as the
emails with the same title have been given the same classification
throughout the dataset. Looking at the unique emails per classi-
fication in Figure 7, the changes in reported emails are distinctly
different than those seen in Figure 3. There is a peak in unique be-
nign reported emails during the E-learning. The training seems to
correlate with an increase in benign reported emails. The unique re-
ported malicious emails peak in July 2022 and February and March
2023.

5.4 Unique Reporters
Understanding the reports over time continues with understanding
the employees who report emails. Every week, around 500 unique
employees report an email, as seen in Figure 8. During the Novem-
ber 2022 simulation wave (but also the March 2023 wave that is not

highlighted), there is an apparent increase in unique reporters. The
changes in the number of unique employees who reported an email
follow a similar pattern as the changes in reports, more closely
than unique emails. The increase in reports can be explained by
multiple employees reporting the same email(s). During E-learning,
there is also a peak in unique reporters, though we also see that
these spikes diminish. Lain et al. [35] also noted a constant rate of
reporting; in our partner organization users received an immediate
confirmation, which may also tally with [35], who found that users
who received confirmation of a true positive continued to report.

5.5 Component Comparison
Another comparison can be made on the components present in
the emails. The comparison between the simulation, malicious
and benign emails is provided in Table 2. For security reasons,
the components are not specified to great detail, though we relate
the components to, for instance, ‘email presentation’ as a broad
category of factors identified by Zhuo et al. [45]. ‘Simulation all’
includes all of the simulation campaigns, and ‘Simulation wave’
refers to the wide-scale simulation campaign of November 2022.
‘Focus in E-learning’ refers to whether employees were informed
about the Component during training. All component classifications
are informed by prior research on technical aspects of an email
[33], emotions [9, 43, 45], cues [42, 43], and relevant or expected
emails [29]. Components 10 to 12 look into the presence of a topic
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Figure 7: The unique reported emails per classification.

in the emails. As there are only ten emails in the simulation wave,
the percentages of this column are multiples of 10.

Several components of Table 2 are present in all simulation emails
during the wave in November, while the reported emails contain
lower percentages of these components. Component 12 refers to
words associated with a topic. Benign emails frequently mention
this topic, while malicious emails have a lower frequency of these
words.

The results indicate that there can be overlap in Component
presence in both benign and malicious emails – only in one instance
(Component 3) were malicious emails distinguished more from
benign emails (and even there, marginally so). This also means that
there is a high overlap between the content of reported benign
and malicious emails, such that it would be difficult to hold on to
any hope of reducing reporting to precisely malicious emails (and
managing to not report any benign emails). What is also of note is
that many topics were featured to a lesser degree in the simulations,
and were not a topic of focus in the E-learning, yet featured in a
number of benign email reports, such as Components 4, 8-9, and
11-13 – employee reports also caught malicious emails with these
components, potentially hinting at how employees were not simply
‘pattern matching’ the emails featured in training, but adapting and
applying what they were learning (which is as far as we are aware,
has not been researched to any great degree up to now).

6 Discussion
6.1 Reporting is about Suspicious Emails, not

Only Malicious Emails
From the descriptive statistics in subsection 4.3, the percentage of
34.8% of emails classified as No Threat Detected compared to a com-
bined 39.4% forMalicious and Do Not Engage is striking. Employees
report almost as many benign emails as ‘correctly’ reported emails.
It is not trivial to clearly distinguish benign from malicious emails,
and many benign emails contain suspicious attributes similar to
malicious emails. This comparison articulates in practice what it
would mean for the analysis of reported emails, considering the
extent to which employees are encouraged to ‘err on the side of
caution’ in reporting (e.g., when they are not sure if an email is
malicious or not).

Several benign emails have many components that an employee
may attribute to a phishing email. In Table 2, it can be seen that
the reported benign emails contain components highlighted in E-
learning as email elements that could be suspicious. Employees
receive feedback on the emails they reported and their true clas-
sification (malicious or not), indicating if an email was reported
correctly. Given that there can be such high rates of false-positives,
the nature of feedback may need to move beyond true or false phish-
ing, to reaffirming employees that they should still report emails
that have suspicious components. Otherwise, an employee who
reports benign emails may interpret their actions as incorrect, and
report less, where Lain et al. [35] noted such an effect. Reporting
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Figure 8: The unique reporters aggregated per week. Blue shows the unique reporters per week, whereas orange shows the
addition of new reporters from the beginning per week.

Table 2: Percentage of emails where the component is present in the body of the text. The last column specifies whether specific
attention is spent on this component during the E-learning.

Component Benign Malicious Simulation all Simulation wave Focus in E-learning
1. English language 81 % 59 % 100 % 100 % No
2. Technique: Link manipulation 93 % 65 % 100 % 100 % Yes
3. Technique: company specific link 59 % 69 % 72 % 100 % Yes
4. Personalised email 39 % 11 % 51 % 30 % No
5. External sender 75 % 86 % 76 % 100 % Yes
6. Technique: sender manipulation 30 % 18 % 54 % 60 % Yes
7. Technique: Time pressure 80 % 72 % 68 % 70 % Yes
8. Technique: Whaling 52 % 29 % 37 % 30 % No
9. Contains company terminology 60 % 40 % 32 % 30 % No
10. Topic: Security 11 % 10 % 13 % 20 % Yes
11. Topic: Pay 14 % 10 % 9 % 20 % No
12. Topic: HR 60 % 32 % 55 % 60 % No
13. Topic: Known service 19 % 19 % 37 % 50 % No

over time is then arguably not about becoming more accurate at ex-
actly spotting phishing, if malicious and benign emails will always
overlap. It is then about the organization supporting employees
to report benign emails and ensuring quick confirmation, so that
they can return to work that potentially relies on benign emails
that they were unsure of.

This finding adds to the research of Steves et al. [40] and the
NIST Phish Scale, where premise alignment could be measured over

time for the organization to determine how much benign reporting
it can accept. There is then a certain level of ‘incentivized over-
reporting’, where the reporting cost is not per malicious email, but
per suspicious email (i.e., malicious emails and benign emails with
‘suspicious-looking’ components).
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6.2 Unique Reporters
The relation between the number of unique reporters and the total
reported emails in Figure 8 provides insight into the company’s se-
curity behaviour [22]. During the three spikes in simulation waves,
in February 2022, November 2022 and March 2023, as seen in Fig-
ure 2, there are noticeable peaks in the number of unique reporters.
This shows that the simulation emails manage to reach employees
who do not report other emails during the year, as seen by the
peaks in the orange line in Figure 8.

The development over time of the unique reporters also shows
whether employees who report are familiar with the process of
reporting emails before the simulation. This is a new perspective to-
wards the way simulation waves can be used. Where prior research
[35] looks at the reporting rates separately, combining these rates
with the actual reports shows a broader picture. We find that ‘re-
porter uniqueness’ emerges as a visible measure of security-related
culture after training has been deployed. Such a measure has up to
now had little consideration in practice. Aiming always to increase
the number of people reporting a particular phishing campaign or
email has an unclear end-goal. Alternatively, knowing that there is
a reasonable number of different users reporting each email is more
tractable, as it arguably only takes one person to report an email –
we saw a few hundred new reporters every week, as in Figure 8.

6.3 User-centred Reporting Measures
The total reported emails per classification in Figure 3 show no
attributable change in the reporting behaviour of employees be-
fore and after the phishing simulation. However, looking at the
Component overlap in Table 2, there is a need to consider a kind of
‘reporting sensitivity’ or amplification of reporting, as in Figure 3
and Figure 4. If high reporting sensitivity were to be encouraged in
an organization, the time between reporting and getting a confirma-
tion about the reported email (if at all) becomes critical – a longer
wait could have consequences for the working of the organization.
Legitimate (benign) emails would presumably be avoided until they
are checked and confirmed to be harmless. This would constitute
an unintended harm of the reporting process [14], relying on there
being a quick report-and-confirmation process, rather than relying
on only employee engagement and effort.

6.4 Component Comparison
The connection of the content comparison with the E-learning
shows that components not discussed in the E-learning are gener-
ally less represented in the reported malicious emails, and the focus
of the simulation emails seems to lie with the factors discussed in
the E-learning. Several components in the reported emails are un-
derrepresented in the simulation emails. Relating these components
to the metrics discussed in the E-learning links the two together.
As stated, some of the reported malicious emails differ from the
E-learning, as they contain additional or missed components that
are present in all simulation emails but are also not discussed during
the E-learning. This could indicate that employees can extend their
knowledge to other types of emails or, prior to the learning, already
knew of email components that could warrant reporting an email.

6.5 Limitations
Our data was limited in terms of what behaviours we could analyze
before the widespread E-learning early in the dataset. For instance,
E-learning may have had an effect and simulations act to ‘top up’
reporting skills. We were, however, able to observe effects from sim-
ulation waves, and after-effects of both E-learning and simulation
waves.

To determine unique emails over time, the titles of the emails
have been cleaned and compared to group the identical titles. While
this tactic is quite effective for benign emails, as campaigns are the
same for each employee, the approach is likely less suitable for
detecting malicious campaigns which actively try to avoid easy
grouping [32].

Future work will separate reports according to departments;
the complex department associations analyzed here did not lend
themselves readily to linking modes of working and asset access to
a discernible business line.

6.6 Recommendations
Here we provide initial recommendations for further research,
based on our findings.

Large-scale analysis of anti-phishing reporting behaviour
and adapting simulations. Many large-scale analyses identify
prevalent components of phishing emails; many smaller-scale anal-
yses involve humans in studies of their responses to suspected-
phishing emails; few combine the two, to analyze reporting data
from a human-centred perspective. Although some emails might
not be reported [16], comparing reported emails over time can in-
form the design of simulation emails.
Honour trainingwith reporting-outcome confirmation.Much
related research focuses on emotional and behavioural cues, and
not the need for simplicity in reporting and the need for feedback.
Costs are often discussed in terms of the costs of the training and
simulations [35]. We saw a high rate of benign reports alongside
valuable reports of malicious emails; reporting of benign emails
went up temporarily after training and simulation events. The rapid
confirmation provided to employees (Section 3) potentially saved
work time from being lost to waiting on whether the email was
genuine (and could be acted on), where a fast response can also
boost reporting [43].
Surface the non-security costs of cautious reporting. Security-
minded practice would naturally encourage users to err on the
side of caution when considering whether to report. This means
that there will always be benign reports. If phishing reporting is
inherently cautious, then there are costs incurred from the disrup-
tion that reporting causes to benign emails, e.g., when an email
requesting reset of account credentials is genuine.

7 Conclusions
Here we reported on a collaboration with a partner bank, to ex-
amine a repository of many thousands of reported emails from a
behavioural perspective. We found that the level of reporting of
benign emails is comparable to the number of malicious emails
reported. We also saw limited evidence of training and simulations
‘amplifying’ the reporting of benign emails. Several hundred benign
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and known-malicious emails may be reported on a week-by-week
basis, capturing several emails which require further investigation.
We also uncovered metrics for unique reporters per email campaign.
Future work has the potential to focus in on the differing reporting
patterns of specific departments; such work could differentiate be-
tween teams who have access to various kinds of important data
and systems, or who regularly interact with external entities with
whom they have limited prior history. These are arguably the users
who have the most pressure and need the most support to report
with an abundance of caution, while also minimizing any disruption
to their work from reporting.
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Appendix: data contents
Reported phishing emails

• IncidentType: Is the same for every datapoint, namely SEA
(Suspicious Email Analysis)

• IncidentStatus: The status of the incident, for all emails this
is ’Closed’

• IncidentID: ID of the incident, if an email has multiple indi-
cators these IDs are the same for the different rows. So one
reported email has one IncidentID, but can have multiple
data points.

• Classification: The type of email, and thus the result of the
analysis. Can be: Malicious, Simulation, No Threat Detected,
Do Not Engage.

• ThreatType: The type of threat that is identified in the email.
Can be: Link, Response, or Payload.

• subClassification: Specification of the classification
• EmailReportedBy: The email address of the person who re-
ported an email as phishing

• Subject: The subject header of the email
• Sender: The email address of the person who send the sup-
posed phishing email

• Reported: Date and time the email was reported
• Modified: Not sure what this entails. Format: Date and time.
• Resolved: Time at which the email was classified and closed
by the company

• Age: Time between the reported and resolved moment. For-
mat: time in seconds

• Message ID: ID given to the message. If an email has multiple
indicators these IDs are the same for the different rows.

• Indicator Type: Type of indicator that helps to indicate the
email is phishing [nan, URL, email address, payload]

• Indicator: In case an indicator is present, the indicator is
given here.

• Campaign ID: If the email is marked as part of a campaign
the id of the campaign is given here

Department specification
• Email
• Given name
• Country code
• Organisation
• Company
• Department
• pwdLastSet: date the password has last been reset
• Manager: Specifications of the manager of the employee
• DistinguishedName

Employee training: Mandatory E-learning

• Enroll time: time the employee was enrolled for the training
and thus when someone could get started

• Start time: the time an employee started with the training
• End time: The time an employee finished the training
• Status: status of the training, whether someone finished the
training

• Name/email
Counterfeit phishing emails
This analysis has already been made by the company

• Email body
• Title
• Click rates
• Compromise rates
• Reporting rates
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