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Summary

The field of floating offshore wind energy is rapidly advancing, offering a promising solution to
harness stronger and more consistent wind resources in deep-water regions, where conventional
bottom-fixed turbines are not viable. Floating Offshore Wind Turbines (FOWTs), mounted
on floating substructures, enable the deployment of wind turbines in deep offshore locations
without the need for extensive foundations. This approach can significantly lower project costs,
primarily by reducing substructure procurement expenses for comparable water depths. As a
result, the installed capacity of FOWTs is projected to reach approximately 18.9 GW by 2030.

However, the design of cost-efficient FOWTs presents significant challenges due to the complex
interactions between aerodynamic and hydrodynamic loads, as well as the coupling of various
subsystems. One of the key hurdles is reducing the Levelized Cost of Energy (LCoE) to
ensure the economic viability of Floating Offshore Wind Farms (FOWFs). Additionally, the
flexibility of the floating substructure, which moves in six degrees of freedom (DOF), introduces
complexities in the wake profile, such as enhanced wake meandering, which may affect the wake
losses and the overall farm energy production.

Despite the potential impact of floater movements on energy yield, the specific effects on
optimal wind farm layout design remain under-explored. Furthermore, the impact of these
displacements on the LCoE needs to be examined to determine whether incorporating floater
displacements into optimization frameworks leads to more accurate results or merely adds
unnecessary complexity and computational cost.

This thesis evaluates the role of static floater displacements, specifically tilt and surge, in
the optimization of FOWFs. Two distinct scenarios have been compared to assess how these
displacements affect energy yield, the LCoE, and the optimal wind farm layout. The first
scenario (Case A) disregards the static equilibrium displacements of the floating turbines, while
the second scenario (Case B) incorporates these displacements into the analysis. To conduct
the analysis, this thesis develops a wake modeling strategy focusing on wind-induced floater
displacements, wherein the tilt and surge displacements of the floater are computed for each
turbine using the PyWake framework, based on the effective wind speed experienced by its
rotor. This wake modeling approach is then integrated into an OpenMDAO-based optimization
framework to minimize the LCoE of the wind farm, which is used for the comparison between
the two cases, to achieve the objectives of this study.

A case study of a 42-turbine sample wind farm in the North Sea, arranged in a rectangular
gridded layout, was analyzed using the optimization framework. The results showed minimal
differences in AEP, LCoE, and layout design between the scenarios that account for floater
displacements (Case B) and those that neglect them (Case A). However, the computational
time required for the optimization process increased by approximately fourfold for Case B.
Case B resulted in a 0.25% reduction in AEP and a 0.162 €/MWh increase in LCoE, primarily
due to changes in wake behavior caused by tilt and surge displacements. The optimal layout
also shifted in orientation and spacing, with Case B yielding slightly lower power in the final
configuration. Despite these effects, the overall impact on the LCoE was modest, suggesting
that while incorporating floater displacements could potentially improve the accuracy of results
for FOWFs, it might not justify the added computational costs for larger wind farms.
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1
Introduction and Literature Study

1.1. Wind Energy: Driving the Future of Renewable Energy
A worldwide transition towards renewable energy sources is essential to mitigate the severe
impact of climate change. Among the various renewable energy sources, wind energy stands
out as the most rapidly advancing, and cost-effective alternative, with minimal environmental
footprint [1] to generate clean electrical energy. Notably, wind power ranks as the third largest
renewable energy source globally, following hydropower and solar power. This technology is
at the forefront of the transition to sustainable energy, supporting the objective of achieving
net-zero emissions by 2050 and limiting the global temperature rise to 1.5◦C [2].

In contrast to solar power plants, which are limited to generating electricity during daylight
hours, wind farms have the capability to provide a more consistent and stable energy output,
producing electricity continuously. Onshore wind energy has rapidly advanced, emerging as
one of the fastest-growing renewable energy sources. It has achieved cost competitiveness in
numerous regions with traditional fossil fuels, showcasing its economic viability and potential
for broad adoption [3].
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Figure 1.1: Annual Installed Capacities of Onshore and Offshore Wind Turbines between 2001 and 2021,
adapted from [3]

Over recent decades, the offshore wind energy sector has also expanded significantly, with a
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1.1. Wind Energy: Driving the Future of Renewable Energy 2

total offshore wind power capacity of 35.3 GW installed by 2020, predominantly in the North
Atlantic Ocean and the North Sea [4]. Offshore wind farms benefit from higher and more
consistent wind speeds than onshore sites, leading to more reliable and substantial energy pro-
duction. Additionally, their offshore locations allow for larger turbines, minimizing noise and
visual impact on human populations and ecosystems. The proximity of many offshore wind
farms to major coastal urban centers also minimizes energy transmission losses and infrastruc-
ture expenses [5]. Figure 1.1 shows the annual installed capacity of wind energy, onshore and
offshore in the past two decades.

Economically viable deployment of offshore wind turbines with bottom-mounted foundations
has been restricted to shallow waters, up to about 50m deep, primarily in the Northern Sea
and the Baltic Sea [6]. These areas benefit from abundant wind resources in relatively shallow
depths. Nevertheless, vast wind resources are also present in deeper offshore areas, such as the
Mediterranean Sea and distant offshore regions north of Scotland and Ireland. The industry
is moving towards floating offshore wind turbines (FOWTs) to harness the vast wind potential
in deeper waters. Mounting wind turbines on floating substructures allows for a more cost-
effective deployment farther offshore without the need to construct large bottom-mounted
foundations required for these water depths [7]. The installed capacity of FOWTs has been
estimated to increase from 121 MW in 2023 to 18.9 GW in 2030 [8]. Concepts for onshore and
offshore installation at different water depths have been displayed in Figure 1.2.

Figure 1.2: Wind Turbines with Different Bottom-mounting Concepts

The design of FOWTs is inherently complex, despite their many advantages. The combined
influence of wind, waves, and currents allows the floating platform to move with six degrees
of freedom. Moreover, these turbines are subject to a variety of loads, such as aerodynamic
loads, hydrodynamic loads, and loads due to the mooring lines used to attach the floating
substructure to the sea bed, which adds further to the complexity. The following sections will
provide a detailed explanation of the underlying theory of FOWTs and the challenges they
encounter.
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1.2. Fundamentals of Floating Offshore Wind Turbines
Floating offshore wind turbines are supported by floating substructures constructed from con-
crete, steel, or a hybrid of both, providing the necessary buoyancy and stability to remain
afloat. The floaters are securely anchored to the seabed using mooring lines, ensuring the
turbines are held in place while floating on the water surface.

An example of an installed FOWT has been displayed in Figure 1.13, mounted on a semi-
submersible floating substructure. The mooring lines, depicted in white, securely anchor the
floater to the seabed. The underwater power cables, shown in red, transport the generated
electricity to an offshore substation, where the voltage is stepped up. From there, the electricity
is transmitted to an onshore substation located on the coast, and finally, power lines distribute
this electricity to homes and other end-users.

Figure 1.3: DTU 10MW FOWT Mounted on a OO-Star Wind Floater Semi 10MW Floating Substructure [9]

For optimal energy production, floating wind turbines must maintain maximum stability with
minimal movement, ensuring ideal inflow conditions. To ensure this, the floater should be able
to counteract the thrust and inertial forces, as illustrated in Figure 1.4, from the wind turbine
and dampen them to reduce the movement of the whole structure [10].
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Figure 1.4: Loads on a FOWT (Illustration Adapted from [11])

To achieve this, various types of floating substructures are being designed and developed. There
are four general types of floating platforms, each with unique characteristics, as illustrated in
Figure 1.5. These categorizations are made based on the approach utilized by a particular
floater type to achieve stability.

Figure 1.5: Floating Platform Concepts for FOWTs [10]

• Spar Platform: Spar platforms use gravity to stabilize the floating turbine. They con-
sist of a vertical cylinder directly connected to the wind turbine tower. The cylinder
features a ballast at its base, where most of the weight of the substructure is concen-
trated, ensuring the turbine remains vertical [10]. The geometry of the cylinder provides
buoyancy, while the ballast offers stability. For larger-diameter turbines, longer cylinders
are needed to support the weight, which can complicate transportation and installation.

• Tension-Leg Platform (TLP): TLPs consist of a submerged body connected to three
to six mooring lines, and a central column connected to the turbine tower. For instance,
the Provence Grand Large project by SBM Offshore features the world’s first TLP floaters,
consisting of three mooring lines [12] connected to the central body. They use mooring
stabilization to support the FOWT. This design aims to minimize platform dimensions,
thereby reducing manufacturing costs.
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• Barge Platform: Barge platforms are shallow, wide floating structures. Their large
surface area maintains extensive contact with the water, providing stability through wa-
terplane stabilization. Barge platforms are cost-effective for shallow water wind projects
but have significant wave-induced motions.

• Semi-Submersible Platform (Semi-Sub): The Semi-submersible floaters feature
three to five cylindrical columns interconnected by beams or braces, with the wind tur-
bine tower positioned at the center of the substructure or on the top of one of the columns.
They employ both gravity and waterplane stabilization to support the turbine. This de-
sign aims to minimize the interaction of the substructure with surface waves, which is
especially advantageous in the splash zone where inertial and viscous forces from wave
and current loads are more pronounced near the sea surface and diminish with increasing
water depth [13].

1.3. Wakes of FOWTs
The reduction in wind speed and the increased turbulence created downstream of a wind
turbine, as a consequence of energy extraction from the wind, is termed ”wake.” This wake
propagates and gradually reverts to free-stream conditions further downstream. When the
wake intersects the swept area of a downstream turbine, the latter is deemed to be shadowed
by the upstream turbine [14]. Wind turbine wakes are generally divided into two regions: the
near wake and the far wake, as shown in Figure 1.6. The near wake extends about 2 to 5
rotor diameters downstream and is characterized by sharp velocity gradients and increased
turbulence due to tip and root vortices [15]. In this region, a significant velocity deficit creates
a shear layer that separates the higher-velocity outer flow from the slower-moving wake core.
As the flow moves downstream, this shear layer dissipates, and the wake expands, marking
the start of the far wake region. In the far wake, the turbulence intensity increases, mixing
the freestream flow with the lower velocity flow in the wake, gradually restoring freestream
conditions.

Figure 1.6: Velocity Profile in the near wake and the far wake of a Wind Turbine.

The presence of the wake elevates turbulence levels, resulting in increased dynamic mechanical
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loading on the downstream turbines, ultimately raising the Levelized Cost of Energy (LCoE)
[16]. Effectively mitigating these wake effects through strategic site selection and optimal ar-
rangement of wind farms has the potential to improve the overall energy output of the wind
farm [17]. However, with the growth of the onshore and offshore wind turbine industries, pre-
ferred sites for wind farm installation are becoming increasingly saturated, necessitating the
proximity of wind farms to one another [18]. This proximity results in inter-farm wake inter-
actions, where the wake produced by an upwind farm adversely affects the power generation
capacity of a downwind farm. Studies have shown that wind farm wakes dissipate at a slower
rate than individual turbine wakes and can extend their influence up to about 50 km down-
stream [19]. As wind turbine installations expand into deeper waters, the saturation of onshore
sites is alleviated; however, new challenges emerge due to the wake dynamics of Floating Off-
shore Wind Turbines (FOWTs). These dynamics are further complicated by the interactions
of wind, waves, and currents with the substructure, which induce static displacement of the
floating turbines from their equilibrium position, in turn, influencing their wake profiles.

Floating offshore wind turbines encounter more intricate aerodynamic behaviors than tradi-
tional fixed-bottom turbines, owing to the movement of the floating substructure [20]. The
wake dynamics of FOWTs exhibit unsteadiness, which is primarily thought to arise due to these
floater motions, which encompass six degrees of freedom (DOF), as illustrated in Figure 1.7.

Figure 1.7: Degrees of Freedom for a Floating Offshore Wind Turbine.

These movements are categorized into translational DOFs: heave, sway, and surge; and rota-
tional DOFs: yaw, pitch, and roll. Among the six degrees of freedom of the floater, the turbine
experiences significantly greater displacement in the surge and pitch directions compared to
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the other degrees of freedom, highlighting their dominant role in the dynamic response of the
floating platform [21]. This has also been displayed in Figure 1.8.

Figure 1.8: Average Platform Displacements with respect to Wind speed [22]

To optimize the energy yield from a wind farm, it is crucial to grasp the implications of wake
effects on the power output of wind turbines. According to Shakoor et al. [23] in their study
on wake modeling, the wake generated by an upstream turbine can significantly reduce the
power output of downstream turbines that fall within the shadow of the upstream turbine’s
wake. This phenomenon occurs because the wake effect reduces the wind speed available to
downstream turbines, decreasing their power generation efficiency. Accurately modeling wake
effects is crucial for optimizing wind farm operations. By analyzing turbine wake interactions,
developers can design layouts that minimize wake overlap and reduce power losses, improving
overall efficiency through strategic turbine positioning.

Wind tunnel experiments using Particle Image Velocimetry (PIV) and Hot-Wire Anemometry
(HWA) have shown that the frequency, amplitude, and type of platform motions (pitch and
roll) significantly impact the wake symmetry and power output of wind turbines. Fu. et. al.
found that these oscillations notably altered the wake symmetry, with roll motions causing the
least momentum loss [24]. Similarly, Taruffi et. al. used a 1:148 scaled model of the DTU
10MW wind turbine mounted on a hexapod to simulate 6 DOF motions, revealing that above a
threshold frequency of about 4 Hz, the thrust amplitude deviates from quasi-static estimations,
indicating clear unsteady effects for single DOF motions at rated wind speeds [25].

Alongside wind tunnel experiments, numerical simulations have also been a common analysis
method for understanding the dynamics of floating offshore wind turbines. A study by Dan-
mei Hu et al. analyzed FOWTs under pitch and yaw motions and found that aerodynamic
performance is more volatile during pitching compared to yawing [26]. The pitch motion as
interpreted by them has been illustrated in Figure 1.9. The tail vortex distribution, which
changes over time for both motions, compresses most at the extremes of yaw and pitch move-
ments. The wake becomes increasingly unpredictable and unstable with higher amplitude
and frequency of pitch movements, due to stronger interaction between platform motion and
incoming wind. Additionally, faster wake recovery was observed with increased movement
intensity.
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Figure 1.9: Schematic of pitch displacement from the equilibrium position.

The altered wake dynamics impact the performance of downstream turbines, as they encounter
reduced wind speeds within the wake of upstream turbines. This reduction affects the power
output of each turbine and the overall Annual Energy Production (AEP) of the wind farm.
Accurate AEP computation is crucial for estimating the energy production of a wind farm,
which in turn is vital for calculating the Levelized Cost of Energy (LCoE), a key metric for
assessing the economic feasibility of a wind farm. Therefore, developing advanced design and
wake modeling techniques is essential to ensure the efficient and reliable operation of FOWTs,
considering the impact of platform motion on turbine performance.

1.4. Wake Modeling
A large number of wind turbine wake models have been developed in the past years to model
the wake deficit and to achieve a better understanding of the wake dynamics of wind turbines.
There are two major classifications of these wake models: computational or implicit wake
models and analytical or empirical or explicit wake models [23].

1.4.1. Computational Models: Medium and High Fidelity Wake Models
Computational models predict wake effects by solving fluid dynamics equations to map the
velocity field within the wake region [27, 28, 29, 30]. High-fidelity models are crucial for cap-
turing complex wake interactions in wind farms, as they solve the full set of Navier-Stokes
equations to provide a detailed representation of airflow dynamics around and between tur-
bines. These models excel in accurately simulating wake behavior and assessing its influence on
wind farm power output. Therefore, despite their significant computational resource and time
requirements, high-fidelity models are frequently employed to validate and verify lower-fidelity
models. On the other hand, medium-fidelity models strive to strike a balance between compu-
tational efficiency and accuracy by employing reduced-order modeling techniques that simplify
the Navier-Stokes equations, while still capturing key phenomena such as vortex shedding and
wind shear.
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Figure 1.10: Instantaneous Unsteady vorticity contours visualized for a full-scale CFD model of NREL 5MW
wind turbine undergoing coupled pitch and surge motion at period T/2 [31]

The most accurate wake prediction methods for floating offshore wind farms are high-fidelity
models, such as CFD-based models. Dynamic oscillations of the wind turbine at prescribed
motions individual or coupled, as shown in Figure 1.10, can be completely visualized through
CFD-based models. A fully coupled aero-hydrodynamic numerical model, FOWT-UALM-
SJTU has been developed by [32] using an unsteady actuator line model for aerodynamic
simulations coupled with a hydrodynamic simulation model on the CFD tool, OpenFOAM.
The coupled simulations were conducted on the NREL-5MW FOWT model, mounted on a
semi-submersible platform. This model was capable of computing the unsteady aerodynamic
forces, the 6 DOF platform motions, as well as the tension due to the mooring system.

Wise et. al. [33] used the mid-fidelity model, FAST.Farm and simulated a case with two
floating offshore wind turbines to investigate the effect of wake meandering in a FOWF. For
this analysis, three different types of floating platforms were used: semi-submersible, spar
bouy, and TLP. Figure 1.11 shows the wake of a FOWT mounted on a spar buoy platform
with and without a 10◦ pitch misalignment. The wake of the backward-pitched turbine is
deflected upwards. The FAST.Farm model is an extension to the NREL OpenFAST model
which couples a dynamic wake meandering (DWM) model with an aeroelatic tool [34].

Figure 1.11: Visualization of the wind speed deficit in the wake with and without a 10◦ pitch [33]

Arabgolarcheh et al. (2022) [35] developed a mid-fidelity CFD-ALM model by integrating
Computational Fluid Dynamics (CFD) with the actuator line method (ALM). This model
investigates the impact of floating platform motions on wake evolution and the aerodynamic
performance of FOWTs. Tested on the NREL 5MW wind turbine, it examines the effects
of pitch and surge motions. Unlike the BEM model, the ALM model accurately simulates
skewed flow during platform pitching and captures blade-vortex interactions, vortex pairing,
and turbulent ring states.
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Despite being very accurate in their prediction of the wake due to their high computational
efficiency, such high-fidelity and mid-fidelity models are very expensive and take a huge amount
of computational time, making them unfeasible for performing multiple simulation tasks such
as layout optimization. Therefore, efforts have been made in recent years to develop lower-
fidelity models for floating offshore applications.

1.4.2. Analytical Models: Low Fidelity Wake Models
Analytical wake prediction models employ mathematical formulations based on principles of
mass conservation to describe wake velocities, or they utilize empirical relationships to account
for wake decay, aiming to enhance predictions of power output from wind farms [36, 37, 38,
39]. These models are referred to as low-fidelity models due to their relatively simplified
approach, which prioritizes lower computational demands and shorter processing times. By
focusing on estimating the energy output without delving into the precise details of the airflow
dynamics, these models offer a more efficient, albeit less detailed, method for predicting the
performance of wind farms. This streamlined approach allows for quick assessments of energy
production potential, making it a valuable tool for preliminary analysis, operational planning
and optimization studies in wind energy projects.

In 1983, N.O Jensen developed a low-fidelity wake model, the Jensen model or the Park model
[36], which was later modified in 1986 by Katic et. al. [37]. It is one of the oldest kinematic
models, which is a far-wake model. This model assumes a linearly expanding turbulent wake
behind the turbine and ignores the contribution of vortex shedding as it is significant only in
the near wake region. It was based on the conservation of momentum downstream of the wind
turbine with a velocity deficit that is only dependent on the distance behind the rotor. The
top-hat shape of the NOJ model has been visualized in Figure 1.12.

Figure 1.12: Top-hat shaped wake profile of the N.O. Jensen wake model for tilted turbines in PyWake [40]

While low-fidelity wake models that explicitly simulate the performance of Floating Offshore
Wind Turbines (FOWTs), accounting for wake losses due to floater displacements, are not yet
available, several studies have attempted to adapt existing wake models for this purpose. One
such example is a comprehensive low-fidelity wake model developed in MATLAB to optimize
the layout of floating offshore wind farms across four Mediterranean island sites, with the objec-
tive of minimizing the Levelized Cost of Energy (LCoE) [41]. This model assumed the turbines
to be stationary and employed the Jensen kinematic model to calculate wake losses, alongside
an area overlap method to evaluate shadowing effects from upstream turbines on downstream
turbines. It also used a sum-of-squares approach to assess cumulative wake interactions from
all upstream turbines. The accuracy of the model’s results was validated by comparing them
with those from PyWake, a wake loss simulation tool developed by the Technical University of
Denmark (DTU) [42], as the effects of the substructure displacement were considered negligible
for this analysis.

Wang et. al. [43] developed a low-fidelity 3D analytical wake prediction method, which is
based on the Gaussian wake loss model by Bastankhah et. al. [44]. It includes a modification
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to the incoming wind flow velocity of the Gaussian model by taking into account the velocity
induced due to platform motions and environmental factors. This model takes into account the
effect of wind shear, tower shadow, tilt angle, surge motion as well as turbulence, thus making
it suitable for application to FOWTs. The expression for the new incoming wind velocity
and the derived wake velocity expression derived in this research were validated using the
measurements from the experiment on the NREL 5MW conducted in the AABL wind tunnel
at ISU [45]. The predicted wind flow distribution at a distance of 2.5D and 5D have been
demonstrated in Figure 1.13. They concluded that the incoming wind disturbances considered
in this research significantly influence the wake, and are thus indispensable while modeling
wake prediction.

(a) x = 2.5D (b) x = 5D

Figure 1.13: Predicted velocity distribution in the YZ plane at an x location of a) 2.5D and b) 5D from the
turbine [43]

Leikvoll investigated the losses due to static tilt and its impact on the power performance of
FOWTs in their study [40]. Two different wind farm layouts were simulated: a three-turbine
farm and a 10 × 10 farm, by modifying PyWake to incorporate the static tilt of the FOWTs
based on wind speed using the Bastankhah Gaussian and Jensen wake models. An extension
was added to PyWake, enabling it to calculate the tilt according to the incoming wind speed
using an external floating platform motion data. The study analyzed power losses, the effect
on AEP, and tilt loss with variable turbine spacing for the different wake models and wind
farm layouts. The findings highlighted that the appropriate selection of the wake model and
an optimal wind farm layout is crucial in minimizing wake losses due to tilt in floating offshore
wind farms (FOWFs).

Riva et al. investigated a method to incorporate all degrees of freedom (DOF) motions of
the floating platform into the static wind farm simulator, PyWake, in their study [46]. Using
HAWC2 simulations of a floating offshore wind turbine model of the IEA 15MW turbine
with the WindCrete spar-buoy floater, an artificial neural network-based surrogate model was
trained. This model outputs the static floater displacements (averaged in the final periods
of the simulation) based on inputs of wind speed, wind direction, current speed, and current
direction, with a uniform distribution. These static DOFs were then input into PyWake to
compute the power production and AEP of the wind farm. The Gaussian wake deficit model
in PyWake was used in combination with the CGI Rotor average model and the Jimenez wake
deflection model. The flow map of the side and front view of the flow field have been displayed in
Figure 1.14, where the upward and downward deflection of the wake can be observed according
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to the rotor tilt angle. The study concluded that the AEP of the wind farm increases by about
0.07% to 0.08% compared to a fixed-bottom farm, depending on the combination of wind and
current speed and direction. The effect of wave loads was considered negligible in this study.

Figure 1.14: Wind speed in the flow field of a wind turbine at a pitch of 10◦ (top) and −5◦ (bottom). The
wind speed displayed in the front view is computed at 4D behind the turbine [46]

The existing literature indicates that while experimental setups and high-fidelity simulation
tools offer the most accurate wake modeling capabilities for FOWFs, their application in design
processes, particularly in iterative procedures like multidisciplinary optimization, is often too
computationally expensive. Therefore, transitioning to low-fidelity wake modeling tools which
are computationally efficient becomes essential for preliminary design and optimization tasks.

Several low-fidelity wake modeling tools, such as PyWake and FLORIS, along with their re-
spective adaptations to incorporate floater movements, have been developed as practical al-
ternatives for simulating wake effects in floating offshore wind farms. Despite their potential,
there is a lack of comprehensive evaluation regarding the effectiveness of incorporating floater
displacements for optimizing wind farm layouts using these models. Specifically, the extent
to which including the equilibrium displacements of the floater impacts the AEP and thus the
LCoE of a floating offshore wind farm remains underexplored. Additionally, there has been
limited research on determining which specific degree of freedom, such as surge, pitch, heave,
etc., exerts the greatest influence on the resulting optimized wind farm layout. Addressing
these gaps is crucial for enhancing the accuracy of optimization studies and ensuring more
effective wind farm designs tailored to floating offshore environments.

1.5. Research Formulation
1.5.1. Problem Statement
Floating Offshore Wind Turbines (FOWTs) are mounted on dynamic substructures that un-
dergo movements due to various loads encountered due to the waves, and ocean currents, as
discussed in the preceding sections. These forces cause the floater to move in six Degrees of
Freedom (DOFs), introducing complexities that affect the wake profiles generated downstream
of the turbines. Unlike fixed-bottom wind turbines, where wake deflection is typically achieved
through active control strategies, the natural displacement of the floating substructures can
inherently deflect wake profiles. This displacement can impact the energy production of the
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wind farm, either positively or negatively, as downstream turbines may experience varying wind
speeds depending on their exposure to the wake of upstream turbines. Consequently, this can
influence power generation across the entire wind farm, ultimately affecting the Levelized Cost
of Energy (LCoE).

Despite the potential importance of these effects, research on the extent to which static floating
turbine displacements impact energy production and the optimal layout configuration of a
floating offshore wind farm remains limited. Specifically, it is uncertain whether accounting
for these displacements for AEP analysis meaningfully influences optimization parameters and
results in a minimized LCoE for the optimal layout.

This leads to the primary problem statement of this thesis:

Is it important to account for the effects of the floating wind turbines’
displaced equilibrium positions on the AEP when optimizing the wind
farm layout for minimizing the LCoE?

Furthermore, to quantify the impact of floater displacements, there is a need for low-fidelity
wake models that can effectively simulate the wake of floating wind turbines. While high- and
medium-fidelity models have been employed in prior studies for energy production assessments,
they are not computationally efficient for use in multidisciplinary optimization. Thus, a low-
fidelity wake model is needed that incorporates the static displacements of floating turbine
substructures for AEP computation that can be integrated into an MDAO framework.

1.5.2. Research Questions
To explore the problem statement, specific research questions have been developed to guide each
phase of the thesis. These questions have been structured to address the primary objectives of
the study and are outlined as follows:

RQ1: What strategy can be employed to adapt PyWake for modeling static equilibrium
displacements of the floating wind turbine, specifically in the tilt and surge DOFs?

PyWake is a Python-based tool designed for steady-state wind farm simulations. It includes
various engineering wake models that can be employed to study wake characteristics and esti-
mate the AEP. Currently, PyWake assumes floater displacements to be negligible, making it
suitable only for fixed-bottom wind farms. However, owing to its adaptable and modular ar-
chitecture, it is possible to extend its applicability to floating offshore wind farms. Leveraging
this, a strategy for modeling static tilt and surge floater displacements using PyWake has been
explored in this thesis.

RQ2: What are the observable variances in the computed AEP for FOWFs when ac-
counting for or neglecting floating turbine displacements, and what are the pri-
mary causes of these deviations?

The power output of a floating offshore wind farm can be influenced by wake deflection resulting
from floater movements, in contrast to a fixed-bottom wind farm. This is because power
is proportional to the cube of the x-component of wind speed (U). For a turbine without
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structural tilt or floater displacements, this x-component is simply U . However, for a turbine
undergoing tilt displacement, this component is given by Equation 1.1, potentially affecting the
power, depending on the magnitude of the tilt angle (denoted by θ). This causes the wake to
deflect vertically, consequently leading to variations in the AEP of the wind farm. The extent
of these variations, along with the underlying causes, have been investigated in this study.

Ux = U cos θ (1.1)

RQ3: What are the differences in the optimal wind farm configuration obtained when
accounting for static tilt and surge vs not accounting for it?

Incorporating floater displacements, such as tilt and surge, may lead to variations in the
optimal wind farm layout. To assess the magnitude of these differences, this study performs an
optimization of the wind farm layout in two scenarios: one that includes floater displacements
and one that does not. The resulting optimization parameters and design variables have been
analyzed and compared to determine the extent of the impact these displacements have on the
optimal wind farm configuration.

RQ4: How does the incorporation of static floater displacements in the optimization
framework impact the LCoE of the wind farm?

The Levelized Cost of Energy (LCoE) is directly influenced by the Annual Energy Production
(AEP) of the wind farm. Consequently, any impact of floater movements on the AEP will also
affect the LCoE. Additionally, accounting for wake losses induced due to floater displacements
may alter other parameters within the optimization framework, such as substructure design
and cable topology, which changes according to the placement of turbines in the optimal
layout. This, in turn, could further influence the minimized LCoE achieved for the optimal
configuration. This study will quantify the effect of accounting for these displacements on the
LCoE to understand their broader implications on cost efficiency.

1.5.3. Approach
To address these research questions, an approach that incorporates tilt and surge displace-
ments of the FOWTs’ substructure has been integrated into the wake modeling library, Py-
Wake. The accuracy and efficiency of this implementation have been verified against two
existing approaches from the literature. This enhanced wake modeling approach has then
been integrated into the AEP computation module of an OpenMDAO-based framework for
the multidisciplinary optimization of FOWFs aiming the minimization of the LCoE. Two sce-
narios have been investigated: one that accounts for the displaced equilibrium positions of the
floater and the other that neglects them. The results from these two cases have been compared
extensively to understand the impacts of these considerations on energy production and the
optimal layout design of the wind farm which leads to the minimum LCoE.

1.6. Report Structure
This section provides an overview of the upcoming thesis structure, outlining the key content
and summarizes the focus of each chapter:

• Chapter 2:
A brief introduction to the PyWake framework and an outline of the approach used
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to integrate static floater displacements, into the AEP computation process have been
provided in this chapter.

• Chapter 3:
In this chapter, the results from the PyWake implementation have been verified by com-
paring them with two established models from the literature to ensure the accuracy and
reliability of the approach.

• Chapter 4:
This chapter outlines the methodology for incorporating the floater displacements into
the optimization framework and describes the multi-disciplinary optimization process
used to minimize the LCoE of the wind farm.

• Chapter 5:
This chapter presents the results from the optimization study and provides a comparative
analysis between the two cases: neglecting and accounting for floater displacements.

• Chapter 6:
This final chapter provides a synopsis of the key findings from this thesis and presents
recommendations for future work and development based on the insights gained from the
study.



2
Incorporation of Static Floater Motions in

PyWake

2.1. Introduction to PyWake
PyWake is a Python-based wake modeling library developed at the Technical University of Den-
mark (DTU) for simulating wind farm flows and evaluating the performance of wind turbines
in a farm setting [42]. It encompasses several established models for wake deficit, wake deflec-
tion, superposition, and rotor averaging, allowing for flexible analysis of wind farm behavior
under different conditions. This section provides a brief description of PyWake’s architecture.

The central component in PyWake is the WindFarmModel. It receives the initial reference
wind conditions and turbulence intensity from the Site object, while the WindTurbines object
supplies the wind turbine geometry along with the power and thrust coefficient curves. The
workflow of the WindFarmModel object has been demonstrated in Figure 2.1. As output, it
returns the object, SimulationResults, which contains a dataset of the computed effective
wind speed (WSeff ), power data, and thrust coefficient of every turbine in the wind farm.

PyWake

WSref, WDref, TIref

WT positions, type
WSref, WDref and TIref, 
WT positions(x,y,z)

Local WS, WD, TI
P(WD, WS), distances

WindFarm-
model

WSeff

type
WindTurbines

Power, CT, D, H

Site

AEP
WSeff, TIeff,

Power, CT

Flow maps
Engineering 

Models CFD-RANS

Figure 2.1: PyWake Architecture Flow Chart [42]
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Two primary engineering wind farm models are central to PyWake: PropagateDownwind and
All2AllIterative. The PropagateDownwind model calculates the wake effects propagating
downstream without considering blockage effects, making it faster but less comprehensive. It
iterates over turbines in downstream order, updating the effective wind speed and calculating
the wake deficits sequentially. In contrast, the All2AllIterative model includes blockage
effects by iterating through turbines multiple times until the effective wind speeds converge,
which is computationally intensive but more accurate.

These wind farm models can be combined with various other engineering models in PyWake
to simulate complex wind farm behaviors. Figure 2.2 demonstrates the engineering models
incorporated within the PyWake library. This includes wake deficit models that calculate the
reduction in wind speed due to turbine wakes, superposition models that define how deficits
from multiple turbines add up, blockage deficit models that account for upstream wind speed
reductions, and turbulence models that describe the added turbulence downstream of turbines.
Additionally, rotor average models can be used to calculate the average wind speed over the
rotor area, and deflection models can account for wake deflection due to factors like yaw or
pitch misalignment and sheared inflow.
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Figure 2.2: Engineering Wake Models Available within PyWake [42]

2.2. Static Floater Displacements of FOWTs
This thesis specifically considers two degrees of freedom of the floater: tilt and surge. The
variations in tilt and surge are assumed to be dependent solely on wind speed and direction.
Factors such as current speed and direction, as well as waves, are considered negligible for this
analysis.

2.2.1. Tilt
Tilt refers to the rotation of the floating platform around its transverse axis (Y-axis), as shown
in Figure 2.3a. In this context, backward pitching or heeling of the turbine is considered
positive, while forward pitching is considered negative. When the turbine heels backward at a
tilt angle of +θ◦, as shown in the figure, the wake is deflected vertically upwards. Conversely,
forward heeling of the turbine leads to a vertically downward wake deflection.
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This thesis investigates the effect of static tilt of the wind turbine, defined as the forward
or backward pitching of the turbine and its substructure as a whole caused by average loads.
To simplify integration with the PyWake framework, only the rotor’s tilt is considered to
represent this static tilt, while the turbine tower and the substrcure are assumed to remain in
their non-displaced equilibrum positions. It has been further assumed that the tower does not
interfere with the wake profile of the turbine. This simplification has been visually represented
in Figure 2.3b.

(a) Actual Static Tilt of a FOWT (b) Rotor Tilt of a FOWT

Figure 2.3: Illustrations of floating offshore wind turbines depicting a) Actual static tilt of the turbine and
the substructure, b) Rotor tilt considered for integration with PyWake.

2.2.2. Surge
Surge refers to the horizontal displacement of a wind turbine along the X-axis in both the
upwind and downwind directions. The downwind displacement of the turbine caused by a
positive thrust force has been displayed in Figure 2.4. This motion impacts the wind speed in
the wake region behind the turbine, as the turbine’s backward displacement shifts the wake
downstream.

In the figure, WT1 and WT2 represent the initial, undisplaced positions of the turbines, while
WT1’ and WT2’ denote their displaced equilibrium positions under the influence of a constant
thrust force. For a fixed-bottom wind farm, WT1, operating in freestream wind conditions
(U∞), produces a wake (shown in blue), which subsequently interacts with the downstream
turbine WT2, reducing the wind speed experienced by WT2 to U2 due to the wake of WT1.

However, in the case of a floating wind farm, the turbines will displace along the X-axis either
upwind or downwind. In this scenario, the surge displacement of the downstream turbine WT2,
denoted as b, is smaller than the surge displacement of the upstream turbine WT1, denoted
as a. As a result, the distance between the displaced equilibrium positions of the turbines, X2,
is reduced compared to the original distance X1, between their initial equilibrium positions.
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Figure 2.4: Illustration of the impact of surge motion on the wind speed and the distance between turbines.
Blue colour demonstrates the original layout and green demonstrates turbines after surge.

2.3. PyWake for FOWTs
The methodology adopted to develop a wake model with static tilt and surge displacements of
the floater using PyWake has been illustrated in the form of a flowchart in Figure 2.5.
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Figure 2.5: A Flowchart of the Methodology to Compute the AEP of a FOWF using PyWake

The methodology begins with the generation of tilt and surge look-up tables as a function of
wind speed. The tilt and surge values are interpolated from these look up tables with the
effective wind speed (WSeff ) at the hub height for each wind turbine of the wind farm to
determine its tilt and surge displacement with respect to the initial position. The tilt and
surge values depend on both the wind turbine and the selected substructure design. Then the
look-up tables are passed to the WindFarmModel block within the PyWake framework. Here,
the wake modeling is executed using the Jimenez wake deflection model, a wake deficit model,
and a rotor-average model.

The next step involves the initial estimation of the effective wind speed, denoted as WSeff ,
based on the tilt and surge values corresponding to freestream wind conditions from the look-up
tables. This initial WSeff is then used to compute updated tilt and surge values through inter-
polation on the look-up tables. Following this, a convergence check is performed to determine
if the values for the floater’s motion have stabilized. If the DOF values converge, indicating
that the computed tilt and surge align with the initial estimates used for calculating WSeff ,
the loop terminates, and the final tilt and surge values for the turbines in the wind farm are
yeilded as an output of the module.

If convergence is not achieved, the updated tilt and surge values are fed back into the process
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as new initial estimates for effective wind speed. This iterative procedure continues until
convergence, ensuring the computed floater motion values are consistent with the simulated
local wind conditions. Once convergence is attained, the WindFarmModel is invoked again, with
the updated surge displacements and tilt values input for all wind directions and wind speeds.
This process generates the power output for each turbine corresponding to each wind direction
and speed. The resultant power is then utilized to calculate the Annual Energy Production
(AEP) for the wind farm by summation of the power for all wind turbines at all wind speeds
and directions multiplied by the probability of occurence, as described in Equation 2.1. In
this equation, i, j, and k represent the turbine number, wind direction, and wind speed,
respectively. The variable P represents the power output generated by each turbine under the
specified conditions. f indicates the probability of occurrence for a particular wind speed and
wind direction bins, and T indicates the total time period of one year, quantified as 24× 365.

AEP =
∑
i

∑
j

∑
k

Pi,j,k × fi,j,k
Tyear

(2.1)

This methodology forms the foundation for the subsequent research presented in this thesis. In
Chapter 3, the model has been applied to two distinct case studies, which also serves to verify
its correct implementation. Once the correct implementation of the model is verified, it is
integrated into a multidisciplinary optimization framework, the details of which are elaborated
upon in the subsequent chapters of this thesis.



3
Model Verification: Comparative Analysis

with Literature

3.1. Verification: Case 1
The integration of static tilt motion in PyWake for the AEP computation of floating offshore
wind farms (FOWFs) has been verified against the approach presented by Leikvoll et al. [40],
which employs a similar method for incorporating tilt motion as used in this thesis. In their
study, only the static tilt displacement of the FOWT was modeled using a look-up table with
turbine tilt angles corresponding to various wind speeds. The Jimenez wake deflection model
within PyWake was applied to account for the impact of tilt on the turbine’s wake behavior.
Since their model does not consider surge, the verification was limited to the tilt displacement.
The objective of this comparison is to ensure that the implementation of static tilt motion
in PyWake, as applied in this thesis, aligns with the established methodology outlined in the
literature.

3.1.1. Wind Farm Setup
Multiple three turbine wind farm setups have been used in the benchmark paper [40], but for
the verification, a three turbine array, the side view of which has been shown in Figure 3.1,
was chosen. The wind turbine used here is a 15MW wind turbine with a rotor diameter of
236m and a hub height of 144m. The turbines have a spacing of 7 times the diameter between
them. The turbine and wind farm parameters, adapted from the paper, have been tabulated
in Table 3.1.

Figure 3.1: Three Turbine Wind Farm Setup

22
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Parameter Unit Value
Wind Turbine - NREL 5 MW

Rotor Diameter m 236
Hub Height m 144
Rated Power MW 15

Rated Wind Speed m/s 11
Tip Speed m/s 104

Specific Power W/m2 343
No. of Wind Turbines - 3

Layout Spacing m 7D
Turbulence Intensity - 6%

Table 3.1: Verification Case-1 Wind farm setup: Wind Turbine and Site Parameters

3.1.2. Results: Fixed vs Floating Farm
In this section, the power results for both fixed-bottom and floating offshore wind farms,
obtained through the modified PyWake model, have been compared with the findings reported
in the literature by [40]. The results, corresponding to a wind speed of 11 m/s and a wind
direction of 270◦, have been summarized in Table 3.2 for comparison.

Wind
Turbine

Power (MW) of
Fixed Farm

Power (MW) of
Floating Farm (Tilt) % Gain or Loss

Simulation Reference Simulation Reference Simulation Reference
WT0 14.71 14.709 14.416 14.414 -1.99% -2.01%
WT1 7.84 7.84 8.37 8.2 6.81% 4.69%
WT2 6.52 6.52 7.07 7.27 8.55% 11.56%

Table 3.2: Comparison of Power between the Fixed and Floating wind farms

The table shows that no variation in power output has been observed for the fixed-bottom
farm configuration in the simulation compared to the reference. This is because PyWake was
applied to the same wind farm setup as the paper without any modifications or enhancements
for this case. The next column displays the power generated by the turbines in the floating farm
setup, where tilt displacement is allowed for the turbine, specifically tilt. Slight discrepancies
compared to the reference paper have been observed in this case. These differences can be
attributed to subtle variations in the method used to compute the floater motions for the
simulation. Additionally, the look-up table generated for this study may differ slightly from
the one used in the reference paper. As actual data was unavailable, a plot digitizer was
employed to extract tilt values from the paper as a function of wind speed. The look-up table
used has been displayed in Figure 3.2.
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Figure 3.2: Tilt as a function of wind speed computed for Verification

The power output of the first wind turbine (WT0), which is directly exposed to the freestream
wind, is the highest, whereas the power output decreases progressively for the subsequent
turbines. As in the benchmark study, the power generated by the upstream wind turbine
when accounting for tilt is lower than in the case when the thrust-induced tilt displacement is
neglected. This variation is due to the relation between the tilt and the freestream wind speed
and the effect this has on the power output. WT0, which faces the full freestream wind, tilts by
approximately 9◦, resulting in reduced power generation compared to the non-tilted scenario.
However, this tilt causes the wake generated by WT0 to deflect upward, meaning that the
downstream turbine, WT1 is only partially being subjected to the wake. Consequently, the
effective wind speed experienced by the downstream wind turbine is higher than in the case
when the tilt displacement is neglected, and the wind turbine generates more power than in
the fixed configuration.

The power output of the three wind turbines as a function of freestream wind speed in both
accounting for and neglecting tilt configurations have been presented in Figure 3.3. WT0, the
first turbine, reaches its rated power of 15 MW at a lower wind speed than the downstream
turbines, WT1 and WT2, which attain maximum power at higher wind speeds. Notably, the
floating WT0 reaches its maximum power output at a slightly higher wind speed compared
to the fixed WT0, which achieves 15 MW at the rated wind speed. In contrast, for WT1 and
WT2, the floating configuration produces slightly higher power output than the fixed setup
before reaching their rated power.



3.1. Verification: Case 1 25

2.5 5.0 7.5 10.0 12.5 15.0
Wind Speed (m/s)

0

2

4

6

8

10

12

14

Po
we

r (
M

W
)

WT0
WT1
WT2
Accounting for tilt
Neglecting tilt

Figure 3.3: Plot of power output vs wind speed for the Fixed vs Floating farm

To compare with the reference paper results, the differences in power generation between the
two configurations, as computed in the simulations, have been plotted alongside the refer-
ence results in Figure 3.4. The percentage differences are largely consistent, with only minor
discrepancies observed.
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Figure 3.4: Comparison of power gain for each turbine from the a) Simulation with the b) Reference

It should be noted that, for this verification case, a constant wind speed across the entire rotor
disc has been assumed, based on the wind speed at the hub height of the turbine or the center
of the rotor. As a result, even a small deflection of the wake from the centerline can lead
to a greater increase in power output compared to a scenario where more points across the
rotor-swept area will be used to compute the rotor-averaged wind speed, which would provide
a more realistic representation of the turbine’s performance.

3.1.3. Flow Maps
Flow maps were generated to illustrate the wake dynamics behind the wind turbines and
the static displacements of the FOWTs for both configurations. The side (XZ) and top (XY)
views of the wind farm have been presented in Figure 3.5, and Figure 3.6, respectively. In these
maps, the turbine tower is represented by a black line, while the rotor is depicted as a gray
line. The blue contours downstream indicate varying wind speeds within the wake, with darker



3.1. Verification: Case 1 26

shades signifying lower wind speeds, primarily concentrated in the core of the wake. As the
wind moves further downstream, the speed gradually recovers towards freestream conditions,
represented by the lighter shades. However, before full recovery occurs, the wind encounters
another downstream turbine, which is affected by this wind speed deficit.

In the fixed-bottom case, this reduced wind speed does not alter the rotor configuration, leaving
the wake undeflected. In contrast, when floater displacements are taken into account, as shown
in Figure 3.5b and Figure 3.6b, the rotor pitches backward, leading to wake deflection. WT0
exhibits a greater tilt compared to WT1 and WT2, with WT1 experiencing more tilt than
WT2, due to the varying local wind speeds, which influence the thrust on each turbine.
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Figure 3.5: Side view (XZ) Flow Maps for the a) Fixed and b) Floating Wind Farm Case
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Figure 3.6: Top View (XY) Flow Maps for the a) Fixed and b) Floating Wind Farm Case
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3.2. Verification: Case 2
A second verification has been conducted to further assess the FOWF wake modeling strategy
which accounts for static floater displacements by comparing its results with a more advanced
model from the literature. For this case, the study by Riva et al. on the integration of floater
motions into the PyWake framework has been selected [46]. In this benchmark model, the
computation of floater motions has been incorporated into PyWake through a block called
'InputModifierModel', which takes the local wind and current speeds and directions, along
with turbine positions, as inputs and provides the averaged equilibrium displacements of the
turbines. The 'InputModifierModel' block hosts a surrogate model, coupled with HAWC2,
an aeroelastic solver, to compute the floater degrees of freedom (DOFs).

For the verification process, an initial simulation of a bottom-fixed wind farm has been con-
ducted and compared with the reference results. This establishes a baseline and confirms the
correct functionality of the PyWake model without incorporating any modifications for floater
motions. Subsequently, the PyWake model was applied to simulate the tilt and surge motions
individually, followed by a combined simulation of both motions to evaluate the impact of each
degree of freedom. These floating configurations have also been compared with the reference
results, to determine which configuration yields the most comparable outcomes.

It is, however, important to note that the methods, assumptions, and considerations used in
the reference paper differ significantly from those adopted in this thesis. The reference model
employs an external medium-fidelity model, and a surrogate model to compute equilibrium
displacements of the floater in all degrees of freedom. This verification adapts only the tilt
and surge look-up tables from the curves provided in the reference paper and compares the
power outputs computed using the low fidelity approach of this thesis with those in the paper.
Moreover, current speed, and direction, considered in the reference have been neglected for
this verification process. Consequently, the results may not be directly comparable, but an
estimate of the extent to which they diverge from a higher-fidelity model that incorporates
additional DOFs has been provided.

3.2.1. Wind Farm Setup
The wind farm and wind turbine setup adapted from the reference paper have been described
in this section. The wind farm consists of four IEA 15MW wind turbines, separated by 5
times the rotor diameter in the downstream direction (x-axis) and 4 times the rotor diameter
in the lateral direction (y-axis). The turbines have a design rotor tilt of 6◦. The Horns Rev
1 site [47] has been chosen for this study, providing the Weibull distribution necessary for the
analysis. A uniform wind rose has been employed, meaning that the probability of occurrence
of wind from each wind direction sector is the same. The parameters of the wind turbine and
the wind farm have been detailed in Table 3.3 and the top-view of the wind farm layout has
been displayed in Figure 3.7.



3.2. Verification: Case 2 28

Parameter Unit Value
Wind Turbine - IEA 15 MW

Rotor Diameter m 241.94
Rated Power MW 15
Hub Height m 150

Cut-in Wind Speed m/s 3
Rated Wind Speed m/s 10.59

Cut-out Wind Speed m/s 25
Shaft Tilt Angle ◦ 6

Wind Shear Coefficient - 0.1
No. of Wind Turbines - 4

Spacing in the x direction m 5D
Spacing in the y direction m 4D

Table 3.3: Verification Case-2 Wind Farm Setup: Wind Turbine and Site Parameters
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Figure 3.7: Wind Farm Layout for Case-2

To evaluate the AEP for this wind farm, small bin widths for wind speed and wind direction
have been considered: 1 m/s for wind speed and 1◦ for wind direction. The choice of a small
wind speed bin size and small wind direction bins are crucial for layout optimization studies
and accurate AEP calculations [48]. The look-up tables for a current speed of 0 m/s were
extracted from the reference paper, and have been displayed in Figure 3.8.
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Figure 3.8: Tables of Tilt and Surge as a function of Wind Speed (WS) at a current speed of 0 m/s.

3.2.2. Results: Fixed-Bottom Wind Farm
The fixed-bottom case was simulated with an initial rotor tilt of 6◦ for all turbines, considering
all wind directions and wind speeds between cut-in and cut-out. The variation in the power
production of a single turbine with different tilt angles at a wind speed of 10 m/s and a wind
direction of 270◦ has been illustrated in Figure 3.9. The turbine produces maximum power
when the wind aligns with the rotor shaft. This scenario occurs at a tilt angle of −6◦ due to
the initial design tilt angle and the presence of wind shear. However, the power output of a
single turbine decreases as the tilt angle increases. This occurs because a smaller surface area
of the rotor is exposed perpendicularly to the wind, resulting in a reduced ability to harness
wind power.
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Figure 3.9: Variation of Electrical power generated by a Wind Turbine (WT0) vs Rotor Tilt Angles

The Annual Energy Production (AEP) computed for the fixed-bottom wind farm layout has
been presented in Table 3.4. This value is approximately 0.14% higher than the AEP reported
in the reference paper, which was 302.76 GWh. The slight discrepancy is likely due to the use
of different engineering wake deficit models: the reference study employed the Zong Gaussian
wake deficit model, while the present simulation utilized the Bastankhah Gaussian wake model.
Other simulation settings in PyWake were kept consistent with the reference paper to the extent
permitted by the available data.
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No. of WTs WD [◦] WS [m/s] AEP [GWh]
Simulation Reference

4 0 - 360 3 - 25 303.19 302.76

Table 3.4: AEP in GWh for the Fixed-bottom wind farm

The flow maps for a wind direction of 270◦ and a wind speed of 10 m/s have been illustrated in
Figure 3.10 and Figure 3.11, providing two different views of the wind farm. Since the turbines
are pre-set to a rotor tilt angle of 6◦, the rotors, denoted by the gray lines in the figures, are
slightly pitched towards the back even for the fixed-bottom case.
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Figure 3.10: Wind Speed in the Wake of the Fixed Wind Turbines: XY View
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Figure 3.11: Wind Speed in the Wake of the Fixed Wind Turbines: ZX View

3.2.3. Results: Floating Offshore Wind Farm
To simulate the floating case, first, the tilt values and the new turbine coordinates due to surge
at respective WSeff were computed using the approach described in Section 2.3. These values
were then fed to the WindFarmModel object to compute the AEP for the combined case as
well as the individual degree of freedom cases as tabulated in Table 3.5.
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S. No. Case AEP [GWh] % Difference from the
fixed-bottom case

1 Only Tilt 301.761 0.471
2 Only Surge 303.179 0.004
3 Combined tilt and surge 301.757 0.473

Table 3.5: AEP of the FOWF and comparison with the Fixed-Bottom farm

In the reference study, the floating wind farm’s AEP was approximately 0.07% to 0.08% higher
than that of the fixed-bottom wind farm, with variations depending on current speed and
direction. However, a reduction of around 0.473% in AEP was observed for the simulation
of the combined DOF floating farm case compared to the fixed-bottom configuration. The
individual tilt displacement case resulted in an AEP value very similar to that of the combined
floater displacement case. In contrast, the surge displacement case produced results nearly
identical to the fixed-bottom case, with a slight decrease of approximately 0.004%.

The discrepancies observed in comparison with the results of the reference paper can be at-
tributed to modeling variations and different assumptions between the two approaches. In the
reference paper, a neural network-based approach was used to leverage HAWC2 simulations
and calculate floater motions pertaining to five degrees of freedom, whereas only two degrees
of freedom were considered in this thesis. The increase in AEP observed in the reference case
may arise from the additional DOFs, that have been neglected in this study. Moreover, the
impact of the current was also neglected in this thesis but considered in the reference paper,
which could further contribute to the discrepancy. Additionally, the use of a different wake
deficit model could also be a factor in these observed differences.

The flow maps for both the top (XY) and side (ZX) views of the flow field at a wind direction
of 270◦ and a wind speed of 10 m/s have been displayed in Figure 3.12 and Figure 3.13,
respectively. These visualizations illustrate the upstream turbines exhibiting higher tilt and the
downstream turbines with lower tilt. This is however true only up until the rated wind speed,
after which with an increase in the wind speed the tilt values start to decrease. Additionally,
the side view highlights the vertical upward deflection of the wake, which alters the wind
speed encountered by the downstream rotor. This deflection impacts the flow dynamics and
subsequently affects the performance of the downstream turbines.
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Figure 3.12: Flow Map (XY View) depicting velocity deficit downstream at WD = 270◦ and WS = 10 m/s
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Figure 3.13: Flow Map (ZX View) depicting velocity deficit downstream at WD = 270◦ and WS = 10 m/s

The impact of surge displacement on AEP is minimal because the backward movement of the
turbine does not significantly influence the stabilized wake, which forms the basis for AEP
calculations, as dynamic motion effects are not considered in this process. The minor variation
that does occur stems from the slightly reduced distance between turbines, which brings the
downstream turbine closer to the upstream one, thus positioning it deeper within the wake
deficit and reducing the wind speed experienced by the rotor. At wind speeds below the rated
value, the downstream turbine experiences less surge compared to the upstream turbine, due
to the lower wind speeds in the wake. However, when the wind speed exceeds the rated level,
the effect reverses, with the upstream turbine experiencing less surge as the thrust on the
downstream turbine decreases after reaching rated conditions.

The surge displacements for individual turbines are illustrated in Figure 3.14a for a wind
direction of 270◦ and Figure 3.14b for a wind direction of 300◦, both at a wind speed of 10
m/s, which is below the turbine’s rated speed. The corresponding flow maps are depicted in
Figure 3.15. For a wind direction of 270◦, the downstream turbines, WT1 and WT3, are within
the wake, while WT0 and WT2 are exposed to freestream conditions, resulting in lower surge
displacements for the downstream turbines. In contrast, for a wind direction of 300◦, only WT1
is within the wake of WT2, while the other turbines experience freestream conditions, leading
to a lower surge displacement for WT1. If wind speeds above the rated level were considered,
the turbines in the wake would experience higher surge displacements than those in freestream
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conditions.
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(a) Surge displacement at WD=270°
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(b) Surge displacement at WD=300°

Figure 3.14: Surge displacements for each wind turbine at different Wind Directions.
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Figure 3.15: Top view Flow maps for the Only Surge case at different wind directions.

3.2.4. Analysis on the Power Production of the FOWTs
The relationship between power output and wind speed for the first-row turbines (WT0 and
WT1) at a wind direction of 270◦ and a wind speed of 10 m/s has been depicted in Figure 3.16,
for both the fixed-bottom and floating configurations. The upstream turbine (WT0) reaches
its rated power at the rated wind speed of 10.59 m/s, while the downstream turbine (WT1)
achieves its maximum power of 15 MW at a higher wind speed. This delay is due to the
downstream turbine operating within the wake of WT0, where it experiences a reduced wind
speed compared to the freestream conditions. As WT0 is fully exposed to the rated wind
speed, it reaches maximum power, whereas WT1, encountering lower wind speeds, produces
less power. Consequently, WT1 requires a freestream wind speed of approximately 13 m/s to
reach its rated wind speed and achieve maximum power output.
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Figure 3.16: Power Output for the Fixed vs Floating Turbines

The power production for the turbines in the first and second rows are identical and overlap,
as the turbines in both rows operate under the same conditions. For this reason, the power
curves for the second-row turbines have not been shown here. This overlap occurs at this wind
direction because there is no horizontal wake deflection, as the yaw angle has been assumed to
be zero in this case.
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Figure 3.17: Power loss/gain for the first row turbines, between the two cases: fixed-bottom wind farm, and
floating wind farm.

The differences in power generation between the fixed-bottom and floating configurations for
turbines WT0 and WT1 are illustrated in Figure 3.17. The upstream turbine (WT0) in the
fixed-bottom configuration produces more power than its floating counterpart up to near the
rated wind speed. This is primarily due to the tilt and surge motions of the floating turbine,
which reduce its power output when operating independently. Conversely, the downstream
turbine (WT1) generates more power in the floating configuration up to the rated wind speed,
as shown by the negative power difference. Beyond this point, the power difference becomes
positive, indicating that the fixed-bottom turbine momentarily produces more power before
both configurations converge at their rated power outputs.

The power generation of the wind farm is also influenced by the wind direction. This has
been depicted for the fixed-bottom WT0 at four different wind directions in Figure 3.18. This
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variation arises because the turbine that is upstream in one direction may become downstream
in another, thereby operating within the wake of other turbines. For instance, in the wind
directions 180◦ and 270◦, WT0 is upwind and faces freestream conditions, the rated wind
speed in this case, and hence achieves the rated power of 15MW at the rated wind speed of
10.59 m/s. However, in the other directions, WT0 is positioned downstream, thus achieving
the rated power at higher wind speeds due to wake effects.
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Figure 3.18: Power Curve of Fixed-bottom WT0 at wind directions ranging from 0◦ to 270◦



4
Optimization Setup of the FOWF

This chapter introduces the OpenMDAO-based optimization framework, WINDOW, developed
by S. Perez Moreno at TU Delft [49], designed for the optimization of offshore wind farms.
It further details the modification of the framework for the integration of substructure and
mooring line analysis for the optimization of floating offshore wind farms into the framework
developed by M. Bessone [50], and finally, outlines the modifications made to adapt WINDOW
for the specific objectives of this thesis.

4.1. WINDOW: OpenMDAO Framework for Wind Farm Opti-
mization

The WINDOW framework, developed by S. Perez Moreno at TU Delft, integrates multiple
disciplines, each modeled as individual analysis blocks, which are interconnected to simulate the
performance of a wind farm and minimize the levelized cost of energy (LCoE). The framework
consists of several wind farm modules, including electrical system analysis, support structure
analysis, O&M analysis, AEP computation, cable length and type analysis, and cost modeling
[51]. The MDAO tool is designed to allow modules and analysis blocks of varying fidelities and
complexities to be seamlessly integrated into the workflow’s inner layer.

The outer layer hosts the optimization algorithms, which drive the optimization process based
on the specific use case defined by the user. For instance, the user might aim to minimize
the LCoE by optimizing the wind farm layout, electrical infrastructure design, and support
structure design. A set of design variables are driven by an optimization algorithm to achieve
the specified objective. Figure 4.1 illustrates the basic EXtended Design Structure Matrix
(XDSM) of the tool, which represents the architecture of the MDAO framework.

36
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Figure 4.1: Fundamental MDAO Architecture of WINDOW, adapted from [49]

In the diagram, Xi represents a global design variable, which is driven by the optimization
algorithm. The variables shown in the light gray blocks are the computed outputs from the
various modules, that are passed to the objective function (LCoE analysis) block, from which
the computed LCoE is fed back to the optimizer. The ’Optimizer’ block acts as the top-
level controller, which drives the layout design variables until the minimum of this LCoE is
found. Meanwhile, the electrical infrastructure and support structure are optimized by a nested
optimizer during each iteration of the main optimization process.

Building on the WINDOW framework for offshore wind farms, an optimization workflow has
been developed by M. Baudino Bessone specifically for floating offshore wind farms (FOWFs) by
incorporating additional modules and modifying existing ones to simulate the performance of
FOWFs [50]. In this framework, the workflow has been structured as three nested problems: the
super-problem, which optimizes the wind farm layout to minimize the Levelized Cost of Energy
(LCoE), the sub-problem, which focuses on designing the optimal semi-submersible floater for
the wind turbine to minimize the total substructure assembly cost, and the Cable topology
analysis, which optimizes the cable costs according to the topology, and lengths corresponding
to the wind farm layout. The substructure assembly includes the semi-submersible body,
mooring lines, and anchors. Key analysis blocks include substructure analysis, installation,
maintenance, and AEP analysis.

In the AEP analysis block, PyWake has been employed for the computation of AEP, which
offers the option to use either the Bastankhah Gaussian wake model or the N.O. Jensen wake
model. However, since these models are currently applicable only to fixed-bottom wind farms,
the effect of floating turbine displacements has been considered negligible in this analysis.
Nevertheless, the floating substructures of FOWTs can move in six degrees of freedom (DOFs),
with tilt and surge DOfs significantly influencing the AEP and thus the LCoE of the wind
farm. Omitting these movements from the layout optimization problem for FOWFs can result
in an under- or over-prediction of the energy production and thus the optimal parameters that
are required for LCoE minimization.

To evaluate the impact of incorporating floater motions on the optimization parameters—
particularly the design variables and objective function values—the optimization framework
for FOWFs has been modified in this thesis. A detailed explanation of these modifications,
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along with the methodology, has been provided in the following section.

4.2. Incorporation of FOWF Wake Model in WINDOW
The XDSM of the optimization framework for FOWFs including the modifications has been
illustrated in Figure 4.2. In this framework, a floater motions analysis block has been added
to compute the movement of the semi-submersible substructure as a function of wind speed.
This data is then passed to the AEP analysis module, FarmAEP, where it is used as a look-up
table for computing the actual displacement and pitch of the wind turbine at the local effective
wind speed. The internal working of the FloaterDOFs and FarmAEP modules has been detailed
in Section 4.2.1 and Section 4.2.2, respectively.
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Figure 4.2: XDSM of the MDAO Framework

4.2.1. FloaterDOFs Block: Generating the Look-Up Tables
The FloaterDOFs block has been implemented as an OpenMDAO ExplicitComponent and is
responsible for computing the displaced equilibrium positions of the floating platform (tilt,
and surge) under steady loads at varying freestream wind speeds. This block has been added
to the sub-problem optimization module, as the tilt, and surge values will depend on the
shape of the substructure which is being optimized under the sub-problem. In each iteration,
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the substructure design is provided as input to the FloaterDOFs block, which computes the
corresponding arrays of tilt, surge, and heave values at different wind speeds. These computed
arrays are then fed back to the sub-problem driver. A closer look at the FloaterDOFs block
has been depicted in Figure 4.3.The driver continues to optimize the substructure design,
adjusting it iteratively until an optimal configuration is found. Once the optimization process
is complete, the final equilibrium position values are passed to the AEP analysis block for
further computation.

Figure 4.3: Analysis block with inputs (white parallelogram) and generated outputs (grey parallelogram) to
compute the Floater Displacements as a function of Wind Speed, FloaterDOFs in the MDAO Framework.

A predefined function that solves the simplified system of equations for catenary lines has been
used to compute the static tilt and surge motions of the floating sub-structure as a function
of wind speed. This function, along with the forces exerted on the semi-submersible by the
mooring lines, calculates the equilibrium displacement of the sub-structure in the heave, surge,
and pitch directions by determining the increase in mooring line tension in both the vertical
and horizontal directions. For this calculation, the mooring line is assumed to be slack and
resting on the seabed. The catenary equations employed for this have been adapted from [52]
and are shown in Equation 4.1. In these equations, l and h represent the horizontal and vertical
projections of the cable profile and are mathematical functions of the horizontal and vertical
components of tension, denoted as H and V, respectively. Here, L0 is the length of the cable,
w is its weight per unit length in water, and EA represents the extensional stiffness of the
unstretched cable. This system of equations was then solved using Python’s ’fsolve’ from the
Scipy library.

l = L0 −
V

w
+

L0H

EA
+

H

w
sinh−1

(
V

H

)
h =

1

w

[√
H2 + V 2 −H +

V 2

2EA

] (4.1)

Using this function, the sub-structure displacements could be computed only at the rated wind
conditions. However, for the purpose of this analysis, sub-structure displacements are required
across the full range of wind speeds, from cut-in to cut-out. Since the system of equations is
not directly dependent on wind speed, they were solved for different thrust values, which are
wind speed dependent. The thrust was calculated using Equation 4.2, where ρ represents the
air density at the hub height, A is the rotor disc area, CT is the thrust coefficient at different
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wind speeds obtained from the input thrust curve, and U represents the wind speeds from cut-
in to cut-out. By sequentially inputting these thrust values in fsolve—replacing the single
thrust value at rated power—the corresponding tilt and surge displacements were obtained as
a function of wind speed.

T =
1

2
ρACTU

2 (4.2)

4.2.2. FarmAEP Block: Wake Modeling for FOWFs
The FarmAEP module in the XDSM diagram shown in Figure 4.2 is an OpenMDAO wrapper for
the Python-based wake model library, PyWake [42]. This module leverages the OpenMDAO
ExplicitComponent framework and integrates it with PyWake to use it effectively as an analysis
block in the optimization framework. For a given site and wind turbine, the FarmAEP module
calculates the probability of wind occurring in each wind direction sector and fits a Weibull
distribution to the wind speed data for each sector. Using the provided time series input, the
module determines the shape and scale parameters of the Weibull distribution, along with the
probability of wind inflow for each sector. The Weibull parameters are considered uniform
within each sector, and the wind conditions are assumed constant over the area.

Figure 4.4: Analysis Block with inputs (white parallelogram) and generated outputs (grey parallelogram) to
compute the AEP of the Wind Farm, FarmAEP in the MDAO Framework

A detailed visualization of the FarmAEP module, including its required inputs and generated
outputs, is presented in Figure 4.4. The module receives the wind farm layout and wind con-
ditions as inputs from the super-problem driver, along with the height of the semi-submersible
floater above the water level (freeboard), which is passed from the sub-problem driver. The
outputs include power as a function of wind speed and direction, and the Annual Energy
Production (AEP) of the wind farm, accounting for wake losses.

Two additional inputs from the FloaterDOFs block—ws_surge and ws_tilt—are required by
this module. These inputs are transformed into lookup tables and fed into the AEP_float
function under this block. This function contains the modification employed for the AEP
computation of FOWFs while incorporating the floating platform motions using the approach
described in Section 2.3. This function has been included into the FarmAEP module via an
if condition. When the input file specifies the farm type as 'Floating', this condition is
triggered, enabling the calculation of AEP incorporating the effect of floater displacements.



4.3. Components of the Optimization Problem 41

4.3. Components of the Optimization Problem
This section outlines the key components of the optimization problem, including the design
variables, constraints, and the objective function. Additionally, the selected optimization set-
tings and algorithms have been discussed to provide a comprehensive understanding of the
framework used for solving the problem.

4.3.1. The Design Variables
The super-problem focuses on minimizing the Levelised Cost of Energy (LCoE) of the wind
farm, for which it has to find the optimal values of six design variables: two related to the
wind farm layout, two for the mooring lines, and two for the substructure. In the sub-problem,
four design variables have been considered: two for the mooring lines and two for the semi-
submersible. These variables have been selected to design an optimal semi-submersible sub-
structure assembly that minimizes its yearly production cost, Cprd,y. The parameterized design
variables of the sub-structure and mooring lines along with the wind farm layout has been il-
lustrated in Figure 4.5 and Figure 4.6, respectively.

The variables for the design of the semi-submersible and mooring lines are the radius of the
outer column, Rout, the freeboard, Fr, the radial position of the outer columns, Roff , draft Dr,
the diameter and length of the mooring lines, Dmr and Lmr, the distance between the anchor
and the fairlead of the cable, Rmr and the relative fairlead height over the draft, Hmr,rel. The
initial length of the mooring lines, Lmr, used to initiate the optimization has been computed
as a function of the fairlead-anchor distance and the height of the fairlead using Equation 4.3.
The fairlead height, denoted by Hmr, depends on the water depth and the draft.

Lmr =
√
R2

mr +H2
mr +

Hmr

12
(4.3)

Figure 4.5: Design Variables of the Semi-submersible Substructure and the Mooring Cables

Furthermore, two design variables have been chosen for the wind farm layout: layout spacing,
Sp and the layout rotation or orientation, α. The layout spacing is the distance between two
wind turbines, which has been defined as a function of the anchor-fairlead distance, the outer
column radius of the semi-submersible and its radial position. For simplicity, this ensures that
the two turbines do not overlap on each other’s mooring systems. The constraint used for this
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purpose has been discussed in the next section. The layout orientation defines the alignment
of the layout as a whole with respect to the substation.

Figure 4.6: Design Variables of the Wind Farm Layout

The chosen design variables, along with their bounds have been tabulated in Table 4.1.
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Symbol Design Variables
Description Lower Bound Upper Bound

Rout
Outer column radius of the
Semi-Submersible [m] 3 10

Fr
Freeboard of the
Semi-submersible [m] 6 50

Dmr
Diameter of the
Mooring cable [m] 3.00E-02 2.25E-01

Lmr
Length of the
Mooring cable [m] 481.3 633.8

Rmr
Distance between the
Anchor and Fairlead [m] 3D 8D

Hmr,rel
Relative Fairlead height
over the Draft [-] _ _

Dr Draft [m] 12 45

Roff

Radial position of the
Semi-submersible
outer columns [m]

40 65

Sp Layout Spacing [m] 8.88D 13.88D

α Layout Rotation [◦] 0 360

Table 4.1: The Design Variables for the Optimization Problem

4.3.2. The Constraints
The constraints of the super-problem have been defined as follows:

1. Minimum Draft: This constraint, imposed at the super-problem level, ensures that the
draft of the semi-submersible is greater than or equal to the minimum required draft.
For the design to be feasible, the difference between the obtained and minimum draft
must be greater than or equal to 0, as expressed in Equation 4.4.

Dr −Drmin ≥ 0 (4.4)

2. Minimum Offset Radius: The minimum offset radius constraint ensures the outer column
of the semi-submersible does not overlap with the central column. The offset radius must
exceed the minimum value, defined as 1.1 · (Rcent +Rout), as shown in Equation 4.5.

Roffs ≥ Roffs,min (4.5)

3. Minimum Footprint: The minimum footprint constraint, defined in Equation 4.6, ensures
the distance between two turbines is at least twice the distance between the center of the
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semi-submersible and the anchor point, preventing overlap of the mooring systems.

dmax ≥ d (4.6)

Six geometric, stability, and structural constraints have been imposed for the sub-problem to
ensure a feasible design for the semi-submersible substructure.

1. Minimum Freeboard: This constraint ensures that the freeboard of the semi-submersible
is maintained at a value equal to or greater than the sum of two times the significant wave
height plus the increase in draft at the displaced equilibrium position. The mathematical
formulation for this constraint is shown in Equation 4.7.

Fr ≥ Frmin (4.7)

2. Minimum Mooring Characteristic Strength: This constraint ensures that the difference
between the mooring line characteristic strength (Mrstr) and the maximum tension at
the fairlead (TFr) in both the initial and displaced positions is greater than zero. It can
be mathematically expressed as shown in Equation 4.8.

Mrstr − TFr ≥ 0 (4.8)

3. Maximum Vertical Force at Fairlead: This constraint ensures that the vertical component
of tension at the fairlead remains below the tension that could lift the chain off the seabed.
If the vertical tension exceeds this limit, it would cause the load to act on the anchor,
leading to potential failure. The constraint is defined by Equation 4.9.

Tvmax ≥ Tv (4.9)

4. Maximum Surge Displacement: This constraint ensures that the surge displacement of
the floater remains within the specified maximum allowable limit, restricting the extent
of the horizontal distance the turbine can drift to. The constraint has been displayed in
Equation 4.10.

xmax ≥ x (4.10)

5. Maximum Pitch Displacement: This constraint limits the achieved heel angle in pitch to
ensure it remains below the maximum permissible heel angle. The constraint has been
represented by Equation 4.11.

θmax ≥ θ (4.11)

6. Failure Constraint: This constraint ensures the feasibility and convergence of the solution.
It is defined as the sum of all constraints, and its value must be less than or equal to zero.
If this value exceeds zero, it indicates that either the design is infeasible or the solution
has not converged. This constraint has been expressed in Equation 4.12.

Fail ≤ 0 (4.12)

4.3.3. The Objective Function
The primary objective of the optimization problem is to minimize the Levelized Cost of Energy
(LCoE) of a Floating Offshore Wind Farm (FOWF). The LCoE has been computed using
Equation 4.13, where CCapEx represents the life-cycle, discounted capital expenditure, which
includes the yearly production cost Cprd,y and installation costs Cins, and COpEx accounts for



4.3. Components of the Optimization Problem 45

the life-cycle, discounted operational and maintenance expenditure, CO&M associated with the
wind turbines and their substructure. The denominator represents life-cycle discounted energy
production, where r represents the discount rate.

LCoE =
CCapEx + COpEx

AEP/(1 + r)yr
(4.13)

The installation costs, Cins, are obtained from the Installation Analysis block, while the
operational and maintenance costs CO&M are derived from the O&M Analysis block. The
sub-problem focuses on minimizing the yearly production cost Cprd,y, which indirectly impacts
the overall LCoE of the wind farm and has been taken as an output from the Substructure
Analysis block. This cost includes the cost of the structure of the semi-submersible, the
ballast, and the mooring assembly including the cables.

Additionally, the Annual Energy Production (AEP), another key factor in LCoE calculation,
has been computed in the FarmAEP block, as defined in Section subsection 4.2.2.

4.3.4. Problem Formulation
The final optimization problem has been formulated as follows:

Minimize

LCoE (4.14)

With respect to
vi = [Rout, F r,Dmr, Lmr, Rmr,Hmr,rel, Dr,Roff , Sp, θ] (4.15)

Subject to
Dr −Drmin ≥ 0

Roff −Roffmin
≥ 0

dmax − d ≥ 0

Fr − Frmin ≥ 0

Mrstr − TFr ≥ 0

Tvmax − Tv ≥ 0

xmax − x ≥ 0

θmax − θ ≥ 0

Fail ≤ 0

(4.16)

The drivers for the optimization problem have been defined using Python’s ScipyOptimizer
package. The optimizer options have been as specified in Table 4.2.

S.No. Option Value
1. Optimizer COBYLA
2. Step Size 0.25
3. Tolerance 1e-2

4. Maximum number
of iterations 150

Table 4.2: Optimizer options for the Super Problem
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Choice of the Optimization Algorithm
Gradient-based algorithms are known to work well for continuous and smooth objective func-
tions, while gradient-free algorithms are often selected for discontinuous functions that have
multiple local optima [51]. The LCoE as a function of design variables, such as layout spacing
and orientation, can exhibit a multi-modal behavior. Additionally, due to the presence of in-
equality constraints, gradient-free methods are a more suitable choice for optimizing the LCoE.
As a result, the COBYLA (Constrained Optimization BY Linear Approximation) algorithm,
a gradient-free optimization technique, has been selected as the driver for both the main and
sub-problems in this optimization process.

4.4. Case Study: 42-turbine Floating Offshore Wind Farm
This section provides a summary of the case study for the wind farm optimized for Levelized
Cost of Energy (LCoE) minimization in this thesis. The case study considers a wind farm
consisting of 42 5 MW NREL wind turbines, each mounted on semi-submersible substructures.
The site’s wind conditions are derived from the ERA5 reanalysis database [53], which provides
hourly time series of wind speed and wind direction at a reference height of 100 meters.

Figure 4.7: Layout of the 42 turbine Floating Offshore Wind Farm

The wind farm layout, displayed in Figure 4.7, follows a gridded rectangular design, with 42
turbines arranged in seven rows and six columns. The layout has initially been oriented at 90◦,
pointing towards the north and the turbines have been initially spaced at 12.88 times the wind
turbine rotor diameter. The relevant turbine and site-specific parameters have been detailed
in Table 4.3 for reference.
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Parameter Value

Wind Turbine

Rated Power 5 MW
Rotor Diameter 126 m
Hub Height 90 m
Cut-in Wind Speed 3 m/s
Rated Wind Speed 11.4 m/s
Cut-out Wind Speed 25 m/s
Blade Chord 4.652 m
Blade Length 61.5 m

Site

Turbulence Intensity 0.1%
Water Depth 200 m
Sector Width 30◦

Wake Sampling Bin Size 5◦

Layout

No. of turbines 42
Spacing between the turbines 12.88D
Orientation of the Farm 90◦

Distance from substation 6D

Table 4.3: Wind turbine, Site, and Layout parameters for the Sample Wind Farm

These parameters, along with the properties of the semi-submersible platforms, mooring lines,
cables, and design variables and their bounds, have been defined in a separate input file for-
matted as a dictionary. This input file is called into the main file for the optimization process.

The wind rose for the selected wind farm site, as shown in Figure 4.8, provides a comprehensive
visualization of the wind distribution across various directions. A sector width of 30◦ has been
chosen, dividing the wind rose into 12 equal sectors. Each sector represents the frequency and
intensity of winds coming from that direction.

From the wind rose, it is evident that the dominant wind direction is from the southwest,
specifically around 210◦. This dominance in wind direction is critical for wind farm perfor-
mance, as it will influence the power generation of the turbines, especially those located in the
windward sectors. The figure also shows wind speeds categorized into different ranges, with
higher wind speeds indicated by the outer rings. Winds in the 5.2 to 15.6 m/s range are most
prevalent, though higher speeds are also seen in smaller occurrences.
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Figure 4.8: Wind Rose for the Wind Farm Site. Colors in the legend represent corresponding wind speed
bins.



5
Results and Discussions

This chapter presents and discusses the results of the optimization of the Floating Offshore
Wind Farm (FOWF), for two cases,

Case A: Neglecting floater displacements
Case B: Accounting for floater displacements

Initially, the outcomes of each case have been analyzed individually, followed by a comprehen-
sive comparison to evaluate the impact of incorporating static floater displacements for AEP
analysis on the optimization process and the resulting optimal values. Additionally, a post-
optimization analysis has been conducted on two critical design variables to assess whether the
identified optima represents the global minima within the solution space.

5.1. Floater Displacement Look-Up Tables
The tilt and surge static floater displacements for the FOWTs have been calculated based on
the approach outlined in Section 2.3. The reference values of the tilt and surge as a function of
wind speed were computed within the FloaterDOFs component of the optimization framework,
as described in Section 4.2.1. These values get updated with each iteration of the sub-problem
until the optimal sub-structure design is achieved which effectively minimizes the production
cost, Cprd,y. They are then passed to the FarmAEP block, where look-up tables are generated
which are used to compute the AEP of the FOWF accounting for floater displacements, as
discussed in Section 4.2.2. This constitutes one iteration of the super-problem, and the process
continues until the minimum LCoE is achieved. The tilt and surge look-up tables, displaying
tilt and surge as wind speed functions from the final iteration of the super-problem have been
displayed in Figure 5.1.

49
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Figure 5.1: Look-up Tables for a) Tilt and b) Surge at varying wind speeds.

5.2. Optimization Results
The optimization process was initiated through a primary file that defines the site conditions
and initializes the design variables along with their respective bounds. Following this, the
optimization problem and driver—both OpenMDAO components—were configured to set up
the optimization framework.

To ensure the objective function reaches the global minimum and avoids convergence to the
local minima, a multi-start approach was implemented. This method involved exploring the
design space using multiple starting points, with six distinct initial values assigned to each
design variable. Throughout this process, certain combinations of variables failed to converge
to optimal values, while others resulted in sub-optimal solutions. After careful evaluation, the
set of design variables that consistently produced the best objective function value was selected
for further analysis. This approach helped to increase the robustness of the optimization and
minimize the likelihood of sub-optimal results.

5.2.1. Case A: Neglecting Floater Displacements
The optimization process was initially executed for the fixed platform configuration, that is for
a FOWF with no degrees of freedom, to evaluate its performance under predefined conditions.
The objective was to minimize the Levelized Cost of Energy (LCoE) while satisfying design
constraints. The optimization process converged after 81 iterations, requiring approximately
47 minutes and 28 seconds to complete on a system equipped with an Intel Core i7-13620H
CPU processor, 16 GB of RAM, and a 1 TB SSD storage. The resulting performance metrics
of the optimization have been displayed in Table 5.1.

During the optimization, five constraints were identified as active—two in the super-problem
and three in the sub-problem. For the super-problem, the active constraints were the footprint
constraint, which ensures a minimum distance between turbines, and the draft constraint,
which mandates that the draft of the semi-submersible exceed a certain minimum value. In the
sub-problem, the active constraints were the freeboard constraint, which dictates the height
of the semi-submersible above the waterline, and the maximum allowable pitch and surge
displacements. These constraints therefore contribute to limiting the objective function to the
optimal value it achieves. While increasing the limits of these constraints could potentially
improve the objective function, it would render the design unfeasible.
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Metric Value
Time for convergence 47 min 28 sec
No. of Iterations 81
Total active constraints 5
No. of function evaluations for the super-problem 81
No. of function evaluations for the sub-problem (approx.) 3645
Average time per function evaluation of the super-problem 35 sec

Table 5.1: Optimization performance metrics for Case A

The initial and optimized values of the design variables for the fixed platform case have been
displayed in Table 5.2. All optimized values were found to fall within the prescribed bounds.

Design Variables Initial Value Optimal Value
Rout [m] 6 3.29
Fr [m] 20 12.912
Dmr [m] 0.08 0.072
Lmr [m] 796.26 711.41
Rmr [m] 6D 5.12D

Hmr, rel [-] 0.3 0
Dr [m] 24 16.14
Roff [m] 50 51.38
Sp [m] 12.88D 11.12D
α [◦] 90 179.81

Table 5.2: Optimal values of the Design Variables for the Case A

The optimal LCoE achieved for the fixed platform configuration is 86.89 e/MWh. The AEP
was calculated at 898.96 GWh, down from the initial 909.92 GWh, as determined by the
FarmAEP block. Additionally, the annual production cost of the substructure assembly, as
computed by the Substructure Analysis block, amounted to 6.25 Me. The optimized layout,
reveals a reduction in the turbine spacing from 12.88D to 11.12D, along with a rotation of the
overall layout by 179.81◦.

5.2.2. Case B: Accounting for Floater Displacements
The optimization of the FOWF, accounting for the floating turbine displacements, was executed
with the same initial values for the design variables as used in Case A. The optimization
process took about 4.5 hours to complete, with 77 function evaluations on a system equipped
with an Intel Core i7-13620H CPU processor, 16 GB of RAM, and a 1 TB SSD storage. The
performance metrics for this case have been tabulated in Table 5.3. For this case as well,
the same five constraints were active, while the other four remained inactive throughout the
optimization process.
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Metric Value
Time for convergence 4 hrs 8 mins
No. of Iterations 77
Total active constraints 5
No. of function evaluations for the super-problem 77
No. of function evaluations for the sub-problem (approx.) 3465
Average time per function evaluation of the super-problem 3 mins

Table 5.3: Optimization performance metrics for Case B

The optimal design variables obtained remained well within their defined bounds. The optimal
values for the design variables in the floating platform case have been presented in Table 5.4.
It can be observed that the optimal design variables for this case are largely similar to the
fixed platform case, with the exception of the layout orientation (θ). This distinction will be
further discussed in Section section 5.3.

Design Variables Initial Value Final Value
Rout [m] 6 3.28
Fr [m] 20 12.91
Dmr [m] 0.08 0.07
Lmr [m] 796.26 701.66
Rmr [m] 6D 5.04D
Hmr,rel [-] 0.3 0
Dr [m] 24 16.14
Roff [m] 50 51.45
Sp [m] 12.88D 10.95D
α [◦] 90 88.34

Table 5.4: Optimal values of the Design Variables for Case B

The Levelized Cost of Energy was optimized to 87.03 e/MWh for the floating platform case.
Achieving this minimum LCoE resulted from an AEP of 896.8 GWh. Additionally, the yearly
production cost of the substructure assembly was found to be 6.26 Me. This substructure cost
was found to be identical in both the cases, suggesting that the optimal semi-submersible size
remained the same.

5.3. Impact of Floater Displacements on the Optimization
The tilt and surge displacements of the substructure lead to a vertically upward deflection
as well as a downward shift in the wake profile, directly affecting the power production and,
consequently, the AEP of the floating offshore wind farm. Since the LCoE is dependent on
the AEP, changes in AEP will also have an influence on the LCoE. This section analyzes the
impact of incorporating floater motions on both the AEP and LCoE, in conjunction with the
optimization of the substructure and wind farm layout.

The analysis begins by examining the effects of static floater displacements on the design
variables, and the objective function. This is followed by a post-optimization analysis, which
evaluates how the objective function responds to varying individual design variables while
keeping others fixed at their optimal values. The findings have been contrasted between Case



5.3. Impact of Floater Displacements on the Optimization 53

A and Case B to highlight the differences.

5.3.1. Design Variables
The convergence history of the design variables related to the layout optimization, namely
layout orientation (Figure 5.2a) and layout spacing (Figure 5.2b) have been displayed in Fig-
ure 5.2. The convergence histories of the key substructure and mooring lines-related design
variables have been reported in Appendix A.
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Figure 5.2: Convergence History of Wind farm layout Design Variables (DV) per iteration.

Notably, the layout orientation converges to significantly different values between the two cases,
with a difference of nearly 90◦. This variation has been attributed to the multi-modal nature
of the objective function, as will be discussed in Section 5.4. In contrast, the layout spacing
converges to similar optimal values for both cases.

In addition to converging to distinct values, the evolution of the design variables throughout
the optimization process varies notably between the two configurations, as depicted in the
figures. This divergence begins around the 15th iteration, and is driven due to the changes in
the objective function due to the tilt and surge displacements, that affects the steps taken by
the optimization algorithm, to obtain the minimum from that point. While this effect is less
pronounced for the other design variables, it has a significant impact on the layout spacing and
orientation, leading to changes in the AEP compared to the fixed platform case. Consequently,
this variation influences the objective function over the course of the optimization.

5.3.2. Annual Energy Production (AEP)
This section examines the impact of incorporating floater displacements into the optimization
framework on the AEP of the 42-turbine wind farm. The optimal AEP values for the wind farm
which will lead to the minimization of the LCoE, for both Case A and Case B configurations,
corresponding to the respective layout spacing, have been presented in Figure 5.3.
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Figure 5.3: Comparison of optimal AEP at the optimal layout spacings for the floating and fixed platform
cases.

As anticipated, the difference between the AEP values for the two cases is relatively minor,
around 0.25%. This is largely due to the static nature of the substructure motions considered
in this analysis. The AEP values reported here are based on an inter-turbine spacing of 11.12D
for Case A, where the floater displacements are neglected and 10.96D for Case B, where the
floater displacements are accounted for. The causes and implications of these differences have
been discussed in the following subsections.

Effect of the Layout Design Variables on the AEP
This section presents a pre-optimization analysis to examine the sensitivity of the AEP to the
layout-specific design variables: layout spacing and layout orientation. The analysis compares
the impact of these variables on the AEP for both Case A and Case B configurations.

In Figure 5.4, the relation between the AEP and the distance between turbines can be observed
for both the cases considering wind from the westward direction (270◦), which is also close to
the dominant wind direction for this site, and a freestream wind speed of 11 m/s, which is close
to the turbines’ rated wind speed. In the plot, the layout spacing is specified on the x-axis in
terms of the rotor diameter of the wind turbine.
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Figure 5.4: Comparison of AEP at different Layout Spacings for the Floating platform case vs the Fixed
platform case.

It can be observed that as the distance between the turbines increases, the AEP also increases
for both the cases at this wind speed and direction. Initially, the AEP of the FOWF for Case A
is lower than that for Case B up to a spacing of approximately 9D. Beyond this point, however,
the Case A AEP surpasses Case B AEP. This shift can be attributed to the fact that the tilt
and surge displacements are primarily dependent on the magnitude of thrust experienced by
a turbine rotor. In other words, the power generated by a turbine in the Case B configuration
is directly influenced by the local effective wind speed, WSeff at the turbine.

In a fixed-bottom wind farm (Case A), the wake from an upstream turbine remains directly
aligned with the downstream turbine (at a wind direction of 270◦), as the turbine is not allowed
to move in any degrees of freedom. This results in a reduction in wind speed for the downstream
turbine due to being placed in the wake deficit, directly affecting its power output. As the
spacing between turbines increases, the downstream turbine experiences less wake interference,
allowing it to operate close to the freestream conditions. Since the wind speeds without wake
interference will be higher, the power produced will be higher, below rated conditions. Above
rated wind speeds, the power production remains constant with increase in wind speed.

In contrast, for a floating wind farm (Case B), the wind turbines will tilt and surge under
the action of thrust. These displacements, specifically tilt, cause the wake to deflect vertically,
reducing its influence on the downstream turbine. Therefore, for smaller turbine spacing (up
to 9D in this case), the Case B wind turbines benefit from this wake deflection and produce
higher AEP than Case A wind turbines. However, as the spacing increases further, the turbine
moves out of the wake, and the Case A turbines surpass the advantage Case B turbines had
from the deflected wake.

The relationship between tilt angles and WSeff as a function of freestream wind speed for both
an upstream turbine (in the first column) and a downstream turbine (in the second column)
has been depicted in Figure 5.5. The effective wind speed for the upstream turbine exhibits
a nearly linear correlation with the freestream wind speed. Conversely, for the downstream
turbine, the effective wind speed experiences a slight reduction near the rated wind speed. This
outcome aligns with expectations, as the downstream turbine is affected by the wake generated
by the upstream turbine, resulting in a diminished wind speed due to the wake deficit. The
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corresponding impact of this phenomenon is also reflected in the tilt angles of both turbines.
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Figure 5.5: Tilt and Effective Wind Speed (WSeff ) variation with the Freestream Wind Speed.

A similar explanation applies to the sensitivity analysis of the AEP with respect to changes in
layout orientation at a constant spacing of 7.5D, as presented in Figure 5.6. Only wind farm
orientations from 0◦ to 90◦ have been displayed here, as the AEP values for the remaining
orientations will have mirrored (90◦ to 180◦ quadrant) or symmetrical (180◦ to 270◦ quadrant)
values. At this layout spacing, the Case B wind farm consistently achieves higher AEP than
the Case A configuration, independent of the layout orientation. However, the AEP values
vary depending on the specific layout orientation of the wind farm.

Figure 5.6: Comparison of AEP at different Layout Orientations for Case A vs Case B.

The lowest AEP has been observed when the farm is oriented at 30◦, while the highest AEP
occurs at 90◦. This is because, at 30◦, the downstream turbines are consistently positioned
in the wake of the upstream turbines, regardless of the wind direction. Conversely, in the 90◦
orientation, there are wind directions where all downstream turbines experience freestream
conditions, leading to higher AEP.
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The effect of different wind directions on power gain for Case B relative to Case A at a specific
wind farm orientation, 90◦ in this case, has been illustrated in Figure 5.7. In this figure, the
y-axis represents normalized power, which has been defined as the ratio of the power generated
by Case B to that produced by Case A. The normalized power has been plotted against the
wind direction at a wind speed of 11 m/s, close to the rated wind speed for the turbine. A
normalized power value greater than 1 indicates that the Case B configuration generates more
power than the Case A configuration under the given wind conditions.

Figure 5.7: Normalized Power (Ratio of overall Wind Farm powers from Case B by Case A) vs Wind
Direction.

The power gain for the floating platform configuration is most pronounced at wind directions
of 0°, 90°, 180°, and 270°. This is because, at these angles, the downstream turbines are di-
rectly aligned with the wake of the upstream turbines. This can be visualized in Figure 5.8d,
for the 270◦ wind direction, where the wind farm is aligned directly with the wind direction
(the wake alignment is similar for 0◦, 90◦ and 180◦ as shown in Appendix B). In the Case B
configuration, floater displacements enable wake deflection, which mitigates the wake effect on
downstream turbines, resulting in higher power generation compared to the Case A configura-
tion. Consequently, Case B demonstrates a clear advantage in power output at these specific
wind directions.

A similar benefit can be observed at wind directions of 45°, 135°, 225°, and 315°, although
the power output for the Case B wind farm tends to decrease at other wind directions, the
power gin being the lowest at 10◦, 30◦ and 60◦, and directions symmetrical to these. To better
understand the wake profile at these wind directions, flow maps have been provided for the
top view, in Figure 5.8a, Figure 5.8b and Figure 5.8c, respectively.

The lowest power generation from Figure 5.7 has been observed for the wind coming from 10◦.
For this wind direction (Figure 5.8a), none of the turbine rotors come in contact with the wake
of the upstream turbines. Since all the turbines are facing the freestream wind speed, which is
close to the rated wind speed here, the farm in the Case A configuration will produce close to
the rated power, while at the same time, the farm in the Case B configuration will be at their
maximum tilt, thus producing very low power. The power output at other wind directions can
be similarly explained by the extent to which the rotor is submerged in the wake.
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(b) WD = 30◦

1000 0 1000 2000 3000 4000 5000 6000
x [m]

1000

0

1000

2000

3000

4000

5000

6000

y 
[m

]

0 1 2 3 4 5

6 7 8 9 10 11

12 13 14 15 16 17

18 19 20 21 22 23

24 25 26 27 28 29

30 31 32 33 34 35

36 37 38 39 40 41

NREL 5MW WT

1.5

0.0

1.5

3.0

4.5

6.0

7.5

9.0

10.5

12.0

W
in

d 
Sp

ee
d 

[m
/s

]

(c) WD = 60◦

1000 0 1000 2000 3000 4000 5000 6000
x [m]

1000

0

1000

2000

3000

4000

5000

6000

y 
[m

]

0 1 2 3 4 5

6 7 8 9 10 11

12 13 14 15 16 17

18 19 20 21 22 23

24 25 26 27 28 29

30 31 32 33 34 35

36 37 38 39 40 41

NREL 5MW WT

1.5

0.0

1.5

3.0

4.5

6.0

7.5

9.0

10.5

12.0

W
in

d 
Sp

ee
d 

[m
/s

]

(d) WD = 270◦

Figure 5.8: Top view of the wind farm layout displaying the wake profile at four different wind directions.

5.3.3. Levelized Cost of Energy (LCoE)
The convergence history of the objective function has been depicted in Figure 5.9a, with Case A
(neglecting floater displacements) represented in blue and Case B (considering floater displace-
ments) represented in orange. The plot reveals that convergence occurs in the final iterations,
though the solution does not fully stabilize. To determine whether further iterations improve
the solution, the tolerance limit of the fixed platform case was reduced to 1e-4. Although this
adjustment resulted in the stabilization of the solution, as shown in Figure 5.9b, the Levelized
Cost of Energy (LCoE) obtained remained almost identical to the previous value, differing by
only 0.001 e/MWh, approximately. However, the computational time required increased by
around four times compared to the convergence time with a tolerance of 1e-2. As the accuracy
of the results remained nearly unchanged, a tolerance of 1e-2 was deemed sufficient for this
analysis.

The Levelized Cost of Energy (LCoE) converges to nearly identical values for both cases,
although differences in how the LCoE evolves throughout the optimization process can be
observed. Notably, around the 25th iteration, the LCoE temporarily falls below the final
optimal value. However, these lower values have not been considered optimal as the model
violates certain constraints in this region, particularly the minimum draft constraint, as shown
in the constraint convergence history plots in Figure A.2b in Appendix A.
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Figure 5.9: Convergence history of the Objective Function for different Tolerance Values.

The final optimized LCoE values have been presented in Figure 5.10, along with the percentage
contributions from the production cost (Cprd,y), the installation cost (Cins), and operation and
maintenance costs (CO&M ). Given that both the capital expenditure (CapEX) and operational
expenditure (OpEX) remain almost unchanged across the two configurations, the observed
differences in LCoE primarily stem from variations in AEP, which are influenced by the floater
motions.

The analysis suggests that the optimizer slightly underestimates the minimized LCoE when
floater displacements are not taken into account, with a difference of approximately 0.162
e/MWh between the two scenarios.
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Figure 5.10: Comparison of the LCoE, corresponding to the AEP between the two Cases.
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5.4. Post Optimization Analysis
This section provides an analysis of the optimal LCoE values obtained through optimization,
with a focus on understanding their relationship to layout spacing and orientation. As estab-
lished earlier, the difference in LCoE between the two cases is primarily driven by variations
in AEP, which is largely influenced by the layout design rather than the size and design of the
semi-submersible platform. Therefore, it is important to assess the impact of these two design
variables in isolation.

Two setups were considered for this analysis. In the first, the layout spacing was varied
within its bounds while keeping all other design variables fixed at their optimal values. In
the second setup, the layout orientation was varied from 0◦ to 180◦, with the other variables
again held constant at their optimal values. The resulting LCoE and corresponding AEP for
both scenarios have been presented in Figure 5.11 and Figure 5.12, respectively.

Layout Spacing
Figure 5.11 illustrates the variation in LCoE with respect to layout spacing while keeping the
other design variables constant at their optimal values. The identified minimum LCoE and its
corresponding layout spacing have been highlighted in red. It is noticeable that these points do
not coincide with the global minimum of the objective function, which occurs at approximately
10.2D for Case A and 9.2D for Case B. This is because if the optimizer converges to these values
of layout spacings, it will be violating the constraint of minimum distance between the turbines
which has been defined as twice the sum of the anchor-fairlead distance, the offset, and the
outer column radius of the semi-submersible. This region, termed as the infeasible region has
been demarcated by the dashed lines in the plot, blue corresponding to the undisplaced floater
case and orange corresponding to the displaced floater case. The zone extends up to about
11.10D for Case A and 10.95D for Case B.

The actual optimal layout spacings have been found at 11.12D and 10.96D for the undisplaced
floater case (Case A) and the displaced floater case (Case B), respectively. Therefore, since
the feasible region itself begins right before these points, the obtained LCoE values can be
considered the global minima for both the cases.
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Figure 5.11: LCoE at varying Layout Spacings, with other design variables at their optimal. The blue
dashed line demarcates the boundary between the feasible and infeasible regions for the Undisplaced floater

case (Case A), while the orange dashed line demarcates the boundary for the Displaced floater case (Case B).

Layout Orientation
This section presents a similar analysis of LCoE with respect to layout orientation. Unlike
the case of layout spacing, no constraints are violated in the analysis of LCoE versus layout
orientation, and thus the obtained minima appear to be optimal. The plot shown in Figure 5.12
highlights the minima, marked in red, which were derived from the optimization process. A
notable difference can be observed between the optimal layout orientations for the Case A
and Case B wind farm configurations. This is due to the multi-modal nature of LCoE with
respect to layout orientation. While the optimization successfully reaches the global minimum
for Case B, it converges to a local minimum for Case A. However, since the difference between
the global minimum and the obtained local minimum is minimal, extending to two decimal
places, the local minimum is considered acceptable for the purpose of comparing the results
obtained by neglecting the displacement of the wind turbine during the optimization of the
wind farm.
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Figure 5.12: LCoE for the Undisplaced (Case A) and the Displaced (Case B) floater cases at varying Layout
Orientations, with the other deign variables at their optimal.

5.5. Water Depth Analysis
The results presented thus far have been computed at a water depth of 200 meters. However,
water depth can influence the optimization outcomes, as well as the differences observed be-
tween cases that account for or neglect floater displacements. This is primarily due to the
dependency of the mooring line tether length on water depth, with greater depths requiring
longer tethers, which in turn increases mooring costs [54]. The tether length also contributes
to the surge, heave, pitch, and yaw responses of the floating substructure, which directly affect
wake dynamics and consequently the power production of the turbine. Additionally, changes
in water depth impact the allowable displacement of the floater. Shallower waters often neces-
sitate shorter but heavier mooring chains due to stricter displacement limits, while in deeper
waters, the mass of the catenary mooring lines increases with the longer chains required to
accommodate greater depths.

This section provides an analysis of the observed variations in the water depth in the obtained
results, for both Case A (neglecting displacement) and Case B (accounting for displacement),
at two different water depths. A water depth of 100m has been selected for this purpose and
compared with the originally chosen 200m water depth cases. The optimal values of the LCoE
and the AEP for both water depths and the AEP computation cases (Case A and Case B)
have been displayed in Figure 5.13a and Figure 5.13b, respectively.
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Figure 5.13: LCoE and AEP comparisons for floater cases the Case A (Neglecting floater displacement) and
Case B (Accounting for floater displacement) at Water Depths 100m (shown in teal) and 200m (shown in blue).

The Levelized Cost of Energy (LCoE) for the 100m water depth case is significantly lower
than for the 200m water depth case, both when floater displacements are considered and when
they are neglected, as depicted in Figure 5.13a. Specifically, a reduction of approximately 2%
is observed in Case A and about 1.5% in Case B, relative to the 200m case. On the other
hand, the AEP exhibits an opposite trend, since it is inversely related to LCoE, as shown in
Figure 5.13b. The AEP for the 100m case shows an increase of around 0.47% in Case A and
0.63% in Case B. However, the percentage increase in LCoE is less than the percentage decrease
in AEP. This is because the mooring line lengths and types are also affected due to change
in water depths, which leads to a change in the capital expenditure costs(CapEX), ultimately
leading to an additional increase in the LCoE.



6
Conclusions and Recommendations

6.1. Conclusion
Floating offshore wind energy represents a rapidly evolving and innovative sector within the
renewable energy industry. It offers the capability to exploit stronger and more stable wind re-
sources found in deep-water regions, where conventional bottom-fixed turbines are not feasible.
By expanding into these deeper ocean areas, floating wind technology unlocks access to vast,
previously untapped wind resources, potentially making a substantial contribution to global re-
newable energy goals. However, despite its promise, the development of floating offshore wind
farms faces several challenges, particularly due to the high Levelized Cost of Energy (LCoE).
The emergence of multidisciplinary optimization frameworks represents a step forward in re-
ducing LCoE, by allowing trade-offs between various subsystems of Floating Offshore Wind
Turbines (FOWTs), in an attempt to make the technology more economically competitive with
other renewable sources.

One of the major barriers in this process is the limited understanding of the impact of the
displacements of the floating platform on energy yield and, ultimately, on the LCoE of the
wind farm. This knowledge gap hampers efforts to identify the optimal wind farm design that
minimizes LCoE while accounting for the flexibility of floating substructures to displace in six
DOFs.

This thesis addressed this gap by exploring the effects of incorporating the static equilibrium
displacements of the floater in two key degrees of freedom—tilt and surge—into the opti-
mization framework, WINDOW. The study compares two scenarios: Case A, where floater
displacements are neglected, and Case B, where floater displacements are accounted for. A
method was developed to incorporate these two degrees of freedom into the wake modeling of
FOWFs using the PyWake framework. This enhanced wake model was then integrated into
the WINDOW FOWF optimization framework.

The results of this thesis show that the observed differences in AEP, LCoE and the layout
design between the two cases were relatively minor. Moreover, the time required for the solver
to converge to the optimal values varied significantly between the two cases, with Case A
converging in approximately 50 minutes, whereas Case B requiring about 4 hours to reach the
minimum. This can be attributed to the additional computational effort needed to account for
the floater displacements, which necessitated repeatedly calling the PyWake solver for every
wind direction and wind speed until the tilt and surge values converged for each turbine. Each
AEP evaluation took about 3 minutes, significantly extending the overall computational time
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taken for approximately 80 iterations. Given this, it can be inferred that the inclusion of static
equilibrium displacements of the substructure could be omitted when optimizing larger wind
farms, as it adds substantial computational costs without significantly affecting the results.

The key findings corresponding to the research questions posed have been summarized as
follows:

• RQ 1: What strategy can be employed to adapt PyWake for modeling static equilibrium
displacements of the floating wind turbine, specifically in the tilt and surge DOFs?

In this thesis, the static tilt displacement of the substructure has been defined as the
rotation of the wind turbine rotor in the positive or negative pitch direction along the
transverse axis. The surge motion, conversely, refers to the displacement of the wind
turbine structure along the x-axis, in the downwind direction. An iterative methodology
was developed to account for the steady-state impact of these displacements on the wake
profile and, consequently, the AEP of FOWFs, using the PyWake framework.

The process began by providing an initial estimate of the floater displacements to PyWake,
according to the freestream wind speed, which then calculates the effective wind speed
based on these estimates. This effective wind speed was subsequently used to compute
the corresponding floater displacements using reference tables, where tilt and surge were
expressed as functions of wind speed. This iterative loop continues until convergence,
i.e., when the tilt and surge values from successive iterations matched. Once convergence
was achieved, the final power output and AEP of the wind farm were computed.

Therefore, while the floater displacements were not directly integrated into PyWake, the
framework was effectively adapted to model the wake of FOWTs with two degrees of
freedom, using the iterative approach outlined above. The accuracy and functionality
of this approach were verified against results from published research, where they were
found to be generally in agreement with previous findings.

• RQ2: What are the observable variances in the computed AEP for FOWTs when account-
ing for or neglecting floating turbine displacements, and what are the primary causes of
these deviations?

The wake of FOWTs with floater displacements exhibits vertical upward deflection, in-
duced by the turbine heeling backward in the wind direction and horizontal downwind
displacement, due to the turbine surging in the downstream direction. Flow maps reveal
that deflection due to tilt causes the downstream turbine to encounter a different wind
speed profile depending on where the wake interacts with the rotor, as opposed to the
wind speed it would experience due to the undeflected wake profile in the absence of tilt.
In contrast, the surge motion of the floater did not significantly alter the wake profile.
However, subtle changes in turbine spacing were observed, where the downstream turbine
could be positioned either closer to or further from the upstream turbine depending on
the direction of the surge, thereby experiencing varying wind speeds from the wake.

For the verification case studies, an overall energy gain of approximately 2.85% was
observed for a wind farm consisting of three turbines aligned in a row, while a reduction
in AEP of around 0.5% was found for a farm with four turbines positioned at the corners
of a rectangle. Furthermore, for the case study with 42 wind turbines, positioned in 7
rows and 6 columns, the AEP of Case A (neglecting floater displacements) was found
to be about 2.2 GWh higher than that of Case B (accounting for floater displacements),
which corresponds to about 0.25% decrease in the AEP for Case B.
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The discrepancies in the AEP observed arise from the effect the wake of an upstream
turbine has on the downstream turbine when neglecting or considering floater displace-
ments. For Case A, the wake remains undeflected, which leads to the upstream turbine
producing higher power as compared to the upstream turbine of Case B. However, the
wake for Case B is deflected which leads to the downstream turbine producing higher
power as compared to the downstream turbine of Case A. The increase or decrease of
the AEP is also dependent on the spacing between two turbines in the layout as shown
in Figure 5.4. For lower layout spacings (upto about 9D), as shown in the figure, Case B
wind farm produces higher AEP than Case A wind farm, which surpasses as the distance
between the turbines increases further. This is because the downstream turbines of Case
B experience the advantage of the deflected wake which diminishes as the distance be-
tween the turbines increases. Since a tilted rotor produces lower power than a non-tilted
rotor, Case B FOWF produces lower AEP as compared to Case A FOWF.

• RQ3: What are the differences in the optimal wind farm configuration obtained when
accounting for static tilt and surge vs not accounting for it?

Since floating turbine displacements were already integrated into the other components
of the optimization framework, except for the AEP analysis block, the most significant
changes in the optimization results emerged from the impact on AEP due to the inclusion
of these floater displacements. The layout design variables were primarily affected, as
the AEP now provided values that led to an optimal Levelized Cost of Energy (LCoE)
at different turbine spacing compared to the results obtained without considering floater
displacements.

For the Case A Floating Offshore Wind Farm (FOWF), the optimal layout was oriented
at approximately 179.81◦ in the Cartesian plane, with a turbine spacing of about 11.12
times the rotor diameter. In contrast, for the Case B FOWF, accounting for two DOFs
(tilt and surge), the optimal layout shifted to an orientation of 88.34◦, with a turbine
spacing of 10.95 times the rotor diameter, which is a 1.5% reduction from Case A. Other
than that, the majority of the other design variables and the constraints were found to
only minutely shift from their original values. The evolution of the parameters during
the optimization process through the iterations was also found to be different for both
cases.

• RQ4: How does the incorporation of static floater displacements in the optimization
framework impact the LCoE of the wind farm?

The higher-level goal of this thesis was to understand the effects of integrating floater
displacements within the optimization framework aimed at minimizing the Levelized Cost
of Energy (LCoE). This was achieved by modifying the AEP analysis module and adding
a block in the framework to compute reference floater displacement values, corresponding
to the freestream wind speed.

The LCoE for a FOWF with a floater having two DOFs (Case B) was calculated to be
87.03 e/MWh, which was approximately 0.162 e/MWh lower than that for a FOWF
with a zero DOF floater (Case A). The difference is modest because it is primarily a
consequence of the minor variation observed in the AEP, while other LCoE components—
such as annual production, installation, and operation and maintenance costs—undergo
very minute changes.
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6.2. Future Recommendations
During the course of this thesis, several potential research directions have been identified that
could extend and build upon the work presented here. Some of these areas could have been
explored further if more time had been available. These recommendations are outlined as
follows:

Validation
While the proposed FOWF wake model has been verified against existing research, a more
comprehensive validation should be conducted using established computational wake mod-
eling solvers such as FAST.Farm, DWM, and SOWFA. This would determine whether the
low-fidelity PyWake-based solver can produce results comparable to other medium- and high-
fidelity solvers. Additionally, experimental validation should be pursued to align the model
with real-world data, further strengthening its applicability.

Time taken for the simulation
As discussed, the computation time for a single round of AEP calculations for a floating offshore
wind farm is relatively long, even for a low-fidelity solver. Reducing the simulation time would
significantly enhance the computational efficiency of this solver, leading to lower computational
costs and making the approach more practical for larger-scale optimizations.

Wind Farm Layout Design
In this thesis, a rectangular grid-based wind farm layout with 6 turbines per row and 7 per
column has been simulated. The analysis revealed that accounting for floater displacements
resulted in higher power production when a multi-column wind farm layout, with more number
of columns than rows in the prevailing wind direction, was considered. If this observation holds
true in high-fidelity simulations and real-world applications, it could present a strong upside for
of floating offshore wind farms (FOWFs). This approach has the potential to enhance power
output compared to fixed-bottom farms. Future research should investigate this hypothesis by
testing various layout configurations, as this could provide significant advantages to the FOWF
industry.

Additionally, the current optimization framework is constrained to gridded layouts. Expanding
this capability to support non-uniform layouts would allow for the optimization of real-world
wind farm layouts, offering a more flexible and practical tool for the industry. This would
provide an alternative representation of wind farm configurations and enable more precise
optimization, potentially leading to further gains in energy efficiency and cost-effectiveness for
practical wind farm layouts.

Incorporation of Dynamic Motions
This thesis focused on the static equilibrium displacement of floating wind turbines. Future
work should focus on incorporating dynamic motions into low-fidelity wake models, as real-
world turbines do not remain in displaced positions but move back and forth in the six degrees
of freedom. This introduces enhanced wake meandering and interaction of the turbine with its
own wake, which can lead to additional losses. Accurately estimating these losses could result
in better micro-siting of wind turbines in the wind farm. While high-fidelity solvers account
for such dynamics, integrating dynamic motions into low-fidelity solvers would allow for faster
optimizations and the ability to simulate a wider range of scenarios. Additionally, this thesis
only considered two degrees of freedom, tilt, and surge, which were found to have the most
significant impact on wake behavior. Future research should explore the inclusion of other
degrees of freedom, such as heave and yaw, as they may introduce further wake deflections and
impact energy production estimates.
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A
Appendix A: Convergence History of the

Design Variables and Constraints

Design Variables
The convergence history of some other design variables related to mooring lines and the sub-
structure have been displayed in Figure A.1 for the two cases, Case A (neglecting floater
displacements), and Case B (accounting for floater displacements).
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Figure A.1: Convergence history of Substructure and Mooring Design Variables (DV) per iteration
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Constraints
The constraints handled by the super-problem: the minimum offset radius constraint, the min-
imum draft constraint, and the minimum distance between the turbines (footprint constraint),
have been discussed in this section. The covergence history of the three constraints have been
displayed in Figure A.2. These constraints were satisfied at very similar values for both Case
A and Case B. The minimum draft and minimum turbine distance were found to be active,
meaning that the optimal condition was found when these values were at there minimum.
Meanwhile, the offset radius constraint which has been imposed to make sure the design of the
substructure of the turbine is practical seems to converge at a much higher value for both the
cases, thus remaining inactive throughout the optimization process.
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Appendix B: Flow Maps

The visualization of the flow field at other key wind directions has been displayed in this section.
The flow maps shown in Figure B.1 pertain to a wind farm oriented at 270◦, at four different
wind directions: 0◦, 45◦, 90◦, 180◦.
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(b) WD = 45◦
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(c) WD = 90◦
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Figure B.1: Top view of the wind farm layout displaying the wake profile at four wind directions
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At 90◦, depicted in Figure B.1c, the freestream conditions are being faced by seven turbines.
As a result, for Case B, these seven turbines will undergo high tilt (uptil rated wind conditions)
and produce lower power as compared to Case A. Consequently, Case A power for these seven
upstream turbines will be higher than Case B power for these turbines. However, for the
downstream turbines, which are directly aligned with the wake of the upstream turbines, the
wake deflection in Case B allows these turbines to generate more power than in Case A, where
they are fully immersed in the wake.

In contrast, at 0◦ and 180◦ wind directions, depicted in Figure B.1a and Figure B.1d, respec-
tively, six turbines are exposed to freestream conditions. These turbines produce more power
than at 90◦, but still less than in Case A, where floater displacements are neglected. Overall,
for these wind directions, Case A generates less power than Case B for the entire wind farm.

However, Figure 5.7 shows that the relative power gained by the FOWTs when accounting for
floater displacements (Case B) at 0◦ as well as 180◦ is slightly lower than that generated at 90◦.
Therefore, the difference between Case A and Case B power of 90◦ wind direction is slightly
higher than this difference for both 0◦ and 180◦ cases. At 45◦, this difference is even lower, but
the Case B turbines still produce slightly higher power than Case A turbines. This is because,
despite more turbines facing freestream conditions, the alignment of the downstream turbines
with the wake still benefits the Case B farm due to the wake deflection.
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