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Stereo-consistent screen-space ambient occlusion
PEITENG SHI, Delft University of Technology, the Netherlands and National University of Defense
Technology, China
MARKUS BILLETER, University of Leeds, United Kingdom
ELMAR EISEMANN, Delft University of Technology, the Netherlands
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Fig. 1. Monoscopic HBAO+ generates inconsistent stereo images (left). Our stereo HBAO+ (middle) reduces
the inconsistency errors close to that of a geometry-based pre-computed reference solution (right). Please
view the images zoomed-in with anaglyph glasses. Inconsistency errors (5 × magnification), as defined in our
evaluation, are shown as insets in the bottom right. The model is from the Sea House scene by Alena Shek.
The model is licensed under CC BY 4.0 .

Screen-space ambient occlusion (SSAO) shows high efficiency and is widely used in real-time 3D applications.
However, using SSAO algorithms in stereo rendering can lead to inconsistencies due to the differences in
the screen-space information captured by the left and right eye. This will affect the perception of the scene
and may be a source of viewer discomfort. In this paper, we show that the raw obscurance estimation part
and subsequent filtering are both sources of inconsistencies. We developed a screen-space method involving
both views in conjunction, leading to a stereo-aware raw obscurance estimation method and a stereo-aware
bilateral filter. The results show that our method reduces stereo inconsistencies to a level comparable to
geometry-based AO solutions, while maintaining the performance benefits of a screen-space approach.

CCS Concepts: • Computing methodologies → Rendering; Rasterization.
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1 INTRODUCTION
With the increasing presence of Virtual Reality (VR) headsets in the market, stereo content is
becoming popular and receives much attention. Efficient graphics algorithms to synthesize high-
quality imagery play a key role in providing an immersive experience. Ambient occlusion (AO)
is one of them, which is an illumination effect that can be used to render high-quality images.
However, computing AO using geometry is very expensive. Hence, much research investigates
real-time AO in screen space.

While geometry-based AO is view-independent, fast screen-space methods are not. The reason
is that the captured scene geometry in screen space might vary between different camera views. In
consequence, screen-space AO (SSAO) methods can introduce an inconsistency between stereo
image pairs, leading to a potential source of discomfort, which can also interfere with depth
perception [Akenine-Möller et al. 2018; Bukenberger et al. 2018; Gong et al. 2018; Kooi and Toet
2004]. Extending SSAO to stereo is an important goal to ensure an immersive experience.

In this paper, we reveal two major sources for inconsistencies of conventional SSAO algorithms,
which relate to the raw obscurance estimation and the bilateral filter pass. Our main contribution is
to make both of these steps stereo-aware. We achieve this goal by allowing a given pixel to access
screen-space geometry in both views simultaneously. Figure 1 presents one example showing that
our method reduces the inconsistency errors of the monoscopic SSAO to a level that approaches
the quality of geometry-based AO.

2 RELATED RESEARCH
Ambient occlusion encodes how ambient illumination arrives at a point that is locally blocked by
nearby objects [Zhukov et al. 1998]. AO can hereby greatly enhance the realism of a scene [Mattausch
et al. 2010]. As indicated, there are twomajor choices for the computation space: geometry-based and
screen space-based methods [McGuire et al. 2011]. In this paper, we will mainly focus on real-time
rendering, the interested reader is referred to an overview of additional AO research [Akenine-
Möller et al. 2018].

In order to achieve real-time performance in geometry-based AO computation, a spatial hashing
data structure [Gautron 2020] can speed up the computation of ray-traced AO. The concept of
occlusion volumes [McGuire 2010] is similar to shadow volumes [Crow 1977] but occluders influence
their surrounding, reaching the quality similar to ray-traced AO. The method still suffers from
over-draw, since the occlusion volume of each polygon has to be rasterized. Computing AO based
on a scene’s source geometry ensures that the AO results are independent of camera views, thus
consistent in stereo images. However, the performance of the previous AO algorithms highly
depends on the scene’s complexity (e.g., the number of triangles). Further, the performance of
geometry-based AO algorithms is usually much lower than screen-space alternatives [Vermeer
et al. 2021].

Screen-space AO uses the depth map (and sometimes also the normal map) as an approximation
of the scene geometry. AO computations then only depend on the resolution of the rendered
images instead of the geometric scene complexity [Mittring 2007; Shanmugam and Arikan 2007].
The original SSAO approach [Mittring 2007] generates 3D random samples in a hemisphere to
evaluate the obscurance for a certain point in an image. VAO [Loos and Sloan 2010] replaces the 3D
samples of the original SSAO into line samples to reduce the required number of random samples.
Bavoil [Bavoil et al. 2008] presented Horizon-Based AO algorithm (HBAO), which estimates the
maximum horizon angle exploring several directions. McGuire [McGuire et al. 2011] proposed
Alchemy Ambient Obscurance (Alchemy AO), which takes the horizon angle and distance of the
samples from the shaded point into account. HBAO+ [NVIDIA 2016] generates 2D random samples
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Fig. 2. Screen-space differences between the left eye and the right eye. Purple pixels are only visible to one
eye. (a): Some surfaces are only visible for one eye due to occlusions of other surfaces. (b): One camera may
only see limited parts of a surface when the surface is inclined towards an eye. The yellow point represents a
shaded point that is visible in both views. The surrounding screen-space scene geometry of the shaded point
is different (highlighted region in (a) and (b)). The Robot cat scene is modified from the Junk Shop scene
(the electronic version contains hyperlinks to the models). This Blender demo scene is made by Alex Treviño
and licensed under CC BY .

like HBAO but uses the same raw obscurance estimator as Alchemy AO. The implementation
details of HBAO+ are also summarized by Vermeer et al. [Vermeer et al. 2021]. Jorge et al. [Jiménez
et al. 2016] extend HBAO by incorporating a radiometrically-correct formulation of the ambient
occlusion equation.
Although screen-space AO is very efficient, it suffers from problems due to hidden geometry,

as only the visible scene surfaces can be considered. To capture some of the otherwise hidden
geometry, a two-layer G-Buffer [Mara et al. 2016] or several virtual cameras [Vardis et al. 2013]
can be used. The latter computes AO as a weighted average between the main camera view and
additional virtual views. Stochastic-Depth AO [Vermeer et al. 2021] records multiple scene layers
randomly per pixel, thus, fragments behind the nearest visible surfaces are made available via a
multi-sampled depth texture.
As shown by Figure 2, due to occlusions or inclined surfaces, inconsistent AO estimates might

arise when evaluating the image of each eye separately. In our paper, we aim at reducing the
inconsistency caused by employing screen-space ambient occlusion solutions for stereoscopic views.
We base our stereo-aware method on HBAO+, but other SSAO algorithms could be adapted similarly.
Hereby, we follow a recent trend towards stereo-consistent algorithms, previously employed to
stylization [Northam et al. 2012], style transfer [Gong et al. 2018], and line drawings [Bukenberger
et al. 2018; He et al. 2019].

3 STEREO-CONSISTENT SSAO
SSAO methods typically consist of two screen-space passes. The first pass computes a noisy AO
estimate and the second filters the results to eliminate the noise. Our method follows this general
pattern and proposes to make both passes stereo-aware, as to avoid stereo inconsistencies. In our
solution, we evaluate the first pass only for one eye and then project the results to the other eye.
This requires us to fill holes after the projection, but it generally results in an improved performance.
Our proposed method guarantees consistent results.

3.1 Stereo-aware obscurance estimation
The first pass estimates AO from screen-space information. The estimate must be consistent with
both views. We guarantee this by ensuring that the same estimate is produced regardless of the
view a certain pixel originates from. Conceptually, when estimating obscurance O (p) for a pixel p
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Fig. 3. Stereo obscurance estimation. (a): Samples are generated in a world space disk. Scene surfaces are
classified into two categories as shown in Figure 2. (b): Samples that are projected to surfaces visible to both
eyes are actually sampling similar surfaces. (c): Samples that are projected to surfaces only visible to one
view are sampling two distinct surfaces. (d): We evaluate obscurance for each sample in both views. We use
the average obscurance of the two samples in Case A, but choose the higher obscurance value from the two
samples for Case B. The Stanford Bunny model made by Stanford University Computer Graphics Laboratory
(Stanford Scan license ) is from the Computer Graphics Archive [McGuire 2017].

(a) Mono screen space raw obscurance estimation

(b) Our stereo screen space raw obscurance estimation

L R

Bright Dark
HBAO+

RL

Dark Bright

Our Stereo
HBAO+ Dark Dark Dark Dark

L RRL

Fig. 4. Obscurance estimation results comparisons. The yellow dot shows the same position in the left
and right views. (a): Obscurance estimation with mono HBAO+. In the left example, the pixels around the
highlighted point in the left view are bright as the occluders are not visible in the left view. In the right
example, the pixels around the highlighted point are bright in the right view since a very limited area of the
wall is visible (also see Figure 2). (b): Our stereo HBAO+ obscurance estimation. The inconsistent estimations
in (a) are consistent thanks to taking both views into account during obscurance estimation.

in either view, we find its corresponding position in world space, P and express the estimate as a
function of this world space position.

To estimate AO, we select a number of samples and then accumulate the obscurance contribution
of each sample. Following HBAO/HBAO+ methods[Bavoil et al. 2008; NVIDIA 2016], our samples
{S𝑖 } are generated on a disk. In our method, the disk is centered at P and aligned with the shared
forward vector of the two views (see Figure 3(a-b)). Sample generation schemes of other screen-space
AO methods could similarly be adapted.

We evaluate the contribution of a sample S𝑖 by projecting it into each view, where we compute
the impact using the estimator defined in the HBAO+ method. We end up with two contributions
for each sample, and must subsequently combine these. Here, we account for two cases. In the
first case, where the sample S𝑖 falls on a location that is visible in both views, we average the two
estimates (Case A in Figure 3(b)). Even if it is true that two pixels in both views are unlikely to
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relate to the exact same world position, they will query similar neighborhoods in world space. In
the second case, we pick the maximum obscurance, which accounts for occluders visible in only
one of the views (Case B in Figure 3(c)). Figure 3(d) summarizes our samples combination method.

To check whether a sample is visible in both views and to benefit from computational coherence,
we perform this test based on a pair of binary textures; Lℓ and L𝑟 (for the left and right view,
respectively). Each L encodes whether the point corresponding to a pixel is visible in the respective
other view, which is determined by reverse reprojection (RP) [Bavoil and Andersson 2012; Mattausch
et al. 2010; Nehab et al. 2007]. A pixel p is projected to the other view, and the nearest matching
pixel p∗ is found in screen space. p∗ is then projected back to the original view. If its location is
sufficiently close (1 pixel width), we consider the point visible in both views and mark p as white.
We refer to this process as a back-check. In practice, these binary textures are derived directly from
the two depth buffers and it is not required to redraw the entire scene. The resulting binary maps
are not stored in separate textures, instead, we can encode them in the sign bit of the 32-bit float
depth buffers.

As demonstrated in Figure 4, the monocular HBAO+ will generate inconsistent raw obscurance
estimates due to differences in the two views (Figure 2). Our stereo-aware method avoids this by
taking the screen-space information from both views into account.

Although a binary decision is made per sample, the obscurance estimation used during shading
is an integration over many samples. For this reason, the algorithm shows, similar to standard
SSAO solutions, a strong temporal stability (as is illustrated in our supplementary video).

Holes Filled:After RP:

Left Raw Obscurance:

(c) Our reverse reprojection

Fixed

(a) Inclined surfaces

L R

p


r−> r

*p

pp

(d) Back-check in our reverse reprojection

Fetch p Back-check

L R L R

*p *p

*p

Holes Filled:After RP:

(b) Original reverse reprojection

Over-interpolation

r−> r

Fig. 5. Reverse reprojection (RP) with back-check. (a): When the surface is unevenly inclined to both cameras,
one camera may only see very limited parts of the surfaces. (b): Simply performing the original RP will result
in over-interpolation. (c): Our RP with a back-check fixes the over-interpolation. (d): The back-check projects
a pixel to the other view and finds the closest pixel there. The pixel is then projected back. If this point is
too far from the original pixel, it is rejected as invalid (left pair). If the point is close, the obscurance value
is reprojected (right pair). The model is from the Bistro scene [McGuire 2017], which is made by Amazon
Lumberyard and licensed under CC BY 4.0 .

3.2 Reprojecting obscurance
Our computations are more expensive than a monocular evaluation, as both views are concerned.
Yet, they are also symmetric in both views, which allows us to only compute one view and reproject
the result to the whole stereo pair. Naive reprojection [Bavoil and Andersson 2012; Mattausch et al.
2010; Nehab et al. 2007] results in over-interpolation, i.e., where a single pixel’s AO estimate is
replicated across multiple pixels in the other view, yielding low-frequency artifacts (Figure 5), which
cannot be removed by filtering (applied in the next step). We solve this problem by performing
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Fig. 6. A: The left filter samples (N) and the right filter samples (N∗) of pixel p have similar distance to P.
B-C: Due to occlusions or inclined surfaces, (N) and (N∗) have different distance to P. D: Plots of the weight
𝑤 used when combining filtered values from each view.

(a) 2D Stereo Filter (b) 1D Stereo Filter (c) Difference Map
20×

Fig. 7. (a-b): The filtered AO of the left eye using our 2D and 1D stereo filter. (c): The absolute value differences
between (a) and (b) are very small as shown by the difference map (differences are magnified 20×). This scene
is modified from a Blender demo scene: Junk Shop .

a back-check for L (Section 3.1). Pixels that fail this check are computed from scratch using our
stereo obscurance estimate. It avoids replications and leads to a high-quality output but requires
newly-visible pixels to be evaluated separately.

3.3 Stereo-aware bilateral filter
The obscurance estimates from the previous step, when involving a small amount of samples, are
noisy and need to be filtered. This is commonly done with a cross-bilateral filter [Eisemann and
Durand 2004].
Similar to the obscurance estimate, for a pixel p, we combine filter samples from both views to

give us the final filtered value A(p). Specifically, its world space position P and the corresponding
pixel in the other view, p∗ (the nearest pixel of p’s projection) are evaluated in their corresponding
image, involving their respective 𝑁 × 𝑁 image space neighborhood:

𝐹 (p𝑣) = 1
𝑊 (p𝑣)

∑︁
k𝑣
𝑖
∈N𝑣

O
(
k𝑣𝑖
)
𝐺𝜎

(����P − K𝑣
𝑖

����) ,
𝑊 (p𝑣) =

∑︁
k𝑣
𝑖
∈N𝑣

𝐺𝜎

(����P − K𝑣
𝑖

����)
The superscript 𝑣 indicates view-dependent quantities and p𝑣 equals to p or p∗. Hence, k𝑣𝑖 is a sample
in p𝑣 ’s image space neighborhood N𝑣 . K𝑣

𝑖 is the world-space position of k𝑣𝑖 .𝑊 is a normalization
factor and 𝐺𝜎 is a Gaussian function with variance 𝜎 :

𝐺𝜎 (𝑥) = 𝑒−𝑥
2/(2𝜎2)

√
2𝜋𝜎

,

where the parameter 𝜎 relates to a length in world space; however, the filter’s input footprint is
defined in image space. Assuming that the world space length 𝑟 corresponds to an image space
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Fig. 8. Our stereo-aware filter reduces inconsistency inherent in the monoscopic filter. The points m and n
indicate two corresponding pixels in each view. (a): Results of the mono filter. (b): The stereo filter produces
consistent results in both views. Both filters used the same input (stereo-aware obscurance estimate with RP).
(c): Filter samples used by the points in the horizontal pass. Purple pixels mark the pixels that are only visible
for one view. Some of the filter samples around m are dark, but these are not visible in the other view. (d):
Visualization of the situation. (e) In the horizontal filter pass, our weight function𝑤 (depicted) determines
that both 𝑛 and𝑚 use the filtered value evaluated in the left view. Thus, the results are consistent. The model
is from the Sea House scene .

length of 𝑁 pixels, we set 𝜎 = 1/3 𝑟 . We further clamp 𝜎 to the range
[
𝜎min, 𝜎max

]
, where the

bounds are empirically determined per scene, which is a common approach to avoid overly large
kernel sizes.

We blend between the filter values 𝐹 (p) and 𝐹 (p∗) linearly using the weight𝑤 :

A(p) = 𝑤 𝐹 (p) + (1 −𝑤) 𝐹 (p∗)
𝑤 = smoothstep (𝛼, 0.5 − 𝜂, 0.5)

𝛼 =
𝑊 (p)

𝑊 (p) +𝑊 (p∗) .

Hereby, we give more weight to the filter samples that are closer to P. We rely on the weight𝑊 (p𝑣)
as a measure of the overall distance of the samples in view 𝑣 to P. The variable 𝛼 describes which
view includes closer samples. Figure 6(A-C) shows three examples when the filter samples of p and
p∗ have similar distance to P or different distance to P.

The GLSL smoothstep function performs Hermite interpolation [Khronos Group 2014] between
zero and one between the edges 0.5 − 𝜂 and 0.5, and returns zero and one outside of the edges,
respectively. The value 𝜂 determines the size of the region, where both values affect the result, with
𝜂 = 0.05 keeping this region very narrow as shown by Figure 6(D). Any value 𝛼 ≥ 0.5 essentially
reduces to the monoscopic filter result.
To accelerate, we rely on a separation of the filter, although not theoretically equivalent, it is

common practice to apply a bilateral filter in this way in order to reduce filtering costs [Bavoil
et al. 2008; Huang et al. 2011; McGuire et al. 2011; NVIDIA 2016; Shanmugam and Arikan 2007]. A
filter in the horizontal direction, in which the neighborhood N𝑣 is reduced to 𝑁 pixels in a row and
their values are combined as described above, is followed by a similar vertical pass, consuming the
horizontal pass’s output and using a vertical neighborhood of 𝑁 pixels instead. We found that this
leads to a ∼ 3 times speedup at a minimal quality loss (PSNR 46.57) for a 13×13 size filter applied to
an image at a resolution of 1920 × 1080 (Figure 7). Figure 8 highlights cases that our stereo-aware
filter handles more correctly than a monoscopic filtering of each view.
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(b) RP with back-check and normal-check(a) RP with back-check
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Fig. 9. Inconsistency errors for the reference AO. The visibility map is visualized by taking the AO map as
background and using purple color to indicate pixels only visible in one eye. These purple pixels are detected
by reprojection and can be ignored in the error map. Additional tests on the normal orientation remove
ambiguous edge cases. The model is from the Sea House scene .

4 RESULTS AND ANALYSIS
In this section, we cover how inconsistency is evaluated and then explain how each step of our
method reduces the inconsistency errors gradually. We will also analyze the rendering cost of our
stereo method compared to conventional monoscopic SSAO methods.

4.1 Inconsistency evaluations
Similar to Gong et al.’s way of evaluating stereo inconsistency errors [Gong et al. 2018], we evaluate
inconsistency errors by projecting pixels from one view to the other via RP. Let 𝐼 (p) be the fetched
bilinearly-interpolated AO value of p in the other view. We define the inconsistency error of a pixel
as:

E(p) = |A(p) − 𝐼 (p) |.
E only depicts inconsistency errors for pixels that are visible for both views (see Section 3.1 and

Section 3.2 for how visible pixels are classified). As both are similar, we decided to always show the
left-view error map (Eℓ ).

We generated reference AO values by baking AO maps in Blender. In theory, the inconsistency
error map (E) should be zero in this case. However, due to discretization and numerical limitations,
some minor inconsistencies remain throughout the image. These are particularly visible at some
edges, especially those with a small depth difference but large normal direction changes (Figure 9).
These subtle inconsistencies on some surfaces stem from the fact that there is no pixel-wise match
between both views; here, we have to compare p’s value to an interpolated value in the other
view. In consequence, E(p) will not be zero. To avoid such numerical issues at the edges, we check
whether the normal direction difference between p and p’s four nearest neighbors in the other view
is within a threshold (𝜃 = 6◦), which we refer to as normal-check. Figure 9 shows the improvement,
as some edge regions are correctly classified as only visible to one eye and fewer errors occur.
Please also notice that errors are magnified 20 times in Figure 9.

4.2 Step-wise evaluation
As indicated, SSAO algorithms have two parts: the raw obscurance estimation and the bilateral
filtering. We can replace each of the two with our stereo version to examine the reduction of
inconsistencies.
As shown in Figure 10(A), conventional SSAO methods show large inconsistency errors, while

replacing the obscurance estimate with our stereo version, most of the pixels with large errors are
corrected (red square in Figure 10(B)). Nevertheless, small errors remain, since the sample sets still
differ between the two views (orange square in Figure 10(B)). After introducing RP, the small errors
are removed as well because the raw obscurance value is reused (orange square in Figure 10(C)). RP

Proc. ACM Comput. Graph. Interact. Tech., Vol. 5, No. 1, Article 2. Publication date: May 2022.

https://skfb.ly/6R7n9


Stereo-consistent screen-space ambient occlusion 2:9

Reference 

Mono Raw Obscurance + Mono Filter Error Map (×20) Stereo Raw Obscurance + Mono Filter

Stereo Raw Obscurance (RP) + Mono Filter Stereo Raw Obscurance (RP) + Stereo Filter
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C D

E

Error Map (×20)

Mono Raw Obscurance (RP) + Mono Filter F

0.0 1.00.5

Fig. 10. Progressive reductions in inconsistency. A: Plain HBAO+ applied to each eye. B: Just using stereo-
aware obscurance estimation, but no RP and with mono filtering. Inconsistencies are already significantly
reduced. C: Adding RP further reduces inconsistency (see region highlighted in orange). D: Stereo filtering
again reduces the errors (regions highlighted in blue). E: Just reprojecting the mono obscurance results in
visible seams. F: Our method reduces inconsistency to a similar level as the geometry-based reference AO
solution. Reference is generated by using several baked AO maps (produced in Blender) with resolutions up
to 10k×10k. The model is from the Sea House scene .

alone on mono SSAO values fails due to a missing handling of the disocclusions, resulting in clear
artifacts (Figure 10(E)). Finally, replacing the mono filter with our stereo one avoids the large errors
that the mono filter introduces (Figure 10(D), please compare the blue squares in (C) and (D)). In
the end, we achieve inconsistency errors similar to those of the AO reference (Figure 10(F)).

4.3 Performance analysis
We evaluate our method on an Intel i9-11900K 8-core processor (3.5 GHz) with 64 GB RAM and
a single NVIDIA GeForce RTX 3090 with 24 GB video memory. We render 3D scenes at 1920 ×
1080 pixels (FullHD) for anaglyph images and 2468 × 2740 pixels for HTC Vive Pro (resolution
recommended by SteamVR for our desktop). The pixel resolution is given per eye. HBAO+ is
computed for both a full and a half-sized image (1/4 pixels). For HBAO+, we use 10 directions and 4
samples per direction. We use a 13-tap size filter kernel. Since screen-space AO performance highly
depends on the number of rendered pixels, we make sure that all performance-evaluation frames
only contain pixels with an underlying surface on which an AO value is calculated. Tables 2 and 2
show the average time of 400 frames recorded in the Sponza scene [McGuire 2017].

Table 2 compares the rendering time of our stereo raw obscurance estimation with that of mono
HBAO+. Table 2(a) shows that the most time-consuming step of generating noisy AO is the raw
obscurance estimation. With RP used, the cost of calculating the raw obscurance for the other eye is
lowered significantly. In addition, VR headsets have more strict frame rate requirements compared
to anaglyph glasses and computing AO at full resolution is too expensive for VR headsets, therefore,
computing AO at half resolution is necessary for VR.
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Table 1. Render time (in ms): Raw obscurance estimation vs. monoscopic version. Oℓ−>𝑟 is the right-eye AO
map after RP. O𝑟,ℎ is the time to evaluate newly-visible pixels. Full and Half indicate computations taking
place on a full and half-sized image, respectively.

(a) Stereo HBAO+ Obscurance Estimation
Resolution
Per Eye Lℓ L𝑟 Oℓ O𝑟 Total

TimeOℓ−>𝑟 O𝑟,ℎ

1920×1080 Full 0.06 0.06 2.36 0.07 0.42 2.97
Half 0.02 0.02 0.60 0.02 0.15 0.81

2468×2740 Full 0.19 0.19 8.12 0.21 2.01 10.72
Half 0.05 0.05 2.02 0.06 0.62 2.80

(b) Monoscopic HBAO+ Obscurance Estimation
Resolution Per Eye Oℓ O𝑟 Total Time

1920×1080 Full 0.98 0.98 1.96
Half 0.24 0.24 0.48

2468×2740 Full 3.33 3.33 6.66
Half 0.75 0.75 1.50

Table 2. Render time (in ms): our stereo filter vs. mono filter. X and Y indicate times for the horizontal and
vertical passes.

(a) Stereo Filter

Render Resolution Aℓ A𝑟 Total
TimeX Y X Y

1920×1080 0.32 0.32 0.32 0.32 1.28
2468×2740 1.12 1.11 1.12 1.11 4.46

(b) Monoscopic Filter

Render Resolution Aℓ A𝑟 Total
TimeX Y X Y

1920×1080 0.12 0.12 0.12 0.12 0.48
2468×2740 0.40 0.40 0.40 0.40 1.60

Compared with the monoscopic raw obscurance estimation in Table 2(b), ours is about 2 ∼ 3
times more expensive due to the fact that sampling the screen-space depth and normal information
of two views is required (see the computation time of Oℓ ). Similarly, in Table 2, we can see that
our stereo filter is about 3 times as expensive as the mono version for each filter direction both in
FullHD and VR-headset resolution. We do not introduce RP into our stereo filter since reprojection
of a filtered result may create noticeable seams at pixels that are not visible in the other view.
Further performance optimizations of our stereo filter are kept as future work.

5 CONCLUSIONS AND FUTUREWORK
In this paper, wemainly focus on tackling the inconsistency caused by the differences between screen
space of the left eye and the right eye. Specifically, we propose a stereo raw obscurance estimation
method with RP, which makes sure that the raw obscurance is consistent. With RP included,
the rendering time is reduced significantly compared with computing stereo raw obscurance
from scratch for one eye. Our proposed stereo-aware filter also reduces the inconsistency in the
monoscopic bilateral filter pass.

Our obscurance estimation method samples the depth and normal buffer for two views and the
stereo filter pass takes information from both views into account. Both procedures increase the
bandwidth requirement significantly and result in higher computation costs compared with mono
screen-space AO. However, we believe that the efficiency of our method could be further improved.

While estimating the raw obscurance, we only need more samples of both views for pixels that
are fetching from different screen-space geometry information. Therefore, future work can be done
to further speed up the computation speed utilizing this property. Importance sampling [Vardis et al.
2013] is a potential solution. At the same time, further efforts can be tried by reusing information
from the temporal domain to reduce the number of used samples.

Proc. ACM Comput. Graph. Interact. Tech., Vol. 5, No. 1, Article 2. Publication date: May 2022.



Stereo-consistent screen-space ambient occlusion 2:11

In addition, we also observe that screen space mainly differs in near areas, our method may
also be more efficient by only sampling both views for near regions, similar to the idea of hybrid
mono-stereo rendering [Fink et al. 2019]. Only giving more samples to the central regions of
rendered images in VR since users look at central regions most of the time [Sitzmann et al. 2018]
and integrating eye-tracking for evaluating the important pixels by checking where users are
looking at on the fly [Shi et al. 2020; Weier et al. 2017] are also promising directions. Verifying
these ideas still needs a large amount of work, therefore, we leave improving the efficiency of our
method as future work.

Other interesting work may also be further extended based on our contributions: combining our
method with Stochastic-Depth AO [Vermeer et al. 2021] to solve the hidden geometry artifacts of
screen-space algorithms and keep the stereo consistency at the same time; applying our stereo
bilateral filter into ray-tracing denoising for stereo contents; developing other screen-space algo-
rithms into stereo versions, like screen-space stylization [Bléron et al. 2018] and image dithering
effect [Velho and Gomes 1995].
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