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Deep Reinforcement Learning Versus Evolution
Strategies: A Comparative Survey

Amjad Yousef Majid , Serge Saaybi, Vincent Francois-Lavet, R. Venkatesha Prasad ,
and Chris Verhoeven , Member, IEEE

Abstract— Deep reinforcement learning (DRL) and evolution
strategies (ESs) have surpassed human-level control in many
sequential decision-making problems, yet many open challenges
still exist. To get insights into the strengths and weaknesses
of DRL versus ESs, an analysis of their respective capabilities
and limitations is provided. After presenting their fundamental
concepts and algorithms, a comparison is provided on key
aspects, such as scalability, exploration, adaptation to dynamic
environments, and multiagent learning. Current research chal-
lenges are also discussed, including sample efficiency, exploration
versus exploitation, dealing with sparse rewards, and learning to
plan. Then, the benefits of hybrid algorithms that combine DRL
and ESs are highlighted.

Index Terms— Deep reinforcement learning (DRL), evolu-
tion strategies (ESs), exploration, meta-learning, multiagent,
parallelism.

I. INTRODUCTION

IN THE biological world, the intellectual capabilities of
humans and animals have developed through a combination

of evolution and learning. On the one hand, evolution has
allowed living beings to improve genetically over succes-
sive generations such that higher forms of intelligence have
appeared, on the other hand, adapting rapidly to new situations
is possible due to the learning capability of animals and
humans.

In the aim of developing artificial (general) intelligence,
these two phenomena have motivated the development of dis-
tinct approaches that could both play an important role in the
quest for intelligent machines. From the learning perspective,
reinforcement learning (RL) shows many parallels with how
humans and animals can deal with new unknown sequential
decision-making tasks. Meanwhile, evolution strategies (ESs)
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Fig. 1. Structure of the survey.

are engineering methods inspired by the mechanism that
let intelligence emerge in the biological world—repeatedly
selecting the best-performing individuals.

The RL framework is formalized as an agent acting on
an environment with the goal of maximizing a cumulative
reward that the agent obtains from the environment [1], [2].
To highlight the main elements of this framework, let us
consider the following example. Imagine playing a table tennis
game (environment) with a robot (agent). The robot has not
explicitly been programmed to play the game but it can instead
observe the position of all the key objects, such as the ball
(environment state), and has also access to the score of the
game (reward). The robot’s goal is to maximize its score. For
that, it tries different techniques of hitting the ball (through
a sequence of actions), observes the outcome, and gradually
enhances its playing strategy (policy). The main limitation of
classical RL algorithms is the difficulty of generalizing to new
slightly different situations (e.g., images with slightly different
lighting conditions). To tackle such data, RL algorithms are
nowadays often combined with deep neural networks (DNNs),
giving rise to a whole new field of research known as deep
RL (DRL) that can automatically learn from high-dimensional
observations [3].

Instead of improving one candidate solution, ESs consider
a population of solutions. They iteratively generate candidate
solutions, evaluate them, and bias the search toward the
best-scoring ones [4]. The advantage of this approach is its
simplicity and minimum requirements on the optimization
side. The disadvantage is its high computational demand and
the difficulty of learning from high-dimensional data.

The parallel development of DRL and ESs indicates that
each has its advantages (and disadvantages), depending on the
problem setup. To enable scientists and researchers to choose
the best algorithm for the problem at hand, we summarized
the pros and cons of these approaches through the develop-
ment of a comparative survey: we compared DRL and ESs
from different learning aspects such as scalability, exploration,
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Fig. 2. Iteration loops of (Deep) RL and evolutionary strategies. (a) RL. (b) DRL. (c) ESs.

and the ability to learn in dynamic environments (Fig. 1).
Additionally, we discuss how combining DRL and ESs
in hybrid systems can leverage the advantages of both
approaches.

To date, there have been different papers reviewing some
aspects of DRL and ESs. For example, derivative-free RL and
ESs are reviewed in [5], covering aspects, such as scalability
and exploration, and systems that hybridize DRL and ESs
are surveyed in [6]. However, different from prior work, this
article surveys the literature with a bird’s-eye view, focusing
on the main developmental directions instead of individual
algorithms.

The rest of this survey is organized as follows: Section II
presents the fundamental architectural concepts and algorithms
behind RL and ESs; Sections III-A–III-D compare the capa-
bilities of DRL and ESs; and in Section IV, hybrid systems,
which combine DRL and ESs, are presented. Section V out-
lines open challenges and potential research directions. Finally,
we conclude this survey in Section VI. The main takeaways
of each section are summarized in a concise subsection titled
“observations.”

II. FUNDAMENTALS

Here, we cover the fundamentals of DRL and ESs,
including formal definitions and the main algorithmic fami-
lies. In addition, non-Markovian and multiagent settings are
introduced.

A. Reinforcement Learning

RL is a computational approach to understanding and
automating goal-directed learning and decision-making [1].
The goal of an RL agent is to maximize the total reward it
receives over a trajectory of interaction with the environment
[Fig. 2(a)]. Generally, this interaction is modeled as a Markov
decision process (MDP). An MDP is defined by the tuple
⟨S,A, T, R, ρ0⟩, where S denotes the state space, A is the
action space, T (s, a, s ′) is a transition function that defines the
probability of transitioning from the current state s to the next
state s ′ after an agent takes action a, R(s, a, s ′) is the reward
function that defines the immediate reward r that the agent
observes after taking action a and the environment transition
from s to s ′, and ρ0 is the starting state distribution. The
accumulation of the rewards r starting from time t until the end
of the interaction is referred to as the return. Mathematically,
the return is expressed as

G t =

∞∑
k=0

γ k Rt+k+1

where Rt is a random variable that models the rewards r and
γ ∈ (0, 1] is a discount factor that weights the immediate and
future rewards. It also prevents G t from approaching infinity
when the agent-environment interaction has no terminating
state.

The state-value function vπ (s) gives the expected return of
being in state s and following policy π

vπ (s) =
∑

a

π(a|s)
∑
s ′,r

p(s ′, r |s, a)[r + γ vπ (s ′)]. (1)

The action-value function (or Q-function) qπ (s, a) yields the
expected return of taking action a in state s and following
policy π thereafter

qπ (s, a) =
∑
s ′,r

p(s ′, r |s, a)

[
r + γ

∑
a′

π(a′|s ′)qπ (s ′, a′)

]
.

(2)

Value-based RL refers to a family of RL algorithms that
optimize value functions and use them to select the most
rewarding actions. Examples of such algorithms are state-
action-reward-state-action (SARSA) [7] and Q-learning [1].
In the classical RL settings, these algorithms represent the
value functions as tables which make them unsuitable for
problems with large state and/or action spaces. To overcome
this limitation DRL uses DNNs to find low-dimensional repre-
sentations of large state spaces [Fig. 2(b)] [3]. Therefore, algo-
rithms like deep SARSA [8] and deep Q-network (DQN) [9]
can learn directly from high-dimensional data, such as images.

Instead of optimizing a value function to select opti-
mal actions, policy-based RL algorithms optimize the policy
directly. A policy, in the most general form, is a function that
outputs a probability distribution over the action space given
a state, π(a|s). An optimal policy, π∗(a|s), is the one that
yields the maximum return from any state. Policy gradient
algorithms [10] represent the workhorse of policy-based RL.
Compared with value-based algorithms policy-based ones are
better suited for learning stochastic policies and for dealing
with high-dimensional or continuous action spaces. However,
naive policy-based algorithms have high variance in estimating
the gradient and are sample inefficient.

The idea of learning a policy and value function to reduce
the variance and speed up learning has led to the emer-
gence of the actor–critic algorithms [1]. The actor refers to
a parameterized DNN that acts as a policy, and the critic
refers to a DNN that estimates the value of the taken action
(the Q value). Examples of actor–critic algorithms include
advantage actor–critic (A2C) [11], asynchronous advantage



MAJID et al.: DEEP REINFORCEMENT LEARNING VERSUS EVOLUTION STRATEGIES: A COMPARATIVE SURVEY 11941

actor–critic (A3C) [12], and deep deterministic policy gradient
(DDPG) [13].

In addition to learning a value function and/or policy,
an algorithm may also learn a model of the environment.
Thanks to the model, an RL agent can predict the outcome
of future interactions, and thereby, substantially improves its
sampling efficiency. Dyna-Q [14] is a classical model-based
RL algorithm.

1) SARSA: is a model-free RL algorithm that optimizes the
state-action values (Q values) to select (near) optimal actions.
It updates the Q values using

Q(s, a)← Q(s, a)+ α
[
r + γ Q(s ′, a′)− Q(s, a)

]
(3)

where α is the learning rate. This update rule shows that
SARSA is a temporal difference (TD) learning method. That
is, it updates a Q value by bootstrapping from the current
Q value estimate. To select an action, SARSA uses a policy
that relies on the Q values, such as the ε-greedy algorithm.
ε-greedy selection chooses an action with the maximum
Q value with a probability of 1−ε, and otherwise, an action is
selected uniformly from A. SARSA is an on-policy algorithm
because its behavior policy, i.e., the policy that causes the
environment to transition, is also the one estimated by the
Q values.

Q-learning [1] is similar to SARSA, but it is an off-policy
algorithm, which means that its behavior and target policies are
different. In particular, the Q-learning’s update rule selects the
action from the next state with the maximum Q value which
is not necessarily the one chosen by ε-greedy as in SARSA.
The update rule of Q-learning is

Q(s, a)← Q(s, a)+ α
[
r + γ max

a
Q(s ′, a′)− Q(s, a)

]
. (4)

Off-policy algorithms are more data efficient than on-policy
ones because they can reuse old data repeatedly.

DQN [15] combines Q-learning with a convolutional neural
network (CNN) to act in environments with high-dimensional
input spaces (e.g., images of Atari games). The CNN gets
a state (e.g., a mini-batch of images) as input and produces
Q values of all possible actions. Then, an ε-greedy algorithm
is used to select an action. Using a DNN to approximate an
optimal value function causes the DRL agent to be unsta-
ble [15]. DQN does two things to improve the stability of
the agent: first, it samples from an experience replay buffer
(i.e., a buffer of D = {(s, a, r, s ′), (s ′, a′, r ′, s ′′), . . . }) to
reduce the correlation in the training data [16], and second,
it uses a target network (a second DNN) that is updated only
after a certain number of iterations to further stabilize learn-
ing. To optimize the DNN parameters, DQN uses stochastic
gradient descent with the following loss function:

L i (θi ) = E(s,a,r,s ′)∼U (D)

×

[(
r + γ max

a′
Q(s ′, a′;θθθ i )− Q(s, a;θθθ i )

)2]
(5)

where θi and θi are the parameters of the Q-network and
target network, respectively; and the experiences, (s, a, r, s ′),
are drawn from D uniformly.

REINFORCE [17] is a stochastic gradient-based algorithm
that directly optimizes a parameterized policy, π(a|s, θθθ). Such
a policy can be represented by a neural network where
the policy’s parameters are the network weights. Thanks to
the gradient policy theorem, we can ensure changing the
weights (and thereby the policy) in the direction that leads
to performance improvement [1]. For episodic REINFORCE,
the performance can be defined as the value of the starting
state. In the continuing settings, the average rate of reward
per time step is the preferred performance metric. The episodic
REINFORCE uses stochastic gradient ascent (SGA) and the
following rule:

θθθ ← θθθ + γ tαG∇ ln π(a|s, θθθ)

to update the policy parameters, where α is a scalar that
controls the updating rate. Although this update rule converges
to a local minimum, it has high variance as it relies on
an empirical return estimate. Consequently, this version of
REINFORCE learns slowly. One simple but effective idea to
reduce the variance is to subtract the return of a trajectory
from a baseline. To reduce the variance and thereby speed up
learning the return is subtracted from a baseline (b(s)), which
results in the REINFORCE-with-baseline update rule

θθθ ← θθθ + αγ t (G − b(s))∇ ln π(a|s, θθθ).

Some of the used baselines include the average of return
values and the state-value function [11], [17]. If the state-value
function estimate is learned in a temporal-difference (TD)
manner, then the algorithm becomes known as actor–critic in
the literature.

Dyna-Q [1], [14] uses experiences of interaction between
an agent and environment to learn a model of the envi-
ronment’s dynamics. Then, to improve its Q value esti-
mates, it mixes simulated experiences produced by the learned
model and actual experiences collected from interaction with
the environments. Its update rule is similar to that of the
Q-learning algorithm. Interacting with an environment’s
model called planning. Planning can speed up learning sig-
nificantly, but learning an accurate model can be challenging.

B. Evolution Strategies

ESs are set of a population-based black-box optimization
algorithms often applied to continuous search spaces problems
to find the optimal solutions [18], [19]. ESs do not require
modeling the problem as an MDP, and neither does the objec-
tive function f (xxx) have to be differentiable and continuous.
The latter explains why ESs are gradient-free optimization
techniques. They do, however, require the objective function
f (xxx) to be able to assign a fitness value to (i.e., to evaluate)
each input xxx ∈ Rn such that f : Rn

→ R, xxx → f (xxx).
The basic idea behind ESs is to bias the sampling process

of candidate solutions toward the best individuals found so far
until a satisfactory solution is found. Samples can be drawn,
for instance, from a (multivariate) normal distribution whose
shape is described by what is called strategic parameters,
i.e., the mean m and the standard deviation σ . These can be
modified online to make the search process more efficient.
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The generic ESs process is shown in Fig. 2(c) and its elements
are explained in the following.

1) Initialization: The algorithm generates an initial popu-
lation P consisting of µ individuals.

2) Parent Selection: A subset of the population is selected
to function as parents during the recombination step.

3) Reproduction: It consists of two steps.
a) Recombination: Two or more parents are combined

to produce a mean for the new generation.
b) Mutation: A small amount of noise—usually nor-

mally distributed—is added to the recombination
results

xxxg+1
k ∼ N (mmm(g), σ (g) I ) = mmm(g)

+ σ (g)N (0, I )

where g is the generation index, k is the number
of offsprings, and I is the identity matrix.

4) Evaluation: A fitness value is assigned to each candidate
solution using the objective function f (xi ).

5) Survivor Selection: The best µ individuals are selected
to form the population for the next generation. Generally,
the algorithm iterates from step 2 to step 5 until a
satisfactory solution is found.

Employing ESs as an alternative to RL is not new [20], [21],
[22], [23]. However, recent advances in computing power and
parallelization have reignited the interest in ESs [24], [25].

1) Fundamental Algorithms: The (1 + 1)-ES (one parent,
one offspring) is the simplest ES conceived by Rechen-
berg [26]. First, a parent candidate solution, xp, is drawn
according to a uniform random distribution from an initial set
of solutions, {xi , x j }. The selected parent, xp, together with
its fitness values enter the evolution loop. In each generation
(or iteration), an offspring candidate solution, xo, is created
by adding a vector drawn from an uncorrelated multivariate
normal distribution to xp as follows:

xo = xp + yσ, y ∼ N (0, I).

If the offspring xo is found to be fitter than the parent xp, then
it becomes the new parent for the next generation; otherwise,
it is discarded. This process is repeated until a termination
condition is met. The amount of mutation (or perturbation)
added to xp is controlled by the stepsize parameter σ . The
value of σ is updated every predefined number of iterations
according to the well-known (1/5th) success rule [27], [28]:
if xo is fitter than xp (1/5th) of the times, then σ should stay
the same; if xo is fitter more than (1/5th) of the times, then
σ should be increased, and otherwise, it should be decreased.

The (µ/ρ+,λ)-ES was originally proposed by Schwefel [29]
as an extension to the (1 + 1)-ES. Instead of using one
parent to generate one offspring, it uses µ parents to generate
λ offsprings using both recombination and mutation. In the
comma-variation of this algorithm [i.e., (µ/ρ,λ)-ES], the
selection of the parents happens solely from the offsprings;
whereas in the plus-variation, the selection of the parents for
the next generation happens from the union of the offsprings
and old parents. ρ refers to the number of parents used to
generate each offspring.

An element (or an individual) that the (µ/ρ+,λ)-ES evolves
consists of (x, s, f ), where x is the candidate solution, s are

the strategy parameters that control the significance of the
mutation, and f holds the fitness value of x. Consequently, the
evolution process itself tunes the strategy parameters, which is
known as self-adaptation. Thus, unlike (1 + 1)-ES, (µ/ρ+,λ)
do not need external control settings to adjust the strategy
parameters.

Covariance Matrix Adaptation ESs (CMA-ESs) is one of the
most popular gradient-free optimization algorithms [30], [31],
[32], [33]. To search a solution space, it samples a population,
λ, of new search points (offsprings) from a multivariate normal
distribution

xxxg+1
i = mmm(g)

+ σ (g)N (000,CCC (g)), for i = 1, . . . , λ

where g is the generation number (i.e., g = 1, 2, 3, . . . ),
xxx i ∈ Rn is the i th offspring, mmm and σ denote the mean and
standard deviation of xxx , CCC represents the covariance matrix,
and N (000,CCC) is a multivariate normal distribution. To compute
the mean for the next generation, mmmg+1, CMA-ES computes
a weighted average of the best—according to their fitness
values—µ candidate solutions, where µ < λ represents the
parent population size. Through this selection and the assigned
weights, CMA-ES biases the computed mean toward the best
candidate solutions of the current population. It automati-
cally adapts the stepsize σ (the mutation strength) using the
cumulative stepsize adaption (CSA) algorithm [30] and an
evolution path, pppσ : if pppσ is longer than the expected length
of the evolution path under random selection E||N (000, III )||,
then increase the stepsize; otherwise, decrease it. To direct
the search toward promising directions, CMA-ES updates the
covariance matrix in each iteration. The update consists of
two main parts: 1) rank-1 update, which computes an evolution
path for the mutation distribution means, similar to the stepsize
evolution path and 2) rank-µ update, which computes a
covariance matrix as a weighted sum of covariances of the best
µ individuals. The obtained results from these steps are used
to update the covariance matrix CCC itself. The algorithm iterates
until a satisfactory solution is found (we refer the interested
reader to [33] for a more detailed explanation).

Natural Evolution Strategies: NESs are a family of
black-box optimization algorithms that use the natural gradient
to update the search distribution in the direction of the highest
fitness [34]. Relying on natural gradient—instead of plain
gradient—makes NES resistant to premature convergence,
oscillations, and unwanted side effects of a particular param-
eterization. NES main steps are as follows.

1) Sampling: NES samples its individuals from a probabil-
ity (Gaussian) distribution over the search space. Its goal
is to update the distribution parameters θθθ to maximize
the average fitness f (xxx) of the sampled individuals xxx .

2) Search Gradient Estimation: NES estimates a search
gradient on the parameters by evaluating the samples
previously computed. It then decides on the best direc-
tion to take to achieve a higher expected fitness.

3) Gradient Ascent: NES computes gradient ascent along
the estimated gradient.

4) Back to 1) unless a stopping criterion is met [34].
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Fig. 3. Multiagent RL overview [46].

C. Non-Markovian Settings

The Markov property denotes the situation where the future
states of a process depend only on the current state and
not on events or states from the past. In many real-world
applications, agents can only partially observe the state of
their environments. This means agents need to take into
account the history of observations—actions and rewards—to
produce a better estimation of the underlying hidden state [35],
[36], [37]. These problems are usually modeled as a partially
observable MDP (POMDP). Researchers have addressed the
POMDP problem setup through the proposal of many RL
models [38] and ESs [39]. For example, Hausknecht and
Stone [40], Igel [41] employed a neural network with a
recurrent architecture to consider past observations.

Another common scenario where an agent does not have
perfect information is when it faces a distribution of environ-
ments. This setting is known as Meta-RL. The objective of
meta-RL is to learn a policy that can be quickly generalized
across a distribution of tasks or environments. Generally,
a meta-learner achieves this through a two stages optimization
process: first, a meta-policy is trained on a distribution of
tasks to learn their common dynamics; then, the meta-learner
tailors the learned meta-policy to a particular task through
the interaction with the given environment [42]. Examples of
meta-RL tasks include: solving different mazes [43], dealing
with component failures [44], or driving different cars [45].

D. Multiagent Learning

A multiagent system (MAS) refers to multiple cooperating
or competing agents working toward maximizing their own
objectives in a shared environment [47]. Since the environment
and reward are affected by the joint actions of all agents, the
single-agent MDP model cannot be directly applied to MAS
settings (Fig. 3). The Markov games (MGs) [48] framework
comes as a generalization of the MDP that captures the
entanglement of the multiple agents. MG defines two distinct
types of games: cooperative and competitive.

In a cooperative game agents seek to maximize a common
reward signal by taking actions that favor their outcome while
taking into account their effects on others. Most contemporary
applications are based upon a cooperative setup. Examples
include traffic signal control [49], [50], robot path finding [51],
[52], and air traffic control [53]. On the other hand, agents
in a competitive game receive different rewards based on the
overall outcome of the joint actions. In this setup, certain

actions might be beneficial to one set of agents while being
disadvantageous to others.

Another important aspect of an MAS is the centralized
or decentralized control approach. In a centralized control,
a single-entity governs the decisions of all agents based on
all available joint actions, rewards, and observations [54].
While this approach enables optimal decisions, it quickly
becomes computationally intractable as the number of agents
grows [55]. In decentralized settings, agents make decisions
independently, based on local information. Decentralized sys-
tems can be subdivided into two categories: “decentralized
networked agents,” and “fully decentralized agents” [56].
In the former, the agents communicate with each other to
optimize their actions. In the latter, agents make independent
decisions without information exchange. While this means
that no explicit messages can be sent, it is still possible to
influence other agents by affecting their reward [51]. While
the decentralized approach is more scalability and robustness,
it increases the complexity of the system significantly.

E. Observations

Our main takeaways from this section are as follows.
1) An ES algorithm is a black-box optimization method

that keeps a pool of multiple candidate solutions, while
an RL method generally has a single agent that improves
its policy by interacting with its environment.

2) RL can naturally be combined with deep learning
and gradient descent techniques (with backpropagation),
which is key for sample efficiency (i.e., generalization).

3) Value-based RL methods usually operate in discrete
action spaces, while the actor–critic architecture extends
this ability to continuous action spaces. ESs can operate
on discrete or continuous action spaces by default.

4) Both ESs and on-policy RL algorithms are data inef-
ficient: on-policy algorithms make use of data that are
generated from the current policy and discard older data
and ESs discard all but a subset of candidate solutions
in each iteration.

5) Value-based off-policy DRL algorithms, such as DQN,
can be data efficient because they can work with a
replay memory that allows the reuse of off-policy data.
However, they can become unstable for long horizons
and high discount factors [57].

6) In multiagent settings, both centralized and decentralized
MASs have their pros and cons. A semicentralized
MAS may surpass both. Learning in such settings is
a promising research direction.

III. DEEP REINFORCEMENT LEARNING VERSUS
EVOLUTION STRATEGIES

This section compares different aspects of DRL and ESs,
such as their ability to parallelize computations, explore envi-
ronments, and learn in multiagent and dynamic settings.

A. Parallelism

Despite the success of DRL and ESs, they are still
computationally intensive approaches to tackling sequential



11944 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 35, NO. 9, SEPTEMBER 2024

Fig. 4. Parallel DRL algorithms architectures. (a) Gorila [58]. (b) A3C [12]. (c) Batched A2C [11]. (d) Ape-X [59]. (e) IMPALA [60]. (f) SEED [61].

decision-making problems. Parallel execution is, thus,
an important approach to speed up the computation [58].

1) Parallelism in Deep Reinforcement Learning: In parallel-
DRL, many agents (or actors) run in parallel to accelerate
the learning process. Each actor gathers its own learning
experiences. These experiences are, then, shared to optimize
a global network (Fig. 4) [62], [63]. The rest of this section
presents important parallel-DRL algorithms.

Gorila [58] is a large-scale distributed DRL architecture.
It can be thought of as distributed DQN with four major
components: actors, learners, a parameter server, and a replay
memory [Fig. 4(a)]. The actors interact with multiple envi-
ronment instantiations in parallel and store their experiences
(i.e., a set of {s, a, r, s ′}) in the replay memory. Each actor
has its own policy (e.g., ε-greedy), and therefore, they gener-
ate different trajectories of experiences. Consequently, Gorila
explores environments better than DQN, and therefore, it has
a better overall performance. Learners sample the experience
replay memory, compute gradients, and send them to the
parameter server. The parameter server updates its parameters
according to the received gradients and then synchronizes
the learning process by updating the actors’ and learners’
Q-networks.

a) A3C and GA3C: While using a replay buffer helps in
stabilizing the learning process, it requires additional mem-
ory, adds computational overhead, and can only be used
with off-policy algorithms. Motivated by these limitations,
Mnih et al. [12] introduced the A3C as an alternative to
Gorila. A3C consists of a global network and multiple workers
(or agents) interacting with independent instances of an envi-
ronment [Fig. 4(b)]. The agents are implemented as CPU
threads within a single machine, which reduces the commu-
nication cost imposed by distributed systems, such as Gorila.
Each agent generates a trajectory of experiences and calculates
its gradient. These gradients are sent to the global network to
update its parameters. Then, the workers obtain a copy of the

global network parameters to update theirs. This asynchronous
way of learning diversifies and decorrelates data updates,
which stabilizes the learning process. GA3C [64] makes use of
GPUs and shows better scalability and performance than A3C.

b) Batched A2C and DPPO: A downside of A3C is
that asynchronous updates may lead to suboptimal collective
updates to the global network. To overcome this, batched
advantage actor–critic (batched A2C) employs a master node
to synchronize the update process of the global network [11].
Furthermore, batched A2C architecture maintains the advan-
tages of both Gorila and A3C. Similar to Gorila, batched A2C
runs on GPUs and the number of actors is highly scalable
while still running on a single-machine akin to A3C and
GA3C [64]. At each step, batched A2C samples from the
policy and generates a batch of actions for nw workers on ne

environment instances [Fig. 4(c)]. The resulting experiences
are then stored and used by the master to update the policy
(global network). The batched approach allows for easy par-
allelization by synchronously updating a unique copy of the
parameters, with the drawback of higher communication costs.
Distributed proximal policy optimization (DPPO) [65] features
architecture similar to that of A2C but uses the PPO [66]
algorithm for learning.

c) Ape-X and R2D2: Ape-X [59] extends the prioritized
experience buffer to the parallel-DRL settings and shows that
this approach is highly scalable. The Ape-X architecture con-
sists of many actors, a single learner, and a prioritized replay
buffer [Fig. 4(d)]. Each actor interacts with its instance of the
environment, gathers data, and computes its initial priorities.
The generated experiences are stored in a shared prioritized
buffer. The learner samples the buffer to update its network
and the priorities of the experiences in the buffer. In addition,
the learner also periodically updates the network parameters
of the actors. Ape-X’s distributed architecture can be cou-
pled with different learning algorithms, such as DQN [15]
and DDPG [13]. R2D2 [67] has a similar architecture but
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TABLE I
PARALLELIZED DRL AND ESS SYSTEMS

outperforms Ape-X by using recurrent neural network (RNN)-
based RL agents.

d) Importance Weighted Actor-Learner Architec-
ture (IMPALA): Due to the use of an on-policy method in an
off-policy setting GA3C [64] suffers from poor convergence.
IMPALA [60] corrected this with the use of V-trance: an
off-policy actor–critic algorithm that aims at mitigating the
effect of the lag between when actions are taken by the actors
and when the learner estimates the gradient in distributed
settings. IMPALA’s architecture consists of multiple actors
interacting with their environment instances and single or
multiple synchronized learners [Fig. 4(e)]. IMPALA’s actors
send experiences directly to the learners, instead of computing
and sending the gradients like in A3C. The learners then
utilize these experiences to optimize their policies and value
functions. After that, the learners update the actors’ network
parameters. The separation between acting and learning
and V-trace enable IMPALA to have stable learning while
achieving high throughput.

e) Scalable, Efficient Deep-RL (SEED): SEED [61]
improves on the IMPALA system by moving inference to
the learner [Fig. 4(f)]. Consequently, the trajectories’ collec-
tion becomes part of the learner and the actors only send
observations and actions to the learner. SEED makes use of
TUPs and GPUs and shows significant improvement over other
approaches.

2) Parallelism in Evolution Strategies: Compared with
DRL, ESs require significantly less bandwidth to parallelize
a given task. Salimans et al. [24] proposed OpenAI-ES: an
algorithm derived from NES (see Section II) that directly
optimizes the parameters θθθ of a policy. By sharing the seeds
of the random processes prior to the optimization process,
OpenAI-ES requires exchanging only scalars (minimal band-
width) between workers to parallelize the search process. The
main steps of OpenAI-ES are.

1) Sample a Gaussian noise vector, εi ∼ N (0, I ).
2) Evaluate workers’ fitness functions, fi ← f (θθθ t , σεi ).
3) Exchange the fitness values, fi , between the workers.

4) Reconstruct εi using known random seeds.
5) Adjust parameters according to θθθ t+1 ← θθθ t + α(1/nσ)∑n

j=1 f jε j , where θθθ is a weighted vector of a DNN.
6) Repeat from step 2 until termination.
The results, relative simplicity, and generality of OpenAI-ES

have attracted the attention of many researchers. From a paral-
lelization perspective, the follow-up work indirectly improved
OpenAI-ES’s parallelization: by searching more intelligently
a smaller number of agents (or less time) is needed to match
OpenAI-E’s performance. For example, Chrabaszcz et al. [25]
improved the OpenAI-ES algorithm by complementing it with
two techniques: structured exploration and compact policies.
The authors showed with these modifications up to 13× fewer
parameters are needed.

Conti et al. [68] proposed a novelty search ES (NS-ES)
algorithm, which hybridizes OpenAI-ES with NS—an evolu-
tionary algorithm that searches for diverse policies without
considering the reward signal [69]. The authors also introduced
a variant of NS-ES by replacing NS with a quality diversity
(QD) algorithm. Their results show that the NS- and QD-based
algorithms improve the ES algorithm’s performance on RL
tasks with sparse rewards as they help avoid local optima.
Liu et al. [70] proposed trust region ESs (TRES). It optimizes
a surrogate objective function, which enables repeated data
sample usage. Finally, Fuks et al. [71] proposed ES with
progressive episode lengths (PELs). The main idea of PEL is
to allow an agent to do small and easy tasks to gain knowledge
quickly and then use this knowledge to tackle more complex
tasks. PEL leverages the same parallelization idea as OpenAI-
ES [24] and Table I snapshots the main characteristics of
parallel DRL and ESs algorithms, and Fig. 5 shows their
chronological order.

B. Exploration

One of the fundamental challenges that a learning agent
faces when interacting with a partially known environment is
the exploration–exploitation dilemma. That is, when should an
agent try out suboptimal actions to improve its estimation of
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Fig. 5. Parallel DRL and ESs algorithms are shown on a timeline.

the optimal policy, and when should it use its current optimal
policy estimation to make useful progress? This dilemma
has attracted ample attention. Beyond this tradeoff, advanced
exploration techniques are essential for tackling environments
with sparse rewards [72], [73]. In a sparse reward setting,
a DRL agent gets only occasional feedback for its actions.
Consequently, it is hard for the agent to learn action–reward
associations to approach optimal policy [72], [74], [75], [76].

1) Exploration in (Deep) Reinforcement Learning: Simple
exploration techniques balance exploration and exploitation by
selecting estimated optimal actions most of the time and ran-
dom ones on occasion. For example, the ϵ-greedy exploration
algorithm [1] acts greedily with probability 1− ϵ and selects
a random action with probability ϵ.

More complex exploration strategies estimate the value of
an exploratory action by making use of the environment-agent
interaction history. Upper confidence bound (UCB) [77] does
that by adding a term to the reward signal that reflects the
algorithm uncertainty about moving to a particular state

r+(s, a) = r(s, a)+ B(N (s))

where N (s) represents the frequency of visiting state s, and
B(N (s)) is a reward bonus decreases with N (s). In other
words, UCB promotes the selection of actions with high
rewards, r(s, a), or the ones with high uncertainty (less
frequently visited). The Thompson sampling (TS) method [78]
maintains a distribution over the parameters of a model.
In the beginning, it samples parameters at random. But as
the agent explores an environment, TS adapts the distribution
to favor more promising parameter sets. As such, UCB and
TS naturally reduce the probability of selecting exploratory
actions and become more confident about optimal policies over
time. Thus, they are inherently more efficient than ϵ-greedy.

a) From RL to DRL: DRL agents act on environ-
ments with continuous or high-dimensional state-action spaces
(e.g., Montezuma’s Revenge and StarCraft II). Such spaces
render count-based algorithms (e.g., UCB) and the ones that
require maintaining a distribution over state-action spaces
(e.g., TS) useless in their original formulation. To explore such
challenging environments with sparse reward signals, many
algorithms have been proposed. Generally, these algorithms
couple approximation techniques with exploration algorithms
proposed for simple RL settings [79], [80], [81].

b) Pseudocount methods: To extend count-based explo-
ration methods (e.g., UCB) to DRL settings, Bellemare et al.
[82] approximate the counting process using a context tree
switching (CTS) density model. The model’s goal is to provide
a score that increases when a state is revisited. The score

is then used to generate a reward bonus that is inversely
proportional to the score value. This bonus is then added to
the reward signal provided by the environment as an incentive
for the agent to visit less-visited states. Ostrovski et al. [83]
improved this approach by replacing the simple CTS density
model with a neural density model called PixelCNN. Another
approach to utilize counting to explore environments with
high-dimensional spaces is by mapping the observed states to
a hashing table [84] and counting the hashing codes instead
of states. Finally, Machado et al. [85] used a form of implicit
counting via the norm of the successor state representation [86]
to generate a reward bonus that encourages the agent to visit
less-visited states.

c) Information gain: In exploration based on information
gain, the algorithm provides a reward bonus proportional
to the information obtained after taking an action. This
bonus is then added to the reward provided by the environ-
ment to push the agent to explore less known states [87].
Houthooft et al. [88] proposed to learn a transition dynamic
model with a Bayesian neural network. The information gain
is measured as the KL divergence between the current and
updated parameter distribution after a new observation. Based
on this information the reward signal is augmented with a
bonus. Pathak et al. [89] used a forward dynamic model to
predict the next state. The reward bonus is then set to be
proportional to the error between the predicted and observed
state. To make this method effective, the authors utilized
an inverse model, removing irrelevant—for the comparison—
state features. Burda et al. [90] defines the exploration bonus
based on the error of a neural network in predicting features of
the observations given by a fixed randomly initialized neural
network. All the aforementioned information gain methods
obtain information in a reactive manner: the information
gain happens after the interaction with the environment.
Shyam et al. [91] proposed an active exploration algorithm that
involves learning an ensemble of forward dynamics models.
The differences between the models’ predictions are used
as a metric to measure states’ novelties. Then, they explore
novel states or states that the models disagree with the most.
Pathak et al. [80] showed how to extend the active exploration
idea to environments with stochastic dynamics, such as robot
manipulators. Having an ensemble of models can lead to “deep
exploration” as we will see next.

d) Approximate posterior sampling: Inspired by TS,
Osband et al. [92] introduced bootstrapped DQN. Boot-
strapped DQN trains a DNN with N bootstrapped heads to
approximate a distribution over Q-functions (or DQN). At the
start of each episode, bootstrapped DQN draws a sample at
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random from the ensemble Q-functions and acts greedily with
respect to this sample. This strategy enables an RL agent to do
temporally extended exploration (or deep exploration), which
is particularly important when the agent receives a sparse
environmental reward. Chen et al. [93] integrates UCB with
bootstrapped DQN by calculating the mean and variance of a
subset of the ensemble Q-functions.

e) Memory-based: Savinov et al. [94] proposed a new
curiosity method that uses episodic memory to form the
novelty bonus. The bonus is computed by comparing the
current observation with the observations in memory and a
reward is given for observations that require more environment
steps taken to reach. Ecoffet et al. [95] introduced go-explore:
an RL agent that aims to solve hard exploration problems,
such as Montezuma’s revenge. Go-explore runs in two phases.
In phase one, the agent explores randomly, remembers inter-
esting states, and continues, after a reset, random exploration
from one of the interesting states. Once a solution has been
found, phase two begins where the go-explore agent robus-
tifies the best-found solution by randomizing the environ-
ment and running imitation learning using the best solution.
Badia et al. [96] proposed “never give up” (NGU): an agent
that also targets hard exploration problems. NGU augments
the environmental reward with a combination of two intrinsic
novelty rewards: 1) an episodic reward, which enables the
agent to quickly adapt within an episode and 2) a life-long
novelty reward, which down-modulates states that become
familiar across many episodes. Furthermore, NGU uses a uni-
versal value function approximator to learn several exploration
policies with different exploration–exploitation tradeoffs at the
same time. Agent57 [97] manages the tradeoff between explo-
ration and exploitation using a “meta-controller” that adap-
tively selects a correct policy (ranging from very exploratory to
purely exploitative) in the training phase. Agent57 outperforms
the standard human benchmark on all 57 Atari games.

f) Exploration is the goal: Eysenbach et al. [98] noted
that devising a reward function to drive exploration in sparse
reward settings is challenging and requires domain-specific
knowledge. Therefore, they proposed an exploration strat-
egy that has two stages: unsupervised and supervised explo-
ration. In stage one, the agent’s objective is to learn policies
(or skills) that are as diverse as possible without considering
any rewards. In stage two, the agent uses its learned skills and a
reward-driven exploration strategy to achieve a particular goal.
The authors showed that such an exploration strategy makes
the agents more capable of tackling novel environments and
long-horizon tasks. In addition to diversity, Sharma et al. [99]
argued that finding predictable skills eases their composition
in hierarchical RL settings which leads to more capable RL
agents. Interestingly, while this approach makes diversity a
learning objective, ESs (which we will review next) uses
diverse policies to approach an optimal one [74].

2) Exploration in Evolution Strategies: ESs optimize the
fitness score while exploring the best solutions found so
far. The exploration is realized through the recombination
and mutation steps. Despite their effectiveness in exploration,
ESs may still get trapped in local optima [100]. To overcome

this limitation, many ES algorithms with enhanced exploration
have been proposed.

One way to extract approximate gradients from a nonsmooth
objective function, f (θθθ), is by adding noise to its parameter
vector, θθθ . This yields a new differentiable function, fES(θθθ).
OpenAI-ES [24] exploits this idea by sampling noise from
a Gaussian distribution and adding it to the θθθ . The algorithm
then optimizes using SGA. Additionally, OpenAI-ES relays on
a few auxiliary techniques to enhance its performance: virtual
batch normalization [101] for enhanced exploration, antithetic
sampling [102] for reduced variance, and fitness shaping [34]
for avoiding local optima.

Choromanski et al. [103] proposed two strategies to enhance
the exploration of derivative-free optimization (DFO) methods,
such as OpenAI-ES [24]: 1) structured exploration, which
replaces random Gaussian directions with random orthogo-
nal and quasi-Monte Carlo finite difference directions for
more efficient parameter exploration and 2) compact policies,
whereby imposing a parameter sharing structure on the policy
architecture to significantly reduces the dimensionality of the
problem without losing accuracy.

Maheswaranathan et al. [104] proposed guided ES: a ran-
dom search that is augmented using surrogate gradients which
are correlated with the true gradient. The key idea is to track
a low-dimensional subspace that is defined by the recent
history of surrogate gradients. Sampling this subspace leads
to a drastic reduction in the variance of the search direction.
However, this approach has two shortcomings: 1) the bias
of the surrogate gradients needs to be known and 2) when
the bias is too small, guided ES cannot find a better descent
direction than the surrogate gradient. Meier et al. [105] draw
inspiration from how momentum is used for optimizing DNNs
to improve upon guided ES [104]. The authors showed how
to optimally combine the surrogate gradient directions with
random search directions and how to iteratively approach
the true gradient for linear functions. They assessed their
algorithm against a standard ESs algorithm on different tasks
showing its superiority.

Choromanski et al. [106] noted that fixing the dimension-
ality of subspaces (as in guided ES [104]) leads to subopti-
mal performance. Therefore, they proposed adaptive sample-
efficient blockbox optimization (ASEBO) an algorithm that
adaptively controls the dimensionality of subspaces based
on gradient estimators from previous iterations. ASEBO was
compared with several ESs and DRL algorithms and showed
a promising averaged performance.

Liu et al. [107] proposed self-guided ESs (SGES).
This work is inspired by both ASEBO [106] and guided
ES [104]. Furthermore, it is based on two main ideas:
leveraging historically estimated gradients and building
a guiding subspace from which search directions are
sampled probabilistically. The results show that SGES
outperforms OpenAI-ES [24], guided ES [104], and
CMA-ES.

The aforementioned methods suffer from the curse of
dimensionality due to the high variance of Monte Carlo gradi-
ent estimators. Motivated by this, Zhang et al. [108] proposed
directional Gaussian smoothing ES (DGS-ES). It encourages
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TABLE II
DRL AND ESS EXPLORATION ALGORITHMS

nonlocal exploration and improves high-dimensional explo-
ration. In contrast to regular Gaussian smoothing, directional
Gaussian smoothing conducts 1-D nonlocal explorations along
d orthogonal directions. The Gauss–Hermite quadrature is then
used for improving the convergence speed of the algorithm.
Results show that DGS-ES is superior to OpenAI-ES [24] and
ASEBO [106].

To encourage exploration in environments with sparse or
deceptive rewards, Conti et al. [68] proposed hybridizing
ESs with directed exploration methods (i.e., NS [109] and
QD [110]). The combination resulted in three algorithms: NS-
ES, NSR-ES, and NSRA-ES. NS-ES builds on the OpenAI-ES
exploration strategy. OpenAI-ES approximates a gradient and
takes a step in that direction. In NS-ES, the gradient estimate
is that of the expected novelty. It gives directions on how to
change the current policy’s parameters θθθ to increase the aver-
age novelty of the parameter distribution. NSR-ES is a variant
of NS-ES. It combines both the reward and novelty signals
to produce policies that are both novel and high performing.
NSRA-ES is an extension of NSR-ES that dynamically adapts
the weights of the novelty and the reward gradients for more
optimal performance.

Ajani and Mallipeddi [111] discussed the advantages and
disadvantages of using Cauchy or Gaussian distribution for
mutation. The authors stated that the Cauchy distribution

is preferred when the search is far away from the optimal
solution, and Gaussian is better near the global optimum.
However, identifying when to switch from Cauchy to Gaussian
distribution is hard. Therefore, a hybrid mutation approach was
adopted to enhance the exploration of the proposed algorithm.
Results show great performance. But, the tests were done
in a single environment. We hope to see follow-up work
that examines hybrid mutation approaches in more complex
environments. Table II summarizes important DRL and ESs
exploration algorithms. Fig. 6 shows important exploration
agents in chronological order.

C. Meta Reinforcement Learning

Meta-RL can be subdivided into two categories [114].
Recurrent Models (RNN-Based Learners): Leveraging the

agent-environment interaction history provides more infor-
mation, which leads to improved learning [45], [115]. This
idea can be implemented using RNNs (or other recurrent
models) [43], [116], [117], [118]. The RNNs can be trained on
a set of tasks to learn a hidden state (meta-policy), then this
hidden state can be further adapted given new observations
from an unseen task.

The general architecture of a meta-RL algorithm is illus-
trated in Fig. 7, where an agent is modeled as two loops, both
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Fig. 6. DRL and ESs exploration algorithms are shown on a timeline.

Fig. 7. Schematic of meta-RL [123].

implementing RL algorithms. The outer loop samples a new
environment every iteration and tunes the parameters of the
inner loop. Consequently, the inner loop adjusts more rapidly
to new tasks.

Duan et al. [117] and Wang et al. [118] proposed analogous
recurrent meta-RL agents: R2 and DRL-meta. These agents
use RNNs to track characteristics of interaction trajectories.
The main difference between both approaches relates to the
set of environments. Environments in [118] are issued from
a parameterized distribution [119]. In contrast, those in [117]
are relatively unrelated [119].

Such RNN-based methods have proven to be efficient on
many RL tasks. However, their performance decreases as the
complexity of the task increases, especially with long temporal
dependencies. Additionally, RNN-based meta-learners cannot
pinpoint specific prior experiences [43], [120].

To overcome these limitations, Mishra et al. [43] proposed
simple neural attentive learner (SNAIL). It combines temporal
convolutions and attention mechanisms. The former aggregates
information from past experiences and the latter pinpoints
specific pieces of information. SNAIL consists of three main
parts: 1) DenseBlock, a causal 1-D-convolution with a specific
dilation rate; 2) TCBlock, a series of DenseBlocks with
exponentially increasing dilation rates; and 3) AttentionBlock,
where key-value lookups take place. This general-purpose
model has shown its efficacy on tasks ranging from super-
vised to RL. Despite that, challenges, such as a long time,
needed for getting the right architectures of TCBlocks and
DenseBlocks. [120] persist.

Gradient-Based Models: Model agnostic meta-learning
(MAML) [121] realizes meta-learning principles by learning
an initial set of parameters, θ0θ0θ0, of a model such that taking
a few gradient steps is sufficient to tailor this model to a
specific task. More precisely, MAML learns θ0θ0θ0 such that for
any randomly sampled task, T , with a loss function, L, the

agent will have a modest loss after n updates

θ0θ0θ0 = arg min
θθθ

ET

[
LT

(
U n
T (θθθ)

)]
where U n

T (θθθ) refers to an update rule, such as gradient descent.
Nichol et al. [122] proposed Reptile a first-order meta-

learning framework, that is considered to be an approximation
of MAML. Similar to first-order MAML (FOMAML), Reptile
does not calculate second derivatives, which makes it less
computationally demanding. It starts by repeatedly sampling
a task, then performing N iterations of stochastic gradient
descent on each task to compute a new set of parameters.
Then, it moves the model weights toward the new parameters.
Next, we look at how meta-learning makes ESs more efficient.

1) Meta Evolution Strategies: Gajewski et al. [124] intro-
duced “evolvability ES,” an ES-based meta-learning algo-
rithm for RL tasks. It combines concepts from evolvability
search [125], ESs [24], and MAML [121] to encourage
searching for individuals whose immediate offsprings show
signs of behavioral diversity (that is, it searches for parameter
vectors whose perturbations lead to differing behaviors) [125].
Consequently, evolvability ES facilitates adaptation and gener-
alization while leveraging the scalability of ESs [124], [126].
Evolvability ES shows a competitive performance to gradient-
based meta-learning algorithms. Quality evolvability ES [126]
noted that the original evolvability ES [127] can only be used
to solve problems where the task performance and evolv-
ability align. To eliminate this restriction, quality evolvability
ES optimizes for both—task performance and evolvability—
simultaneously.

Song et al. [128] argue that policy gradient-based MAML
algorithms [121] face significant difficulties when estimating
the second derivative using backpropagation on stochastic poli-
cies. Therefore, they introduced ES-MAML, a meta-learner
that leverages ES [24] for solving MAML problems without
estimating second derivatives. The authors empirically showed
that ES-MAML is competitive with other meta-RL algorithms.
Song et al. [129] combined hill-climbing adaptation with ES-
MAML to develop a noise-tolerant meta-RL learner.

Wang et al. [130] introduced instance weighted incremental
ESs (IW-IESs). It incorporates an instance weighting mech-
anism with ESs to generate an adaptable and salable meta-
learner. IW-IES assigns weights to offspring proportional to
the amount of new knowledge they acquire. The weights are
assigned based on one of the two metrics: instance novelty and
instance quality. Compared with ES-MAML, IW-IES proved
competitive for robot navigation tasks.



11950 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 35, NO. 9, SEPTEMBER 2024

TABLE III
META-LEARNING

Meta-RL is particularly suited for tackling the sim-to-real
problem: simulation provides previous experiences that are
used to learn a general policy, and the data obtained from
operating in the real world fine tunes that policy [131], [132].
Examples of using meta-RL to train physical robots include:
Nagabandi et al. [44] built on top of MAML a model-based
meta-RL agent to train a legged millirobot; Arndt et al. [133]
proposed a similar framework to MAML to train a robot on a
task of hitting a hockey puck; and Song et al. [129] introduced
a variant of ES-MAML to train and quickly adapt the policy
commanding a legged robot. Table III summarizes the main
characteristics of the presented algorithms.

D. Learning in Multiagent Settings

An MAS is a distributed system of multiple cooperating or
competing agents, working toward maximizing their objectives
within a shared environment [47]. Next, multiagent DRL
(MADRL) and multiagent ESs are discussed.

1) Multiagent Deep Reinforcement Learning: Moving from
a single-agent RL to a multiagent RL brings about new
complex challenges with respect to learning and evaluating
outcomes. This can be attributed to several factors, including
the exponential growth of the search space and the nonstation-
arity of the environment [134]. Nonstationarity: In MADRL,
agents learn concurrently and their actions reshape their shared
surroundings repeatedly. This causes their environment to be
nonstationary. Consequently, the convergence of well-known
algorithms, such as Q-learning, can no longer be guaranteed as
the Markov property assumption is violated [15], [135], [136].
Many papers attempt to address the nonstationarity prob-
lem. Castaneda [137] proposed two algorithms: Deep loosely
coupled Q-network (DLCQN) and deep repeated update Q-
network (DRUQN). DLCQN modifies an independence degree
for each agent based on the agent’s negative rewards and
observations. The agent then utilizes this independence degree
to decide when to act independently or cooperatively. DRUQN
tries to avoid policy bias by making the value of an action
inversely proportional to the probability of selecting that
action. The use of an experience replay buffer with DQN

enables efficient learning. However, due to the nonstationarity
of the environment in MADRL data stored in an experience
replay buffer can become outdated. To counter this unwanted
behavior, lenient-DQN conceived by Palmer et al. [138] uti-
lizes decaying temperature values for adjusting the policy
updates sampled from the replay buffer.

a) Scalability: One way to deal with the nonstationarity
problem is to train the agents in a centralized fashion and let
them act according to a joint policy. However, this approach is
not scalable because the state-action space grows exponentially
with a number of agents [139], [140], [141]. To balance
the challenges imposed by nonstationarity and scalability,
a centralized training and decentralized execution approach
has been proposed [142], [143], [144], [145].

b) Credit assignment: One of the main challenges of
learning in a cooperative setting is termed a “multiagent credit
assignment problem,” which refers to how to divide a reward
obtained on a team level amongst individual learners [146].
Due to the complex interaction dynamics of the agents, it is
not trivial to determine whose actions were beneficial to the
group reward. Researchers have proposed different approaches
to deal with the challenges associated with MADRL problems.

c) Independent-learning: Under this approach, each
agent considers other agents as part of the environment;
consequently, each agent is trained independently [136], [147],
[148]. This approach does not suffer from the scalability prob-
lem [148], [149], but it makes the environment nonstationary
from each agent’s perspective [150]. Furthermore, it conflicts
with the usage of experience replay that improves the DQN
algorithm [15]. To stabilize the experience replay buffer in
MADRL settings, Foerster et al. [149] used importance sam-
pling and replay buffer samples aging.

d) Fully observable critic: A way to deal with the
nonstationarity of an MADRL environment is by leveraging an
actor–critic approach. Lowe et al. [151] proposed a multiagent
deep deterministic policy gradient (MADDPG) algorithm,
where the actor policy accesses only the local observations,
whereas the critic has access to the actions, observations, and
target policies of all agents during training. As the critic has
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global observability, the environment becomes stationary even
though the policies of other agents change. Many extensions
to MADDPG have been proposed [152], [153], [154], [155].

e) Value function decomposition: To coordinate the
agents’ actions, learning a centralized action-value function,
Qtot, is desirable. However, when the number of agents
is large, learning such a function is challenging. Inde-
pendent learning (where each agent learns its action-value
function, Qi ) does not face such a challenge, but it also
neglects interactions between agents, which results in subop-
timal collective performance. Value function decomposition
methods try to capitalize on the advantages of these two
approaches. It represents Qtot as a mixing of Qi that is
conditioned only on local information. Value-decomposition
network (VDN) algorithm assumes that Qtot can be additively
decomposed into N Qi for N agents. QMIX [143] algorithm
improves on VDN by relaxing some of the additivity con-
straints and enforcing positive weights on the mixer network.

f) Learning to communicate: Cooperative environments
may allow agents to communicate and achieve their shared
objective more optimally [156], [157]. Foerster et al. [158]
proposed two algorithms, reinforced interagent learning
(RIAL) and differentiable interagent learning (DIAL), which
utilize DNNs to learn to communicate. RIAL is based on deep
recurrent Q-network with independent Q-learning. It shares
the parameters of a single-neural network between the agents.
In contrast, DIAL passes gradients directly via the com-
munication channel during learning. While a discrete com-
munication channel is used in realizing RIAL and DIAL,
CommNet [159] utilizes a continuous vector channel. Over
this channel, agents obtain the summed transmissions of other
agents. Results show that agents can learn to communi-
cate and improve their performance over noncommunicating
agents.

g) Partial observability: Foerster et al. [158] introduced
a deep distributed recurrent Q-network (DDRQN) algorithm
based on a long short-term memory network to deal with
POMDP problems in multiagent settings. Gupta et al. [160]
extended single-agent RL algorithms based on policy gradient,
temporal-difference error, and actor–critic methods to multia-
gent settings. Their work shows the importance of using DRL
with curriculum learning to address the problem of learning
cooperative policies in partially observable environments.

We refer the reader to the following surveys for a more
in-depth discussion on MADRL: Hernandez-Leal et al. [135]
focus on the nonstationarity problem in MADRL;
Oroojlooy-Jadid and Hajinezhad [150] scope their survey to
decentralized MADRL with cooperative goals; Da Silva and
Costa [161] survey transfer learning for MADRL; and Du and
Ding [162] review challenges and applications of MADRL.

2) Multiagent Evolution Strategies: ES algorithms do not
require the problem to be formulated as an MDP; there-
fore, they do not suffer from the nonstationarity of the
environment. Consequently, it is relatively easy to extend
a single-agent ES algorithm to the multiagent domain and
develop an application. Hiraga et al. [163] developed robotics
controllers based on ESs for managing congestion in robotic
swarm path formation using LEDs. A neural network rep-

resents the controller of the robot. (µ, λ)-ES is utilized to
optimize the weights of the controller. A copy of the controller
is implemented on N different robots, before being evalu-
ated and assessed depending on the swarm’s performance.
Another similar approach was proposed in [164] for building
a swarm capable of cooperatively transporting food to a nest
and collectively distinguishing between foods and poisons.
Hiraga et al. [164] developed a controller for a robotic swarm
using CMA-ES, aiming to automatically generate the behavior
of the robots.

Tang et al. [165] proposed an adversarial training multiagent
learning system, in which a quadruped robot (protagonist) is
trained to become more agile by hunting an ensemble of robots
that are escaping (adversaries) following different strategies.
An ensemble of adversaries is used, as each will propose
a different escape strategy, thus improving agility. Training
is done using ESs and more specifically by augmenting
CMA-ES to the multiagent framework. There are two steps for
training: An outer loop that iteratively trains the protagonist
and adversaries, and an inner loop for optimizing the policy of
each. Policies are represented by feed-forward neural networks
and are optimized with CMA-ES.

Chen and Gao [166] proposed a predator–prey system that
leverages ESs. It consists of multiple predators trained to catch
prey in a certain time frame. The predator controllers are
homogeneous and are represented by DNNs, whose param-
eters are optimized with ESs (OpenAI-ES and CMA-ES) and
Bayesian optimization. The DNN has three inputs, one hidden
layer, and two outputs for controlling the angular velocities of
the two wheels. As for the prey’s controller, it follows a simple
fixed evasion strategy: having computed a danger zone map,
the prey navigates toward the least dangerous locations. After
performing various experiments, the predators showcased a
successful collective behavior: moving following a formation
and avoiding collisions.

Multiagent Credit Assignment Problem: In a multiagent
setting, agents often receive a shared reward for all the
agents, making it harder to learn proper cooperative behav-
iors. Li et al. [167], thus, proposed to use parallelized ESs
along with a value decomposition network (VDN) (useful for
identifying each agent’s contribution to the training process)
for solving cooperative multiagent tasks. Fig. 8 is an overview
of the overall parallelized ES with value decomposition
(PES-VD) algorithm, which consists of two phases. First,
the policies of each agent are represented by a DNN with
parameters θθθ , optimized using parallelized ES. Each agent,
thus, identifies its actions independently following its policy.
In the second place, seeing how the reward is common to
the whole team, a value VDN is used to compute the fitness
for each of the different policies. PES-VD is implemented in
parallel on multiple cores: M workers evaluate the policies and
compute the gradients of the VDN and a master node collects
the data and updates the policies and the VDN accordingly.

Various researchers proposed multiagent solutions for
swarm scenarios leveraging ESs. Each robot in the swarm
runs the same network, thus maintaining collective behavior.
Rais Martínez and Aznar Gregori [168] assess the performance
of ESs (CMA-ES, PEPG, SES, GA, and OpenAI-ES) for
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TABLE IV
HYBRID ALGORITHMS HIGHLIGHTS

Fig. 8. PES-VD network overview.

multiagent learning in the swarm aggregation task. Similarly,
Fan et al. [169] used ESs on different multiagent UAV swarm
combat scenarios. Aznar et al. [170] developed a swarm
foraging behavior using DRL and CMA-ES.

E. Observations

Our main takeaways from this section are as follows.
1) ESs communicate only scalars to parallelize the opti-

mization process, whereas DRL algorithms communi-
cate parameters or gradient vectors. Consequently, ESs
are easier to parallelize and scale than DRL.

2) ESs sample candidate solutions (or policies) and commit
to them until the next generation. Therefore, ESs do tem-
porally extended exploration (or deep exploration) [171].
On the other hand, DRL algorithms need to explicitly
enforce deep exploration [92].

3) Distributed settings diversify data updates, which enable
DRL algorithms to leave out the experience replay
buffer [12]. ESs do not utilize a replay buffer.

4) Benchmarking exploration strategies happen almost
exclusively in simulated/gaming environments. Conse-
quently, the efficacy of these algorithms in real-world
applications is mostly unknown.

5) Gradient-based meta-RL faces many challenges. For
example, estimating the first- and second-order deriva-
tives, high variance, and high computation needs.

6) ES-based meta-RL attempts to address the limitations
of gradient-based meta-RL; however, ES-based meta-
RL itself faces significant challenges, such as sample
efficiency.

7) Meta-RL is particularly suited for tackling the sim-to-
real problem: a generic policy is trained in simulation
and fine-tuned via interaction with the real world.

Fig. 9. CEM-RL [173]: a hybrid algorithm that combines cross-entropy with
deep deterministic gradient policy [174].

8) New algorithms, such as PES-VD [167], propose a direct
solution to some of the main challenges of MADRL.
PES-VD uses a VDN for solving multiagent credit
assignment problems.

9) Using ESs for multiagent learning is a growing field
with a large potential as to the many advantages ESs
brings to concepts, such as “collective robotic learning”
and “cloud robotics” [172], with its improved paral-
lelism [24].

IV. HYBRID DEEP REINFORCEMENT LEARNING AND
EVOLUTION STRATEGIES ALGORITHMS

Although DRL and ESs have the same objective—
optimizing an objective function in a potentially unknown
environment—they have different strengths and weak-
nesses [175], [176]. For example, DRL can be sample efficient,
while ESs have robust convergence properties and exploration
strategies. The hybrid approach combines DRL and ESs to get
the best of both worlds. Although the idea is not new [177],
hybridizing DRL and ESs has gained momentum, driven by
their recent success [24], [178], [179]. Next, we describe a
few population-guided parallel learning schemes that enhance
the performance of RL algorithms (Table IV).

Pourchot and Sigaud [173] addressed the problem of pol-
icy search by proposing CEM-RL: a hybrid algorithm that
combines a cross-entropy method (CEM) with either the twin
delayed deep deterministic (TD3) policy gradient [174] or
the deep deterministic policy gradient DDPG [13] algorithms
(Fig. 9). The CEM-RL architecture consists of a population
of actors that are generated using CEM, and a single DDPG
or TD3 agent. The actors generate diversified training data
for the DDPG/TD3 agent, and the gradients obtained from
DDPG/TD3 are periodically inserted into the population of
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the CEM to optimize the searching process. The authors
showed that CEM-RL is superior to CEM, TD3 [174], and
evolution RL (ERL) [180]: a hybrid algorithm that com-
bines a DDPG agent with an evolutionary algorithm. Shopov
and Markova [181] combined ESs and MADRL (DQNs)
for sequential games and showcased the model’s efficiency
as compared with classical multiagent reinforcement train-
ing with ϵ-greedy. The agent was tested in two environ-
ments: one with almost no obstacles; and the second with
many obstacles to increasing the probability of getting the
agent to trap into a local minimum. The ESs-based agent
showed better performance in an environment with many
obstacles.

Houthooft et al. [182] devised a hybrid RL agent, evolved
policy gradients (EPGs), which optimize a policy and a loss
function. EPG consists of two optimization loops: the inner
loop uses stochastic gradient descent to optimize the agent’s
policy, while the outer one utilizes ES to tune the parameters of
a loss function that the inner loop minimizes. This architecture
enables EPG to learn faster than a standard RL agent.

Chen et al. [183] proposed a hybrid agent to approximate the
Pareto frontier uniformly in a multiobjective decision-making
problem. The authors argued that despite the fast convergence
of DRL, it cannot guarantee a uniformly approximated Pareto
frontier. On the other hand, ES achieves a well-distributed
Pareto frontier, but they face difficulties optimizing a DNN.
Thus, Chen et al. [183] proposed a two-stage multiobjective
RL (MORL) framework. In the first stage, a multipolicy soft
actor–critic algorithm learns multiple policies collaboratively.
And, in the second stage, a multiobjective covariance matrix
adaptation ES (MO-CMA-ES) fine-tunes policy-independent
parameters to approach a uniform Pareto frontier.

de Bruin et al. [184] used a hybrid approach to train and
fine-tune a DNN control policy. Their approach consists of
two main steps: 1) learning a state representation and initial
policy from high-dimensional input data using gradient-based
methods (i.e., DQN or DDPG) and 2) fine-tuning the final
action selection parameters of the DNN using CMA-ES. This
architecture enables the policy to surpass its in performance
and its gradient-based counterpart while using fewer trials
compared with a pure gradient-free policy.

Several other researchers have also proposed solutions
hybridizing ES and DRL for various applications. For exam-
ple, Song et al. [185] proposed ES-ENAS, a neural architecture
search (NAS) algorithm for identifying RL policies using ES
and Efficient NAS (ENAS); Ferreira et al. [186] used ES to
learn agent-agnostic synthetic environments (SEs) for RL.

A. Observations

Here, we summarize our observations of this section.
1) DRL suffers from temporal credit assignment, and sensi-

tivity in the hyperparameters’ selection and might suffer
from more brittle exploration due to its unique agent
settings, while ES has low data efficiency and struggle
with large optimization tasks.

2) Combining both approaches can help address some of
these identified challenges.

3) Some hybrid methods proposed throughout the literature
seem to outperform the use of each method on its own.

V. CHALLENGES AND FUTURE RESEARCH DIRECTIONS

Although DRL and ESs have proven their worth in many
AI fields, there are still many challenges to be addressed.

A. Sample Efficiency

DRL agents require a large number of samples (i.e., inter-
actions with environments) to learn performant policies. How-
ever, collecting a sufficient number of samples is not always
feasible due to computational and/or quantity of interaction
limitations. Recently, using model-based RL to improve sam-
ple efficiency is gaining more attraction [189], [190].

ESs work with full-length episodes [191], [192], and they
do not memorize [191]. Therefore, they are less sample
efficient than DRL. There have been a few attempts to improve
the sample efficiency of ESs [191], [193], but it is still a
challenge.

B. Exploration Versus Exploitation

The exploration versus exploitation dilemma is one of
the most prominent problems in RL. Recent breakthroughs
have enabled the exploration of novel environments. For
example, Osband et al. [92] observed the importance of
temporal correlation and proposed the bootstrapped DQN, and
Bellemare et al. [82] used density models to scale UCB to
problems with high-dimensional data. Despite that, exploring
complex environments is still a very active field of research.

ESs realize exploration through the recombination and
mutation steps. Despite their effectiveness, ESs may still get
trapped in local optima [70], [100]. Proposals have been made
to enhance ESs exploration capabilities [103], [104]; however,
more work in this direction is needed.

C. Sparse Reward

A reward signal guides the learning process of an RL agent.
When this signal is sparse learning becomes hard. Approaches,
such as reward shaping [1], curiosity-driven methods [89], and
curriculum learning [194], improve learning in sparse settings.
However, the challenge of learning from sparse rewards is far
from being solved. Directing the exploration of ES algorithms
to counter the sparsity and/or deceptiveness of a task is one of
the most important challenges to scale ESs to more complex
environments and make them more efficient [19].

D. Learning a Plan

An emerging line of research is trying to extend the DRL
framework to tackle long-horizon planning problems. The
premise is that by learning a set of primitive skills (e.g.,
picking an object and sealing a box), an agent will be able
to learn how to use these skills to devise a complete plan and
achieve an intended goal (e.g., placing 20 different objects in
a box and prepare it for delivery) [98].
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VI. CONCLUSION

DRL and ES have the same objective but use different
mechanisms to solve sequential decision-making problems.
This survey tracks their recent development and highlights
their relative strengths and weaknesses. The survey consid-
ered major learning aspects, such as parallelism, exploration,
meta-learning, and multiagent learning. We hope that this
comparative survey promotes ideas for more general and
robust DRL/ESs algorithms. Our conclusion is that the parallel
development of DRL and ESs continues, but hybridizing them
has the potential to lead to significant breakthroughs.
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