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Nonlinear model predictive control for improving
range-based relative localization by maximizing

observability
Shushuai Li*, Christophe De Wagter and Guido C. H. E. de Croon

Delft University of Technology, Kluyverweg 1, Delft

ABSTRACT

Wireless ranging measurements have been pro-
posed for enabling multiple Micro Air Vehicles
(MAVs) to localize with respect to each other.
However, the high-dimensional relative states
are weakly observable due to the scalar distance
measurement. Hence, the MAVs have degraded
relative localization and control performance un-
der unobservable conditions as can be deduced
by the Lie derivatives. This paper presents a non-
linear model predictive control (NMPC) by max-
imizing the determinant of the observability ma-
trix in order to generate optimal control inputs,
which also satisfy constraints including multi-
robot tasks, input limitation, and state bounds.
Simulation results validate the localization and
control efficacy of the proposed MPC method
for range-based multi-MAV systems with weak
observability, which has faster convergence time
and more accurate localization compared to pre-
viously proposed random motions.

1 INTRODUCTION

The use of multiple aerial robots has been studied deeply
in recent years for more complicated tasks and challeng-
ing environments [1]. For example, a predictive control is
proposed for flights of a swarm of five quadrotors despite
cluttered obstacles [2]. In outdoor confined spaces, multi-
ple drones are controlled with the evolutionary optimization
method for flocking flights [3]. Multiple flying robots coor-
dinate with simultaneous localization based on ranging mea-
surements with beacons [4]. These recent studies show the
state-of-art aerial swarm methods. However, most of them
rely on extra positioning systems such as indoor optiTrack
[2], outdoor GPS [3] or beacons [4].

To remove the dependence of the external infrastructure
such as positioning systems, onboard sensors are deployed for
developing an autonomous swarm of drones. For example,
3D relative direction can be estimated by sound-based micro-
phone arrays and allows for leader-follower flights of micro
aerial vehicles [5]. An array of infrared sensors can also en-
able relative positioning and inter-robot spatial-coordination

*Email address: s.li-6@tudelft.nl

[6]. However, these sensor arrays are too heavy and power-
consuming for tiny flying robots. In [7], fully distributed and
autonomous multiple tiny flying robots explore unknown en-
vironments with finite state machine. However, the relative
localization is not very accurate due to the direct usage of
signal strength, which may not fulfil the precise cooperative
tasks.

Vision is the most widely used solution for multi-robot
relative localization. Outdoor flocking of multiple drones lo-
calize each other with deep neural network and cameras for
a safe navigation [8], which requires heavy AI hardware to
run the deep network, also for [9] and [10]. Marker-based
localization requires simple computation such as recognizing
black circles [11] or April tags [12]. But these visual methods
are easily influenced by the field of view or lighting condi-
tions that lead to detection failure and localization disaster.

Wireless ranging sensors provide omnidirectional and
low-cost ranging measurements, and recently have been used
frequently for relative localization. It was initially proposed
in [13], where use was still made of Bluetooth in order
to fit on tiny MAVs. In [14], an ultra-wide band (UWB)
based cooperative relative localization was proposed to es-
timate the neighbor drones’ position based on the distance
and self-displacement measurements under common orienta-
tion. Furthermore, [15] removes the orientation assumption
and achieves the relative localization purely using the dis-
tance measurement and acceleration model. However, these
experiments assumed high-order dynamic model and has low
ranging frequency, which is not efficient for a large number
of tiny robots.

In [16], a simplified velocity model and robust ranging
protocol are designed for multiple tiny flying robots with self-
regulated localization convergence. However, the initializa-
tion procedure with random velocity inputs is not efficient.
Thus, this paper considers using nonlinear MPC to design the
multi-robot controller by maximizing the task performance
and degree of observability, while satisfying the constraints
such as input velocity bounds and state bounds.

There are some related papers discussing the control of
bearing-based or rang-based multi-robot systems [17]. Most
papers use persistent excitation methods by setting specific
active control patterns to maintain observability, which is not
flexible nor optimal for other tasks or constraints.

The main contribution of this paper is leveraging weak
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observability theory to optimize the multi-robot control in-
puts, which has not yet been presented, to the best knowl-
edge of authors. Specifically, the proposed NMPC framework
maximizes the nonlinear observability condition derived by
Lie derivatives, which is coupled with the velocity inputs and
relative states. This leads to faster localization convergence
and higher estimation accuracy even after convergence, com-
pared to the random control inputs.

The rest of the paper is organized as follows. Section
2 states the problem including the range-based multi-MAV
model, weak observability condition and the problem defini-
tion. Section 3 proposes the nonlinear MPC method with the
cost function and corresponding constraints. Section 4 gives
the simulation results of the proposed control with Acados, an
integrated nonlinear MPC tool. The conclusion is discussed
in Section 5.

2 PRELIMINARIES

This section briefly introduces the multi-MAV kinematic
model and relative Kalman filter. Based on the relative model
and distance observations, the observability matrix is deter-
mined with Lie derivatives. Finally, the control problem is
defined by considering both the model and observability.

2.1 Relative multi-MAV model
The model of twin MAVs is described in this subsection,

as the relative localization is distributed and triggered by the
ranging event among arbitrary two MAVs. The simulated rel-
ative model has been tested in real experiments in our previ-
ous work, thus it has a small gap compared to the real-world
multi-robot system. For details, consult in [16].

Figure 1: The diagram of a twin-MAV kinematic model, and
two coordinated frames. Body frames and horizontal frames
are shown with blue axes and red axes, respectively. Both
frames are fixed to the robot, while the horizontal frames al-
ways have a vertical Z axis. The background images shows
previous experiments of multi-MAV relative localization but
without optimal control.

For simplicity, we assume the yaw rate of both robots
to be zero. This assumption has no influence on the 3D
movements of each robot. The control input vector u =
[vxi , v

y
i , v

x
j , v

y
j ]T represents the XY-axis velocities of the ith

and jth robots in their horizontal frames as shown in Fig. 1.
The velocities in horizontal frame can be obtained by rotat-
ing the measured velocities in body frame, so that the Z axis
in the horizontal frame aligns with gravity. The relative state
is denoted by x = [xij , yij , ψij ]

T , which represents the jth

robot’s position and relative yaw in the horizontal frame of
the ith robot.

The nonlinear relative kinematic model can be derived
from Newton formulas by considering the states x and ve-
locity inputs u, which can be written as follows [16]

ẋ = f(x,u) =



cos(ψij)v

x
j − sin(ψij)v

y
j − vxi

sin(ψij)v
x
j + cos(ψij)v

y
j − vyi

0


 . (1)

A distance measurement d comes from the DWM1000
ranging sensors, and has the following relation to model
states:

d = h(x) =
√
x2ij + y2ij + (hj − hi)2, (2)

where hi and hj are the altitudes measured directly from the
height sensors. The function h(·) represents the scalar non-
linear observation.

2.2 Relative estimation
This subsection briefly reviews the Extended Kalman fil-

ter (EKF) for the relative localization. The discrete prediction
is formulated as:

x̂k+1|k = F (x̂k,uk) = x̂k + ẋk∆t,

P k+1|k = AkP k|kA
T
k + BkQkB

T
k

(3)

where ∆t is the update interval, P is the error covariance,
A = ∂F/∂x and B = ∂F/∂u are the Jacobians of states
and inputs, and Q is the process noise covariance.

The final state estimation is estimated by using the dis-
tance measurement as shown below:

Kk = P k|k−1H
T
k (HkP k|k−1H

T
k + Rk)−1 ,

x̂k = x̂k|k−1 + Kk(dk −Hkx̂k|k−1) ,

P k = (I −KkHk)P k|k−1

(4)

where K is the Kalman gain, H = ∂h(x)/∂x is the obser-
vation Jacobian, R is the observation noise covariance, and I
is the identity matrix.

Remark 1 The kinematic model and EKF-based relative lo-
calization have been validated in real-world experiments
[16].

2.3 Observability constraint
Observability of nonlinear systems can be analyzed by

Lie derivatives [18]. The corresponding observability matrix
is defined as

O = [∇L0
fh,∇L1

fh,∇L2
fh]T (5)
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where Lfh means the Lie derivative of function f . The iter-
ations satisfy three conditions: 1) L0

fh = h(x); 2) Li+1
f h =

∇Lifh · f ; 3) ∇Lifh = ∂Lifh/∂x.
Therefore, the relative states are observable only when

the observability matrix O is full rank. That means that the
determinant should be non-zero, which is expressed as:

|O| = fO(x,u) = −2[−vxi vxj s(ψ) + vyi v
x
j c(ψ)

− vxi vyj c(ψ)− vyi vyj s(ψ)] ∗ [−vxj yijc(ψ) + vyj yijs(ψ)

+ vxi yij + vxj xijs(ψ) + vyj xijc(ψ)− vyi xij ]
(6)

where s(·), c(·), and ψ are simplifications of sin(·), cos(·),
and ψij , respectively.

2.4 Problem statement
The optimal control problem PO with respect to observ-

ability |O| for this multi-MAV system is defined as:

max
u∗,k∈{1,2...N}

PO(|Ok|) =

N∑

k=1

|fO(xk,uk)| (7)

where u∗ is the optimal control vector at current time, which
is normally taken from an control sequence. The appropriate
control input sequence guarantees the strong observability of
the multi-robot system in the future, which can improve the
relative localization in both convergence speed and estimation
accuracy. The problem is how to calculate the optimal control
input sequence.

3 METHODOLOGY

This section proposes a nonlinear model predictive con-
trol for solving the optimal problem as described in (7). Then
the cost function is further extended for multi-robot tasks
such as formation control and motion tracking. In the end,
the solver settings for the nonlinear problem (NLP) are pre-
sented.

3.1 Nonlinear MPC
The intuitive solution for NLP is MPC, which can achieve

the target by minimizing the cost function. Hence, the non-
linear MPC for the proposed problem is designed as follows

u0|t := min
x·|t,u·|t

J(x·|t,u·|t) (8a)

s.t. xk+1|t = f(xk|t,uk|t)δt + xk|t, (8b)
x0|t = satxu

xl
(x̂t), (8c)

‖p·|t‖2 − dsafe ≥ 0, (8d)

vl ≤ vxi,·|t, vyi,·|t, vxj,·|t, v
y
j,·|t ≤ vu, (8e)

pl ≤ xij,·|t, yij,·|t ≤ pu (8f)

where x·|t and u·|t stands for the sequence of states and con-
trol inputs in the prediction horizon. The first control value
u0|t is taken as the input for the robots. The relative position

is denoted by p = [xij , yij ]
T . Saturation function sat() clips

data with lower bound xl and upper bound xu.
The overall objective function J(x·|t,u·|t) is composed

by several cost functions, which will be designed later. The
remaining equations represent the constraints, which guaran-
tee that the controller satisfies the system dynamic as (8b),
the initial state condition related to the current estimated state
as (8c), the safe distance for collision avoidance as (8d), the
upper and lower bounds of input velocities as (8e), and the
relative position bounds as (8f).

Remark 2 The constraint of initial state is related to the es-
timated state which is not correct before localization conver-
gence. Hence, the limitation of initial value is necessary to
avoid singularity when solving the NLP. A saturation func-
tion is employed to limit the the initial value as shown in (8c).
This is reasonable as many nonlinear robust MPC methods
for systems with uncertain states have their stability proof by
assuming bounds on the uncertain state.

3.2 Cost functions
A nonlinear least square (NLS) method is deployed for

minimizing the objective function of (8), which is written as:

J(x·|t,u·|t) = JO(x·|t,u·|t) + JC(x·|t,u·|t) (9)

where JO(x·|t,u·|t) and JC(x·|t,u·|t) represent the reformu-
lated observability cost and multi-robot formation coordina-
tion cost, respectively.

To maximize the observability with the NLS method, the
observability objective (7) is reformulated as the following
cost function.

JO(x·|t,u·|t) =

N−1∑

k=0

ωO‖
aO

fO(xk,uk) + εO
‖ (10)

where ωO, aO and εO denote the constant weight, amplitude
of cost value, and a small value preventing the singularity.

The coordination cost of JC(x·|t,u·|t) is designed for
multi-robot tasks such as motion tracking. Given the refer-
ence position sequence p̃·|t = [x̃ij,·|t, ỹij,·|t]T , the motion
tracking cost function is designed as:

JC(x·|t) =

N−1∑

k=0

ωC‖pk|t − p̃k|t‖ (11)

where p·|t is the predicted relative position sequence in the
proposed MPC, calculated by (8b). Specially, if the reference
sequence is constant such that p̃·|t ≡ [ax, ay], the multi-robot
motion tracking reduces to formation control.

Remark 3 Since the coordination task is inaccurate before
the localization convergence, the weight ωC can be set dy-
namically for the control stability according to the localiza-
tion accuracy, e.g., the trace of the estimation error covari-
ance tr(P ). However, a constant ωC = 2 is enough for the
following formation task.
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Sometimes, a penalty cost can be introduced to smooth
the control inputs as follows:

JU (u·|t) =

N−1∑

k=1

ωU‖uk|t − uk−1|t‖ (12)

Other multi-robot motion control can also be incorporated
into the cost function of J(x·|t,u·|t). This paper does not
discuss the details of those cost functions such as flocking,
swarming, and cooperative coordination.

3.3 Acados solver

The nonlinear MPC solver we use in this paper is Aca-
dos, which is an open-source and high-performance library
for fast optimal control [19]. This software supports Python
and is finely tuned for multiple CPU. As for the model defini-
tion and differentiation, CasADi is employed to deal with the
constraints and model calculations [20].

The brief process of the solver setting is summarized as
below. First, the continuous optimal problem is discretized
by the multiple shooting method. Furthermore, real-time
iteration (RTI) is selected to solve the sequential quadratic
programming (SQP). The corresponding Hessian approxima-
tion is based on Gauss-Newton. The quadratic problems
(QP) in SQP are solved with the partial condensing HPIPM,
which is based on linear algebra library BLASFEO. Overall,
this solver has a competitive computation speed compared to
other stat-of-the-art NMPC solvers.

4 SIMULATION RESULTS

This section shows the improvement of the proposed non-
liear MPC on the relative localization performance compared
to the stochastic initialization procedure studied in [16]. The
statistics of the localization errors and convergence speed are
analyzed to validate the efficiency of the proposed controller.
In addition, adaptive formation flight of multiple MAVs is
studied as example application.

4.1 Simulation set-up

The following simulation experiments are conducted on
a Dell Latitude 7480 laptop with a i7-6600U CPU with 4
cores at 2.60GHz and 8GB of RAM. For the simulation ex-
periments, the corresponding EKF parameters are chosen as
∆t = 0.01s, tsim = 40s, Q = diag([0.25, 0.25, 0.01]), and
R = diag([0.1]). The initial estimated relative states are set
to zero. In contrast, the initial ground-truth positions of each
robot are randomly generated, such that the EKF estimation
has no prior knowledge of the initial state information. The
error covariance is initialized as P = diag([10, 10, 0.1]).

As for the parameters of the proposed nonlinear MPC,
the horizon is set to N = 50 and prediction time to Tf =
1s, which means each control prediction takes δt = 0.02s.
Larger prediction horizon has long-term constraint guaran-
tees but with more computation burden. In the observability

Figure 2: Relative state from EKF estimation and ground-
truth between two MAVs under the random velocity inputs.
The data consists of 2-axis relative positions and 1-axis rela-
tive orientation.

cost function, the parameters are aO = 0.021, εO = 0.001,
and ωO = 1.

For the constraint settings, the saturation parameters for
the initial state vector are chosen as xl = [−4,−4,−15] and
xu = [4, 4, 15]. The safe distance is set to dsafe = 0.1m. The
velocity input is bounded between vl = −2m/s and vu =
2m/s. The minimum and maximum relative positions are set
to pl = −4m and pu = 4m, which prevents them flying far
from each other.

4.2 Improvement on relative localization

Figure 3: Relative state from EKF estimation and ground-
truth between two MAVs under the nonlinear MPC controller.
The data consists of 2-axis relative positions and 1-axis rela-
tive orientation.

This subsection compares stochastic initialization with
nonlinear MPC, in order to verify that the proposed controller
with consideration of pure observability cost has better local-
ization performance than the former one. In this subsection,
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the multi-robot task cost JC is set to zero.
Fig. 2 and Fig. 3 shows the relative localization perfor-

mance with the same initial relative states and same param-
eters for the EKF. Be notified that the three initial states are
completely unknown for both the EKF and the controllers.
Additionally, the maximum velocities for both controllers are
set to be 2 m/s. From these two figures, we can see that the
relative positioning with optimal controller has a faster con-
vergence time (about 5s) compared to that of the random con-
troller (about 9s). Especially, observability optimized NMPC
has finite-time convergence in the axis of relative yaw, while
the random control leads to overshooting as shown in the third
subplot of Fig. 2. Therefore, the proposed controller with ob-
servability consideration excites all relative states which be-
come more observable even with the unknown initial state
errors.

Figure 4: 30 simulation experiments of the stochastic con-
troller from [16] with random initial MAV positions. This
figure shows the estimation errors of 2-axis relative positions
and 1-axis relative orientation. Note that yaw error with -2π
or 2π offset has no influence on the relative localization due
to the cos and sin operation.

In addition, after the localization is converged in Fig. 3,
the optimal controller automatically generates a periodic mo-
tion pattern which is similar to the manual-designed persis-
tent excitation motions. In addition, even with incorrect rel-
ative states, they still can avoid each other as shown in Fig.
3, because the observability cost penalizes the collision situa-
tion during which the observability determinant approximates
zero.

To validate the general efficacy of the proposed NMPC,
we gather more statistics on the performance. As shown in
Fig. 4 and Fig. 5, 30 random simulation experiments are
conducted for each controller. During each simulation epoch,
the initial positions for both robots are generated randomly.
Moreover, the velocity and distance measurement noise are
also created randomly. Both figures imply that the proposed

NMPC controller has in general a faster localization conver-
gence speed.

Figure 5: 30 simulation experiments of the optimal controller
with random initial MAV positions. This figure shows the es-
timation errors of 2-axis relative positions and 1-axis relative
orientation.

Figure 6: The statistics of convergence time of three-
dimensional relative localization under 30 random tests.
Blue: the proposed nonlinear MPC; Green: the stochastic
control.

Fig. 6 shows the comparison of the detailed convergence
time of two controllers with 30 random tests. From it we can
see that the average convergence time of the NMPC on all
axes is smaller than that of the random controller. Besides,
NMPC with observability constraint has a lower maximum
convergence time compared to random control inputs.

Another interesting result is the localization accuracy af-
ter estimation convergence. Fig. 7 shows the distributions
of position estimation errors in the last 5 seconds of two
controllers in the 30 random tests. Obviously, the proposed
NMPC has lower averaged position estimation errors com-
pared to the stochastic controller. Therefore, the behaviours
after convergence are still meaningful to the localization per-
formance. To study it, the control input u for two MAVs is
shown in Fig. 8. From which we can see that all 4-channel ve-
locities are approximating the maximum value of 2m/s. The

NOVEMBER 17th TO 19th 2021, PUEBLA, MÉXICO 32
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Figure 7: Localization error of two controllers after estima-
tion convergence. Each distribution has total 15000 data on
these 30 random tests, which is taken from the last 5 seconds
when all estimators have converged.

Figure 8: The control inputs generated by the proposed
NMPC with observability optimization. These sequences
show the velocity input values corresponding to the simula-
tion in Fig. 3.

oscillations and changes of velocity direction occur due to the
state bounds and velocity limitation. The four velocities are
assigned different phases equally of the periodic motion pat-
tern. This asynchronous behaviour has not been considered
before, but NMPC can generate it automatically.

4.3 Formation control with NMPC
This subsection uses the NMPC controller for multi-robot

tasks. Examples of formation flight and dynamic motion
tracking are given below. At the beginning, a constant rel-
ative position is set in the task cost JC , where p̃·|t = [1, 1]m.
The other settings of the solver remain unchanged. After 15s,
a variant relative motion reference is introduced, which is de-
fined as p̃·|t = [2cos(t), 2sin(t)]m. This leads to a circle
motion of the second MAV around the first MAV.

The corresponding control results are shown in the fol-
lowing figures. In Fig. 9 we can see that the proposed NMPC
has fast and stable tracking performance given the formation
and dynamic tracking tasks at t = 5 and t = 15s respectively.

In addition, the observability cost keeps being optimized si-
multaneously by the NMPC.

Figure 9: Relative localization and ground-truth between two
MAVs under the proposed optimal control method and forma-
tion tracking multi-robot tasks. The target relative position is
constant before t = 15s, and variant after t = 15s.

Figure 10: The world-frame trajectories of both MAVs under
the proposed optimal control method and formation tracking
multi-robot tasks. The time range of the data is between 10s
and 20s.

To view the motion of each MAV in world-frame, the tra-
jectories of both MAVs are plotted in Fig. 10. For the for-
mation flight during 10-15s, both MAVs move slowly with
constant relative positions. During 15-20s, both MAVs move
to achieve the circle tracking and keep optimizing the observ-
ability according to the asynchronous behaviours. In addi-
tion, from trajetories after 15s in Fig. 9 we can see that intro-
ducing the multi-robot task cost eliminates the transients as
shown in Fig. 8.
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5 CONCLUSIONS

This paper proposes a novel nonlinear MPC controller
with an observability cost to improve range-based multi-
MAV relative localization. Simulation results demonstrate its
faster localization convergence and lower estimation errors
with respect to previously studied stochastic motion. Future
work involves the implementation of this controller in real-
world micro air vehicles for better localization and control.
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