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The use of ChatGPT for personality research: Administering questionnaires 
using generated personas 
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Faculty of Mechanical Engineering, Delft University of Technology, Netherlands   
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A B S T R A C T   

Personality research has traditionally relied on questionnaires, which bring with them inherent limitations, such 
as response style bias. With the emergence of large language models such as ChatGPT, the question arises as to 
what extent these models can be used in personality research. In this study, ChatGPT (GPT-4) generated 2000 
text-based personas. Next, for each persona, ChatGPT completed a short form of the Big Five Inventory (BFI-10), 
the Brief Sensation Seeking Scale (BSSS), and a Short Dark Triad (SD3). The mean scores on the BFI-10 items 
were found to correlate strongly with means from previously published research, and principal component 
analysis revealed a clear five-component structure. Certain relationships between traits, such as a negative 
correlation between the age of the persona and the BSSS score, were clearly interpretable, while some other 
correlations diverged from the literature. An additional analysis using four new sets of 2000 personas each, 
including a set of ‘realistic’ personas and a set of cinematic personas, showed that the correlation matrix among 
personality constructs was affected by the persona set. It is concluded that evaluating questionnaires and 
research hypotheses prior to engaging with real individuals holds promise.   

1. Introduction 

Research into personality primarily relies on questionnaires (Bau-
meister et al., 2007). Personality traits obtained in this manner have 
demonstrated criterion validity, as demonstrated by correlations with 
job performance (Barrick & Mount, 1991), health-related behaviors 
(Bogg & Roberts, 2004), consumer behavior (Matz et al., 2016), and 
academic performance (Poropat, 2009), among others. 

At the same time, questionnaires are known to exhibit various lim-
itations. First, there are ethical factors to account for. Administering 
questionnaires demands time commitments from respondents, and some 
questions may be regarded as sensitive and therefore yield non-
responses. Second, human respondents have imperfect reliability. 
Repeating the same questionnaire to improve statistical reliability is 
often unviable due to learning, adaptation, boredom, or fatigue. Third, 
questionnaire research is known to be plagued by socially desirable 
answers and other biases (e.g., Tourangeau & Yan, 2007). Research has 
shown disparities between self-assessments of personality and evalua-
tions of the same individuals' personalities by friends or acquaintances 
(e.g., Moritz & Roberts, 2018). Such disparities might arise from the 
limited accuracy with which individuals can appraise themselves or 

others. However, such differences might also be attributed to response 
styles (e.g., Biderman et al., 2011). The latter topic has spurred 
considerable debate, for example, regarding whether the Big One is a 
valid construct or merely a by-product of common method variance 
(Arias et al., 2018; Davies et al., 2015; Just, 2011). 

Recently, there has been a surge of interest in large language models 
(LLMs), with ChatGPT being the most well-known example. While 
ChatGPT outputs can exhibit biases and generate inaccurate information 
(Bubeck et al., 2023), ChatGPT is known to excel in deciphering lin-
guistic structures. In certain benchmark tests, such as the Graduate 
Record Examinations (GRE) Verbal Section as well as reading compre-
hension tasks, ChatGPT-4 shows particularly strong performance (De 
Winter, 2023; OpenAI, 2023). 

According to the lexical hypothesis, relevant adjectives that describe 
human traits are historically embedded in everyday language and are 
present in modern dictionaries (Cattell, 1943; John et al., 1988). The Big 
Five model was developed from these adjectives through statistical 
reduction (Goldberg, 1990; Saucier & Goldberg, 1996). The close link-
age between personality and language raises the question of whether 
ChatGPT has potential applicability in personality research. 

Several studies have examined the potential of ChatGPT for 
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personality-related research. For example, ChatGPT has been found to 
be proficient in estimating personality from textual descriptions, text 
messages, or digital footprints (Cao & Kosinski, 2024; Ji et al., 2023; 
Peters & Matz, 2023; Rao et al., 2023). Phillips and Robie (2024) 
showed that LLMs could produce tailored responses to a personality 
questionnaire in order to fit a given job description (i.e., test faking). 
Furthermore, ChatGPT is widely used to mimic certain professions or 
skills. Specifically, role-playing prompting (e.g., ‘you are a useful as-
sistant’, ‘you are a world-class Python programmer’) is a commonly used 
technique to have ChatGPT adopt a certain persona, and thus obtain 
more useful answers (e.g., Kong et al., 2024). Another application area 
for LLMs is the simulation of agents that possess diverse types of 
knowledge and personalities. By letting such agents interact, plausible 
behaviors of those agents have been shown to emerge in a microworld 
(Park et al., 2023). Wang et al. (2024) suggested that team performance 
of such LLM-based agents improves when team members are configured 
with different personal characteristics and expertises, similar to how 
human team members can cognitively complement each other. 

Other studies have studied the use of synthetic humans (personas) to 
fill out questionnaires using LLMs (Argyle et al., 2023; Bisbee et al., 
2024; Olea et al., 2024; Serapio-García et al., 2023), with overall 
promising results. In particular, Serapio-García et al. (2023) used text- 
based personas and let diverse LLMs (PaLM variants) complete various 
personality scales: the International Personality Item Pool-Neuroticism, 
Extraversion, Openness (IPIP-NEO), Big-Five Inventory (BFI), Positive 
and Negative Affect Schedule Scales (PANAS), Buss-Perry Aggression 
Questionnaire (BPAQ), Revised Portrait Values Questionnaire (PVQ- 
RR), and Short Scale of Creative Self (SCSS). The authors reported 
convergent validity (high correlations for the same constructs measured 
using the IPIP-NEO and the BFI), discriminant validity (differences in 
correlations for different constructs measured using the IPIP-NEO versus 
the BFI), and criterion validity (expected correlations between the IPIP- 
NEO and the other tests). However, more attention should be paid to the 
validity of results obtained through synthetic personas with respect to 
the published literature. 

The research conducted to date on personas that complete ques-
tionnaires using an LLM is insightful and offers various possible appli-
cations, such as enabling more realistic interactions with chatbots or 
agents in virtual worlds (e.g., Klinkert et al., 2024). However, more 
research is needed in the area of personas and personality from a psy-
chometric perspective. The current study seeks to determine whether 
the underlying dimensions of the BFI-10 can be derived through per-
sonas, the extent to which the dimensions of the Big Five personality 
dimensions correlate with other personality dimensions, and whether 
these associations correspond with the published literature. We also 
examined the extent to which the type of persona (default, created to be 
more realistic, or more like a film character) influenced the nomological 
network of correlations. 

Building upon previous studies, such as those in which ChatGPT was 
used to rate the quality of scientific abstracts (De Winter, 2024), we 
propose a pipeline that involves the generation of personas. For these 
personas, we had ChatGPT complete a Big Five personality test as well as 
four additional personality scales, and we compared correlations with 
existing literature obtained using human respondents. Finally, we 
discuss potential applications and limitations of using LLMs to simulate 
human personas. 

2. Methods and results 

First, we generated 2000 personas using the ChatGPT API (model 
gpt-4-0613; 28 and 29 January 2024). The temperature parameter in the 
ChatGPT API adjusts the probability distribution of the next token to be 
produced, with a minimum setting of 0 for nearly deterministic outputs 
and a maximum allowed value of 2 for highly random outputs. We used 
a temperature setting of 1, meaning that some randomness was intro-
duced. We used the following prompt: 

Prompt: 

Please give me 20 personas. 

Also add their age and gender. The persona should be 

described by means of three brief sentences separated 

by semicolons. 

Report each persona on a single line, numbered 0001 to 

0020. Separate age, gender, profession/activity/job 

versus description by means of a dash. Only personas; 

nothing else. 

We applied this in 100 batches, with the message history of each 
batch containing the original prompt and the last 20 personas. A new 
batch was generated using the following prompt: 

Prompt: 

Please generate 20 more personas. Continue counting, 

from 0021 to 0040 

The above prompt yielded personas with the following types of 
descriptions: 

ChatGPT-4 output: 

0001. 24, Female, Graphic Designer - Always has her 

sketchbook at hand; creative and innovative; obsessed 

with the latest design trends. 

0002. 32, Male, Software Engineer - Quiet person who 

loves puzzles; spends free time coding and playing 

video games; always eager to learn something new. 

0003. 39, Female, Yoga instructor - Dedicated to pro-

moting health and wellbeing through physical activ-

ity; spends most of her day in the yoga studio; enjoys 

hiking and the outdoors. 

... 

2000. 31, Female, Content Creator - Manages her own 

lifestyle blog; collaborations with lifestyle and 

beauty brands; loves yoga and landscape photography. 

Next, we had each persona complete a short version of the Big Five 
Inventory (BFI-10; Rammstedt & John, 2007). To do this, we program-
matically went through all individual personas, and presented the BFI- 
10, using the following prompt: 

Prompt: 

Imagine the following person (age, gender, descrip-

tion): 24, Female, Graphic Designer - Always has her 

sketchbook at hand; creative and innovative; obsessed 

with the latest design trends. 

Rate this person / complete the questionnaire for this 

person, on a scale of 1 (disagree strongly) to 5 (agree 

strongly). 

Report in the following format on a single line, e.g., 5 

1 4 ... 

Report only digits, nothing else. 

1. gets nervous easily. 

2. tends to find fault with others. 

3. is outgoing, sociable. 

4. is generally trusting. 

5. tends to be lazy. 

6. is relaxed, handles stress well. 

7. has few artistic interests. 

8. does a thorough job. 

9. is reserved. 

10. has an active imagination. 

In the above prompt, the persona is highlighted in Italics; the prompt 
submitted to the API was in plain text only. In each prompt, the Italics 
phrase was replaced with another persona. Each prompt was submitted 
independently, without using a chatting functionality. The gpt-4-turbo- 
2024-04-09 model was used (date range of prompting: 30 April – 4 May 
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2024). The temperature parameter was set to 0, which means that we 
opted for the most deterministic setting of the ChatGPT API. Each 
persona was prompted 10 times. The 10 items in the prompt were sorted 
in a random order for each individual prompt, based on prior recom-
mendations (Rao et al., 2023; Tabone & De Winter, 2023; Tang et al., 
2024; Wang et al., 2023). This approach, known as ‘self-consistency’, 
was used to improve the statistical reliability of the output and to 
counteract potential item-order effects, a phenomenon that might have 
parallels with the anchoring effect in humans (Furnham & Boo, 2011). 

In total, 20,000 prompts (2000 personas × 10 repetitions) were 
executed. Numerical outputs were unavailable in 19 out of 20,000 cases. 
This occurred because ChatGPT produced an output that was not in the 
desired format, for example by producing more digits than the expected 
10. After sorting the items back into a fixed sequence, a mean score was 
calculated across the (usually) 10 repetitions. This resulted in a matrix of 
2000 rows (corresponding to the 2000 personas) and 10 columns (cor-
responding to the BFI-10 items), containing numbers between 1 and 5. 

This above procedure was separately applied to four other ques-
tionnaires using the same prompt layout: (1) an 8-item Brief Sensation 
Seeking Scale (BSSS; Hoyle et al., 2002), (2) a 9-item Machiavellianism 
scale, (3) a 9-item narcissism scale, and (4) a 9-item psychopathy scale 
(Jones & Paulhus, 2014). These four additional scales were administered 
because they are widely used and are conceptually distinct from the BFI, 
making them suitable for assessing how their scores correlate with the 
BFI scores. 

After administering all five questionnaires, we performed a principal 
component analysis (PCA) on the BFI-10 results, followed by oblique 
Promax rotation of the loadings (Hendrickson & White, 1964). Finally, 
the components of the rotated component loading matrix were ordered 
and sign-reversed if needed, in order to yield a maximal congruence 
coefficient (MacCallum et al., 1999; Tucker, 1955) with respect to a 
target matrix consisting of 0s and 1s. 

The means, standard deviations, and loadings of the BFI-10 are 
shown in Table 1. The component loadings have the expected sign, with 
positive and negative loadings for the two items of the same personality 
dimension. The loading matrix can be seen to have a highly simple 
structure, where simple structure is defined as a loading matrix where 
each item has a strong loading on one component and weak loadings on 
the other components (e.g., Revelle & Rocklin, 1979; Thurstone, 1935; 
Tucker, 1955). 

The listed means show lower values for negative characteristics (e.g., 
‘tends to be lazy’), consistent with the tendency of people to assess 
themselves with positive regard. The Pearson product-moment corre-
lation of the item means with the corresponding item means from a 
previously published BFI-10 study (Lovik et al., 2017) was strong, at r =
0.93 (p < 0.001). This association is illustrated in Fig. 1. It can also be 
noted that the averages deviated substantially, with ChatGPT being 
more inclined than human raters to report extreme values (i.e., close to 1 

or 5). 
Table 2 shows the means, standard deviations, and Pearson product- 

moment correlation coefficients of the scale scores, together with the 
age and gender of the personas, while the supplementary material 
(Table S1) provides an overview of corresponding correlation co-
efficients obtained from published literature, including meta-analyses 
(Aluja et al., 2022; Cross et al., 2013; Crysel et al., 2013; Dahlen & 
White, 2006; Denissen et al., 2008; Eachus, 2004; Jones & Paulhus, 
2014; Muris et al., 2017; Schmitt et al., 2008; Van der Linden et al., 
2010). 

The sign of various correlations shown in Table 2 was found to 
correspond with the literature. For example:  

● Age was positively correlated with conscientiousness (r = 0.27 vs. 
0.24) and negatively with sensation seeking (r = − 0.48 vs. -0.34), 
neuroticism (r = − 0.30 vs. -0.15), and psychopathy (r = − 0.27 vs. 
− 0.19) (Aluja et al., 2022; Denissen et al., 2008). 

● The positive associations between sensation seeking, Machiavel-
lianism, narcissism, and psychopathy are consistent with the litera-
ture (Crysel et al., 2013; Jones & Paulhus, 2014).  

● Also consistent with the literature is the positive association between 
extraversion and sensation seeking (r = 0.59 vs. 0.31) (Dahlen & 

Table 1 
Means, standard deviations (SD), and component loadings for the Big Five Inventory (BFI-10) (n = 2000). 

Item Trait Mean SD E A C N O
1. is reserved Extraversion (R) 2.51 0.55 -0.97 -0.03 -0.03 -0.02 -0.05
2. is generally trusting Agreeableness 3.50 0.34 0.10 0.85 0.06 0.01 -0.08
3. tends to be lazy Conscientiousness (R) 1.17 0.25 -0.11 0.03 -0.93 0.07 0.02
4. is relaxed, handles stress well Neuroticism (R) 3.88 0.38 -0.03 0.21 -0.12 -0.84 0.00
5. has few artistic interests Openness (R) 1.89 0.63 -0.12 -0.04 -0.03 0.03 -0.96
6. is outgoing, sociable Extraversion 3.53 0.78 0.97 -0.02 -0.04 0.01 -0.03
7. tends to find fault with others Agreeableness (R) 2.02 0.24 0.09 -0.89 0.02 -0.02 -0.07
8. does a thorough job Conscientiousness 4.89 0.23 -0.15 0.06 0.88 0.05 0.02
9. gets nervous easily Neuroticism 2.21 0.28 0.00 0.15 -0.11 0.96 0.00
10. has an active imagination Openness 4.02 0.74 -0.10 -0.04 -0.03 0.03 0.94

Note. The values are color-coded from − 1 (orange) to 0 (white) to 1 (green). 

Fig. 1. Mean response to the BFI-10 by ChatGPT and as reported by Lovik et al. 
(2017). The number in each marker represents the item number (see Table 1). 
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White, 2006), between extraversion and narcissism (r = 0.66 vs. 
0.31) (Muris et al., 2017), and between sensation seeking and 
openness (r = 0.24 vs. 0.20) (Dahlen & White, 2006).  

● The association between agreeableness versus Machiavellianism, 
narcissism, and psychopathy was negative (r = − 0.72, − 0.36, 
− 0.40), which is consistent with literature (r = − 0.43, − 0.21, − 0.46) 
(Muris et al., 2017). 

On the other hand, several correlations diverge from published 
literature:  

● The literature (see Table S1) suggests that females score higher on 
neuroticism compared to males; however, in Table 2, females and 
males have equivalent neuroticism (r = − 0.04 vs. − 0.40) (Schmitt 
et al., 2008).  

● ChatGPT indicated that older people have lower extraversion (r =
− 0.28). However, according to the literature, the effects are near- 
zero (r = 0.00) (Denissen et al., 2008).  

● The correlations among the Big Five dimensions are not consistent 
with the literature either. For example, ChatGPT yielded a negative 
correlation between extraversion and conscientiousness (r = − 0.26), 
while the literature reports a positive correlation (r = 0.21) (Van der 
Linden et al., 2010). Also, while the literature indicates that 
neuroticism correlates negatively with extraversion, agreeableness, 
openness, and conscientiousness (r = − 0.26, − 0.26, − 0.12, and −
0.32, respectively), ChatGPT yielded more divergent correlations (r 
= − 0.09, − 0.44, 0.29, and − 0.24, respectively).  

● Table 2 depicts a positive correlation between extraversion and 
psychopathy (r = 0.50), while the literature suggests a near-zero 
correlation (r = 0.01) (Muris et al., 2017). 

In summary, the results indicate that while some correlations are 
consistent with previously published literature, there are also incidences 
of dissimilarity. 

The ChatGPT base model has been trained using a wide variety of 
text data collected from the internet. Consequently, the personas 
generated by this model may not accurately represent the average citi-
zen. To investigate whether more realistic personas could influence the 
correlations among constructs, we revised our original prompting 
strategy. Instead of requesting ‘Please give me 20 personas’, we used the 
following modified prompt: 

Prompt: 

Please give me 20 REALISTIC personas with REALISTIC 

names. 

ChatGPT-4 output: 

0001. John Smith, 35, Male, Software Engineer - Active 

in online coding communities; enjoys cycling and 

reading; spends weekends tinkering with new tech. 

0002. Emily Harris, 27, Female, Marketing Manager - 

Adores fashion and beauty trends; coffee lover; at-

tends a yoga class twice a week. 

... 

And 

Prompt: 

Please give me 20 REALISTIC personas with REALISTIC 

names and REALISTIC personality descriptions. 

ChatGPT-4 output: 

0001. Laura Richards, 30, Female, Digital Marketer - 

Laura is extremely driven and loves the fast-paced 

nature of her industry; her colleagues admire her for 

her creative problem-solving skills; she has an out-

going personality, but values her alone time. 

0002. Henry Davis, 54, Male, Physics Teacher - Henry is 

known for his patience and ability to explain complex 

concepts in an easy manner; he's introverted and pre-
fers to spend his time reading or gardening; he deeply 

cares about his students and their success. 

... 

We also explored whether incorporating terminology from the Big 
Five personality traits into the prompt would result in more accurate 
correlations between constructs. To test this, we generated personas 
using the following revised prompt: 

Prompt: 

Please give me 20 REALISTIC personas with REALISTIC 

names and REALISTIC personality descriptions using 

terminology of the Big Five. 

ChatGPT-4 output: 

0001. Jane Wilson, 25, Female, Graduate Student - 

Highly conscientious; scores low in emotional sta-

bility and can often feel anxious; but is very open to 

new experiences and ideas. 

0002. Richard Meyers, 32, Male, Software Engineer - 

Very extroverted and tends to bond instantly with new 

people; presents high agreeableness; lacks emotional 

stability leading to occasional unexpected emotional 

outbreaks. 

... 

Finally, we considered generating extreme personas that are unre-
alistic, as if they came from a movie. In this way, a greater variance 
might be introduced, potentially making the relationships between 

Table 2 
Pearson product-moment correlation matrix among age, gender, and personality traits (n = 2000). 

Mean SD 1 2 3 4 5 6 7 8 9 10
1 Age 37.45 10.12
2 Gender (1: F, 2: M) 1.50 0.50 0.04
3 Extraversion 7.02 1.30 -0.28 -0.10
4 Neuroticism 4.33 0.61 -0.30 -0.04 -0.09
5 Agreeableness 7.48 0.51 -0.02 -0.22 0.14 -0.44
6 Openness 8.13 1.30 -0.11 -0.08 0.05 0.29 0.03
7 Conscientiousness 9.72 0.44 0.27 -0.21 -0.26 -0.24 0.12 -0.26
8 Sensation seeking 19.01 4.29 -0.48 0.12 0.59 0.06 -0.09 0.24 -0.39
9 Machiavellianism 18.64 3.35 -0.02 0.15 0.11 0.41 -0.72 0.04 -0.20 0.13

10 Narcissism 25.03 4.51 -0.10 -0.02 0.66 0.13 -0.36 0.04 -0.17 0.41 0.53
11 Psychopathy 11.83 2.48 -0.27 0.29 0.50 0.22 -0.40 0.15 -0.52 0.68 0.52 0.55

Note. Numbers are color-coded from − 0.50 (orange) to 0 (white) to 0.50 (green). The Pearson product-moment correlation with 
Gender, a binary variable, is equivalent to the point-biserial correlation coefficient. 
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constructs more apparent. 

Prompt: 

Please give me 20 CINEMATIC personas with CINEMATIC 

names and CINEMATIC personality descriptions. 

ChatGPT-4 output: 

0001. Indiana Jones, 39, Male, Archaeologist - Ambi-

tious and daring; relentless in pursuit of historical 

relics; balances academic intellect with rugged 

adventurism. 

0002. Ellen Ripley, 35, Female, Warrant Officer - 

Strong-willed and intelligent; survives against 

incredible odds; protective and always steps up to 

unanticipated challenges. 

... 

The component loadings of the BFI, presented in the Supplementary 
Material (Tables S2–S5), show that the original mean absolute salient 
loading of 0.92 (see Table 1) remained relatively consistent with real-
istic personas (0.90 and 0.89, respectively; Tables S2 & S3). By explicitly 
incorporating Big Five elements as part of the personas, this figure rose 
to 0.94 (Table S4), and cinematic personas also resulted in a high mean 
absolute salient loading of 0.95 (Table S5). In summary, by explicitly 
including Big Five keywords or by generating cinematic personas, the 
BFI structure became more manifest. 

The correlation between constructs indicated that correlations with 
realistic personas remained relatively unchanged compared to Table 1 
(see Tables S6 & S7), while the correlations for Big Five personas 
(Table S8) and cinematic personas (Table S9) showed stronger de-
viations from the correlations presented in Table 1. For cinematic per-
sonas, there was a noteworthy increase in standard deviations among 
the 2000 personas for Machiavellianism (SD = 9.98, compared to SD =
3.35 in Table 1) and Psychopathy (SD = 10.19 compared to SD = 2.48 in 
Table 1). On average, cinematic personas were depicted as more ma-
levolent than the ‘realistic’ personas. 

3. Discussion 

Questionnaires are commonly used in personality research, but have 
disadvantages in the form of response style bias and the limited number 
of repetitions that can reasonably be performed on a human participant. 
Due to their text comprehension abilities, LLMs are potentially prom-
ising for administering questionnaires among synthetic participants, 
also referred to as personas. Building on previous research (e.g., Serapio- 
García et al., 2023), this study explored using ChatGPT for psychometric 
personality research. A pipeline was created which involved the creation 
of text-based personas and subsequently completing questionnaires for 
these personas. A total of five questionnaires were completed 10 times 
by each persona with the response options each time in a different 
random order, a prompting strategy that is based on literature (e.g., 
Tabone & De Winter, 2023; Tang et al., 2024). 

One key result was that a very clear loading structure emerged (see 
Table 1), without mentioning such a structure in the prompt. Although 
the personas occasionally used Big Five-related terminology: for 
example, the word ‘extroverted’ appeared in 8 of the 2000 personas, 
most personas did not include such language. However, we found that 
including explicit Big Five terminology in a new set of 2000 personas, or 
using cinematic personas in another set of personas, made the simple 
structure even more pronounced (see Tables S8 & S9 in the Supple-
mentary Material). Note that our results do not imply that the Big Five is 
the only or most dominant dimensional structure within the GPT neural 
network; Potentially, the structure of other personality tests would also 
have emerged, had these personality tests been administered. 

The mean scores of the BFI-10 items were found to correspond well 
with literature (r = 0.93), although the personas displayed relatively 
high openness and conscientiousness (see Fig. 1). Previous research in-
dicates that ChatGPT output is of agreeable nature (Hilliard et al., 2024; 

Rutinowski et al., 2024). A possible explanation for ChatGPT's positive 
disposition is that it has been fine-tuned with human feedback and 
specifically instructed to become a more user-friendly assistant. 
(OpenAI, 2023). Another explanation is that ChatGPT's neural network, 
which has been trained on human textual data, mirrors the tendency of 
humans to leave a positive impression on others (i.e., impression man-
agement; Rosenberg & Egbert, 2011). 

3.1. Limitations 

Limitations. 
Several limitations should be acknowledged. A key limitation is that 

although the correlations between constructs appear plausible and 
partly align with the literature (compare Table 2 with Table S1 in the 
Supplementary Material), there are still important discrepancies. The 
challenge is that ChatGPT, like other popular LLMs, is trained on texts 
obtained from the internet, and is thus susceptible to the biases present 
in these texts (Atari et al., 2023; Grossmann et al., 2023; for a similar 
discussion on big data validity, see Barocas & Selbst, 2016). Addition-
ally, the personas we generated are inherently a product of the prompts 
used to create them. We showed that different sets of personas yield 
slightly different correlations, which is not surprising since, like 
surveying humans, the results inevitably depend on the sampled popu-
lation. The challenge for future research lies in generating new sets of 
personas for which the obtained correlations closely match those from 
the literature on the human population that is meant to be represented. 

On the other hand, it can be questioned whether representing cor-
relations from the literature should be the intention, given that human 
respondents are susceptible to response biases when completing surveys. 
In fact, the literature indicates that the moderately strong correlations 
between Big Five constructs might be attributed to response styles such 
as social desirability bias (Biderman et al., 2011). The volatility of cor-
relations obtained from human respondents is also evident from 
research where correlations between BFI constructs were found to differ 
depending on whether respondents evaluated themselves or were eval-
uated by others (DeYoung, 2006; Moritz & Roberts, 2018). Hence, it is 
conceivable that the results shown in Tables 1 and 2 might provide a 
purer (a concept still to be precisely defined) representation of the re-
lationships between personality dimensions. 

A second limitation is the common availability of the BFI-10 on the 
internet and its inclusion in the GPT base model (this can be easily 
verified by using the prompt “Give me the 10 items of the BFI-10”). 
Therefore, there is a possibility that ChatGPT recognized the BFI-10 
items, and assigned scores to the personas by memorizing stereotypi-
cal answers, without actually judging the persona. However, this may 
not be a major limitation, as shown by the correlations between con-
structs of different questionnaires, such as between Extraversion and 
Sensation Seeking (see Table 2). These correlations were obtained 
through independent prompts, and cannot have arisen through memo-
rization. Nevertheless, for future research, it might be interesting to 
repeat the current study with new questionnaires that have not yet been 
published on the internet. 

A third limitation is that the research presented here is quite 
cumbersome and not yet easily applicable. With faster inference 
methods and lower costs, the method may become more usable. To 
provide an estimate: For this study, we created a total of 10,000 per-
sonas (distributed across 5 sets of 2000 each), with each persona 
completing 5 questionnaires 10 times. These half a million prompts cost 
us several days to execute using parallel prompting on a single laptop 
computer, with OpenAI charging us about $1500 for executing these 
prompts. For faster screening of prospective questionnaires, it would be 
useful if this could be done more efficiently. 

3.2. Suggestions for follow-up research and applications 

Although our research has several limitations, it may hold promise 
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for follow-up research and applications. After further refinement and 
validation, and faster inference times of the LLMs, we see the following 
possible future uses of ChatGPT in future personality research: 

● Questionnaire construction: It may be possible to assess latent struc-
tures before applying the questionnaire to real people. This includes 
testing of new items, reformulations of items, or removal of bad or 
redundant items.  

● Training, education, and hypothesis forming: This study showed that 
the obtained correlation matrix is dependent on the personas. In the 
real world, such matters may be difficult to study without spending 
significant resources. For example, when comparing the traits of 
individuals across different countries, one is confronted with the 
challenge that not only is the culture different, the mean age of the 
respondents, as well as the mean age of the population in that 
country, also varies (De Winter & Dodou, 2016; Spector et al., 2015). 
It is conceivable that when samples are difficult to recruit, hypoth-
eses might be preliminarily tested by relying on synthetic data, as 
was done in this paper. The current findings also elucidated that 
there is no single ‘population value’, but that the input (i.e., the type 
of persona) determines the output. These insights may prove valu-
able for statistics teaching. 

● Further exploration of response styles. A common criticism in person-
ality research pertains to the issue of common method variance 
(Biderman et al., 2011; Spector & Brannick, 2009). Through com-
puter simulations such as ours, it should be feasible to manipulate 
response styles and test the effects, for example, by posing the same 
questions in different ways (e.g., forced-choice vs. multiple choice), 
with different persona perspectives (e.g., ‘imagine you are this 
persona’ vs. ‘fill out the questionnaire for this persona’), and in 
varying sequences. By doing so, it may become possible to establish 
in which scenarios correlations emerge as response-style artifacts 
and when they are more substantive. Future research is needed to 
test these ideas.  

● Designing user-centric products or services: In the field of product 
design, personas are a widely used, yet criticized, method (Matthews 
et al., 2012; Miaskiewicz & Kozar, 2011). The use of LLM-generated 
personas could potentially speed up the design process and allow for 
product designs that better fit a diverse user base. Others suggest 
using personality dimensions to create non-player characters (NPCs) 
with human-like traits for use in computer games (Klinkert et al., 
2024). 

Apart from the above, we see future potential in applying ChatGPT to 
explore new methods of psychology research. Previous research has also 
shown that it is possible to emulate the cognitive skills of children of 
different ages using ChatGPT (Milička et al., 2024). Using personas that 
perform cognitive tasks could enable the testing of more sophisticated 
psychological theories, particularly those related to collaboration or 
joint intelligence. 

4. Conclusion 

The current findings represent only a first step toward the use of 
LLMs in personality research but are nonetheless promising. We have 
demonstrated that the Big Five personality dimensions can be identified 
through the use of virtual personas. Future research should focus on 
generating more realistic personas, and on working toward a prompting 
method that is aligned with human data. Ideally, this would allow for 
questionnaires to be pilot-tested before contacting actual humans. We 
anticipate that as better-quality LLMs emerge in the future, an increasing 
number of questions pertaining to personality, or psychology more 
broadly, can be proactively answered. 
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