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Abstract

Urban microclimate significantly affects people’s experiences and activities in urban environments by a
series of phenomena, among which urban flow is an important factor to be considered. Computational
Fluid Dynamics (CFD) method has become a popular tool for studying urban airflow because of its low
cost compared with experiment methods. However, flows over urban areas exhibit turbulence nature
of being three-dimensional, unsteady, and multi-scale. Additionally, the large computational domain
that should be covered and the inherent inhomogeneity of the urban structures make it challenging
to do full-scale modelings. Large Eddy Simulation (LES), with the development of computing power,
becomes a promising tool to study such flows.

In the campus of Delft University of Technology (TU Delft), a crossroad near the EWI building (the
main building of Faculty of Electrical Engineering, Mathematics and Computer Science) is constantly
complained for its strong wind. This research tackles such problem using LES, and takes TU Delft
campus area itself as case study. The development of this research is composed of three stages.

In the first stage, Vreman eddy viscosity model is implemented into Canonical Navier-Stokes (CaNS),
a massively-parallel Navier Stokes solver developed by Costa, (2018). Based on a structured three-
dimensional Cartesian grid, the subgrid scale (SGS) eddy viscosity model is inserted into the Navier-
Stokes equation by adding an extra diffusion term. The inserted diffusion term is discretized with
second-order difference scheme along with interpolation of the velocity field due to the staggered grid
arrangement. The implementation is validated with a turbulent channel flow with friction Reynolds
number 𝑅𝑒𝜏 = 360. The good agreement is found and the discrepancy is small.
In the second stage, the solver employs a direct-forcing Immersed Boundary Method (IBM), and is
further validated with the flow over periodic cube arrays. Signed-Distance Field (SDF), as a convenient
tool, is generated and functions as read-in data for IBM. The IBMprocesses the effect of the boundary as
an added force on the fluid points at the interface. The stair-step approach approximates the structure
boundary with the cuboid cells faces. The results match well with the wind tunnel test data from Castro
et al., (2006) and a previous LES study by Tomas et al., (2016).

In the last stage, the validated solver is applied to a scaled-down TU Delft campus model. The simula-
tion setup is designed by considering the achievability of a possible future wind tunnel measurement.
Three grids are used for a grid convergence analysis by comparing the total IBM force, mean veloc-
ity, and Reynolds stress at certain locations. The flow converges with the finest grid with grid number
𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 = 960 × 880 × 240. Around the EWI building, a high speed region is found at the cross-
road location. Behind the building, a wake area is observed and a clear shear layer is on the top of the
building.
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1
Introduction

Since 2018, more than half of the world’s population resides in urban areas, with the most urbanized
geographic regions located in Northern America, Latin America and the Caribbean, and Europe. Ac-
cording to (UNDESA, (2018)), by 2050, a population growth of around 2.5 billion is predicted, along
with a 13% increase of the percentage of the global urban dweller. This brings challenges to urban
development efforts by governments, urban planners, and stake holders in order to improve the quality
of life and promote sustainable growth of urban areas (Cf, 2015).

Urbanization is accompanied by the spatial expansion of the urban settlement through the transfor-
mation and the annexation of the rural regions (UNDESA, (2018)). The replacement of the rural and
natural surroundings by their urban counterparts results in a significant change of the geometry and
the content of the area. This leads to changes in the transport of air, moisture, pollutant, and heat
etc, thereby altering the characteristics of the local atmospheric boundary layer, which locates at the
lowest part of the atmosphere and is in direct contact with ground surface. As a result, urban struc-
tures create their own unique microclimates, such as Urban Heat Island (UHI) effect (Manley, (1958)).
Urban flow is a crucial factor to evaluate in terms of the planning of new urban areas as it influences
the local microclimate through a series of phenomena such as wind-driven rain, pollutant dispersion,
building ventilation, and pedestrian wind condition around buildings (Gunawardena et al., (2017)). It
has become a requirement for the design of high-rise buildings to pass the wind comfort and/or safety
criteria for the building designers and urban planners (Blocken et al., (2012)).

Various measurement methods can be used to assess the wind condition for urban areas, this gen-
erally includes field measurements and wind tunnel measurements. The former approach is typically
conducted by placing probes at certain locations to collect data such as temperature, humidity, and
solar radiation (Krüger et al., (2011)), as well as placing anemometers to obtain wind speed and direc-
tion (Dye, (1980); Kamei and Maruta, (1979)). The advantage of field measurement is that it generates
robust data that accurately represents the actual flow field. However, field measurement is only limited
to certain wind station measurement locations in existing urban areas, resulting in the inability of cap-
turing the entire urban flow field and predicting flow in the newly designed urban districts. In addition,
full-scale measurement sometimes is insufficient for validation data because of its practical challenges
of being subject to altering meteorological phenomena (Mittal et al., (2018)), while typically benchmark
data under well-controlled conditions are preferred.

The wind-tunnel approach generally involves wind tunnels testing with scaled-downed models. Various
flow measurement techniques has been applied to conduct researches with high resolution, including
Hot-Wire Anemometry (HWA) (Uematsu et al., (1992)) , Hot-Film Anemometry (HFA) (Stathopoulos and
Storms, (1986)), Irwin probes (Zhang et al., (2017) and Zhang et al., (2017)), infrared thermography (M.
Yamada et al., (1996)), Laser Doppler Anemometry (LDA) (Lam, (1992)), and Partical Image Velocime-
try (PIV) (Allegrini and Lopez, (2016)). Wind tunnel approach is advantageous in understanding a wide
range of complex phenomena by obtaining detailed data through controlling geometric structures and
flow variables at wishes (Ahmad et al., (2005)). Nonetheless, wind tunnel measurements may still be
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2 1. Introduction

only able to provide data at a small set of points, and thus may not be effective at providing the full
history of the flow. In addition, it suffers from incompatible similarity problems when compared with
full-scale measurements, as reported by (Blocken et al., (2012)). Finally, physical models are limited to
the overall geometry of the studied area, with challenges of including detailed urban components such
as street dimensions, vegetation composition, landscape, surface roughness, which can alter from time
to time in real urban areas (Ahmad et al., (2005)).

Another popular approach that goes hand-to-hand with experimental campaigns is to use Computa-
tional Fluid Dynamics (CFD) to predict the urban flow dynamics. The advantage of using CFD lies
in its ability to give the detailed 3D wind field directly around the geometry of interest (Blocken and
Carmeliet, (2004)). Although validation is required, various complex factors can be accounted for in
CFD models. This includes the detailed shape and orientation of urban structures, vegetation, as well
as heat generation (Vanky et al., (2023)). In addition, it is less time-consuming and less expensive
compared with wind tunnel approach (Mittal et al., (2018)).

To summarize, understanding the flow condition within urban areas is important for urban planners to
design living places that are safe and comfortable for their residences, as well as creating sustainability
and clean environment. To facilitate this process, CFD, as an emerging attractive method, can con-
tribute significantly to the detailed analysis of turbulent flow around buildings and to study the influence
of various factors.



2
Literature review

2.1. Urban Microclimate
With the rapid global urbanization, studies on the dynamics of urban microclimate are gaining popu-
larity. Urban microclimate is influenced by factors both external and internal of the city. The external
macroclimate may have a significant impact on the local urban climate in terms of wind, temperature,
humidity, and precipitation (Jian et al., (2022)). For example, under the influence of temperate mar-
itime climate, the Netherlands, with its near-sea location and flat terrain, has rainy and windy winter
and makes it hard to bicycle.

Figure 2.1: Schematic of urban microclimate. (Taken from http://geographylaunchpad.weebly.com/)

Understanding the complicated interactions between different factors within urban areas is also crucial
for studying urban microclimate. This generally consists of the layout and the geometry of landscapes,
the presence of vegetation, water bodies, and other urban furniture (Dimoudi et al., (2013)). These
features strongly influence all the different urban-area transport dynamics in terms of mass and heat
transfer, such as air flow, pollutant dispersion, heat convection and radiation, cloud formation andmove-
ment, which in result could raise urbanized-area issues, such as wind-driven rain, pollutant dispersion,
building ventilation, and hazardous ground-level wind (Gunawardena et al., (2017)). A schematic of
urban microclimate is shown in Figure 2.1. An example regarding the impact of landscapes can be
demonstrated with orographic precipitation. When moist air approaches a barrier, the moist air rises
over it, cools, and reaches its saturation point, leading to the condensation of water vapor into clouds.
Consequently, this results in the subsequent release of precipitation in the form of rain or snow(Cengiz,
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4 2. Literature review

(2013)).

2.2. Pedestrian-level Wind
Urban microclimate can be studied at various spatial scales, ranging from the global scale to indoor en-
vironment and human thermophysiology. The computational domain of global scale is typically larger
than 2000km till the dimension of the entire globe (6500km) (Yamada and Koike, (2011)). Mesoscale
ranges from 2km up to a few hundred kilometers (Blocken, (2015)) by having typically a domain size
of 50km to 2000km and grid resolution of 1km to 100km (Yamada and Koike, (2011)). Enriched with
detailed meteorological phenomenon such as cloud formation and radiation, the numerical models to
explore atmospheric events, for instance, thunderstorms and precipitation bands, are often referred
to as Mesoscale Meteorological Models (MMM). (Pielke Sr, (2013)). However, in MMM, several con-
tributing building details, such as building geometry and street canyons, are generally oversimplified
and not modeled explicitly (Toparlar et al., (2015)).

Figure 2.2: Schematic representation of the spatial scales relevant to building simulation, including their typical maximum hori-
zontal length scales and associated model categories. NWP = Numerical Weather Prediction; MMM =Mesoscale Meteorological
Model; CFD = Computational Fluid Dynamics; BES = Building Energy Simulation; BC-HAM = Building Component – Heat, Air,
Moisture transfer; MSM = Material Science Model; HTM = Human Thermophysiology Model (The figure is taken from Blocken,
(2018)).

The smaller scales are called microscales and have horizontal domains that are often smaller than
2km with the spatial resolution between 0.1m and 100m (Blocken, (2015)). This is the range where
the modeling of urban physics generally takes place. By taking into account of various complex ur-
ban structures, such as plants, benches, bushes, and sidewalks, CFD methods are able to predict
the detailed wind flows and assess pedestrian wind comfort as well as pollutant dispersion (Blocken,
(2015)).

Building scale (< 100m) focuses on the impact of building components on the outdoor and indoor
environment interaction (Zheng et al., (2020)). Component scales (< 10m) and human scales(< 1m)
generally aim to investigate indoor climate and its impact on human being (Fiala et al., (1998)).

2.3. Wind Comfort Criteria
For decades, high-rise buildings have been in favoured by urban planners in order to accommodate
more people in densely populated urban areas. However, high-rise buildings tend to transport the
air flow from the high altitude down to the ground level through standing vortices, forming high wind
speed regions at building corners. This produces uncomfortable and sometimes even dangerous wind
conditions for pedestrians (Penwarden and Wise, (1975)). Hence, it is important for city planners to
consider wind comfort condition in the design of livable accommodations.

Many factors contribute to the perceptive comfort of pedestrian, such as temperature and humidity,
while the mechanical effect of wind is the one that is considered the most important (see W. Melbourne,
(1978) and Willemsen and Wisse, (2007)). Wind comfort criteria provides guidelines and standards to
assess the level of comfort or discomfort that people experience when exposed to wind in outdoor
spaces. It typically consists of wind speed and a maximum allowed exceedance probability, which
assesses wind speed fluctuation (W. H. Melbourne, (1971)), followed by a set of outdoor activities,
such as sitting and walking.

Various wind comfort criteria exist (see Janssen et al., (2013) ,W. H. Melbourne, (1971), and Hunt
et al., (1976) ). Large differences may be found between different criteria since most of them have
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Category Mean velocity Probability Activity
A 5m/s < 2.5% Sitting Long
B 5m/s < 5% Sitting Short
C 5m/s < 10% Walking Leisurely
D 5m/s < 20% Walking Fast
E 5m/s ≥ 20% Uncomfortable

Table 2.1: NEN8100 wind comfort for a neutral atmospheric boundary layer and isothermal condition (Comfort, (2006)).

been based on people’s intuition (Blocken and Carmeliet, (2004)). Dutch wind nuisance standard NEN
8100 (Comfort, (2006)) is preferred because it is the latest one for assessing pedestrian wind comfort.
Shown in Table 2.1, it presents exceedance probabilities and corresponding activities based on a 5m/s
wind speed. This speed is identical for level 3 and level 4 according to Beaufort Wind Scale (According
to Water, (2005), under wind speed 5m/s people start to perceive wind as uncomfortable. At level 3,
”dust gets blown up”, and at level 4, ”hair messed up, clothes flapping”).

2.4. CFD Methods
Urban flows can be studied mainly by three CFD methods, Reynolds-Averaged Navier Stokes (RANS),
Large Eddy Simulation (LES), and Direct Numerical Simulation (DNS). Choices have to be carefully
made between different turbulence models, subgrid-scale models, land surface fluxes, boundary and
initial conditions, as well as discretization schemes.

2.4.1. RANS
Reynolds-Averaged Navier Stokes (RANS) is the most widely used model for the numerical study of
urban microclimate (Toparlar et al., (2017)). In RANS, all scales of turbulence motion are modeled.
The flow variables are decomposed into mean and fluctuating components. In RANS, only the mean
flow is explicitly solved, and the fluctuating components are treated as separate terms called Reynolds
stress tensor, representing the turbulent effect on the mean values. Closure hypotheses are introduced
to relate the Reynolds stress tensor with the mean flow characteristics to iteratively solve the RANS
equations. Various commonly used models for different methods are listed in Table 2.2.

CFD Method Commonly used models
DNS
LES Standard Smagorinsky-Lilly model (SSL)

Dynamic Smagorinsky-Lilly model (DSL)
Wall-Adapting Local Eddy-viscosity model (WALE)

Dynamic Kinetic Energy model (DKE)
RANS Standard 𝑘 − 𝜖 model

Yamada and Mellor 𝐸 − 𝜖 model
RNG 𝑘 − 𝜖 model

Realizable 𝑘 − 𝜖 model
𝑘 − 𝜔 Shear Stress Transport (𝑘 − 𝜔 SST)

Table 2.2: Commonly used CFDmodels for the study of urban microclimate. (see Toparlar et al., (2017) and Jianlin et al., (2019))

In RANS, the most used models are the Standard 𝑘 − 𝜖 model and the Yamada and Mellor 𝐸 − 𝜖
model, where 𝐸 represents the energy density of the wave field. The former introduces a two-equation
model that involves Turbulent kinetic Energy (TKE) 𝑘 and turbulent dissipation rate 𝜖. It has gained
wide popularity due to its robustness, computational efficiency and acceptable accuracy for industrial
flow problems (Jones and Launder, (1972)). However, it is based on empirical conclusions that rely
on phenomenological observations. Nonetheless, the latter is most often used for ocean modeling.
In terms of urban flows, standard 𝑘 − 𝜖 model suffers from the overestimation of TKE in the building
windward face. It also underestimates the wake regions, as well as flow separation and recirculation
around buildings.
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Various revised 𝑘 − 𝜖 models are also investigated regarding urban flows, such as RNG 𝑘 − 𝜖 model
(Yakhot and Orszag, (1986)) and Realizable 𝑘−𝜖 model (Shih et al., (1995)). They both show improve-
ment in high-speed regions, however, have more or less accuracy issues at wake regions (Blocken and
Carmeliet, (2008)). Yamada and Mellor 𝐸 − 𝜖 model is another widely used model (Yamada and Mel-
lor, (1975)). However, although not recommended (Toparlar et al., (2017)), it has gained popularity
because it is the only available turbulent model in ENVI-Net, a microclimate simulation software (Bruse
and Fleer, (1998)). 𝑘 − 𝜔 Shear Stress Transport (𝑘 − 𝜔 SST) also exhibits good performance, but it
overpredicts the flow separation and underestimates the TKE (Rajasekarababu et al., (2022)).

It can be concluded that themain limitation of RANS is that it filters out many details of transient turbulent
motions that are essential to the analysis urban microclimate. Nonetheless, the current computing
capability allows researchers to do much better.

2.4.2. LES
In Large eddy simulation (LES), the large-scale turbulent structures are resolved on the computational
grids, while the smaller scales are modeled using subgrid-scale (SGS) model. The SGS model de-
scribes the flux of momentum, mass, or heat associated with scales which have been filtered. LES
is well-suited for simulating turbulent flows in which the large-scale eddies are of primary focus, for
example, atmospheric boundary layer and wake behind bluff bodies (Stoll et al., (2020)). LES is be-
coming increasingly popular in studying urban microclimate due to its ability to capture the unsteady,
time-dependent turbulent behaviors, at the same time being more accurate than RANS and less com-
putationally expensive than DNS. This make LES a powerful tool for understanding the physics of
turbulent structures in urban flows. A popular SGS model is Vreman eddy viscosity model (Vreman,
(2004)), this will be described in Chapter 3.

2.4.3. DNS
Direct numerical simulation (DNS) resolves all ranges of the turbulent fluctuating motion and provides in
every detail the simulated results for non-linear mechanisms of turbulence production and dissipation.
Hence, no turbulent closure schemes are needed. However, smaller turbulent motions can only be
resolved by smaller cell size. The cell number increases significantly with the increase of Reynolds
number. Besides, time step should decrease too, so that the number of iteration over time increases,
making DNS extremely computationally expensive especially for the geometry that has high Reynolds
number(Barulli, (2022)). Previous studies using DNS would be discussed in the following sections. In
microscale urban flow simulation, the required domain is usually too large for DNS to be feasible for
interpreting all the complex turbulence structures (Palme and Salvati, (2021)).

2.4.4. Immersed Boundary Method
While having the advantages stated above, LES has long computing time. The main reason for the
increased computational expense in LES compared with RANS is the need for smaller grid size. Since
LES aims to capture the energy-containing turbulent eddies, the grid resolution should be fine enough to
capture the size and dynamics of these eddies accurately. This requires a higher number of grid points
compared to RANS simulations, in which the turbulence is modeled based on averaged quantities.

Immersed Boundary Method (IBM) was originally developed (Peskin, (1982)) to model the flow around
deformed structures. One of the key features of IBM is that a continuous grid is used. The computa-
tional grid is not necessarily to be conformed with the physical boundary in general, thus eliminating
the time-consuming meshing procedure for modeling complex geometries. Mathematical method, for
example Signed-Distance Field (SDF) method, can be applied to couple the structure boundary and
the mesh.

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0, (2.1)

𝜌(𝜕𝑢𝑖𝜕𝑡 +
𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

) = − 𝜕𝑃𝜕𝑥𝑖
+ 𝜇𝜕

2𝑢𝑖
𝜕𝑥2𝑗

+ 𝑓𝑖 (2.2)
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In IBM, the presence of the immersed boundary needs to be introduced into the governing equations.
Locally forces are added near the boundary to approximately enforce the no-slip or no-penetration
condition on the boundary. This process is easily done by adding a source term in the momentum
equation, denoted as F in equation 2.2. F is defined as the integral of body force density multiplied by
the kernel of local interaction, which represents the force that is applied by the immersed boundary to
the fluid flow.

2.5. Focus of the Present Studies
The turbulent motions are of most interest regarding the studies on pedestrian wind comfort and pollu-
tant dispersion. Hence, the focus of the present research is restricted to neutral atmospheric boundary
layer conditions by studying the influence of urban structures on the dynamics of air flow, while the
thermal and moisture convection behaviors are neglected.

The topology of urban areas alters the speed and direction of the wind. As a result, urban wind patterns
differ from those in rural areas, farmlands, and forests. It is commonly believed that high-rise buildings
obstruct the flow of air, leading to reduced wind speed in streets, increased air pressure, and worsened
ventilation, among other negative effects on the city. However, tall buildings could sometimes increase
the wind speed.

Figure 2.3: Urban air flow (Cengiz, (2013)).

Three common forms of urban air flow are shown in Figure 2.3 (adapted from Cengiz, (2013)). A: When
the wind goes perpendicularly towards the front of a standalone high-rise building, the higher-level air
flow is transported down to the ground, resulting in increased wind speed at the ground-level due to
the conservation of mass. This phenomenon will be described in more detail in the next paragraph.
B: When the spacing between two high-rise buildings is small, the kinematic energy of the wind is
maintained at higher-level. Air flow from the upstream cannot enter the small air pocket of the street,
causing a calm air zone between the two buildings. C: This shows air flow passing through the channels
of a street canyon. The flow velocity increases within the channel due to mass conservation. However,
complex turbulence forms behind the buildings. Significant physical mixing and exchange phenomena
can be observed in terms of both momentum and mass of air and pollution(Zhou and Hanna, (2007)).
The turbulence phenomenon brings challenges to the prediction of urban flows and the consequential
issues such as pedestrian wind comfort.

2.5.1. Flow Around a Single Building
A typical flow pattern around a single high-rise building is studied with wind tunnel measurements
(Beranek and Van Koten, (1979)). The schematic is adapted from another research (Blocken and
Carmeliet, (2004)). When the wind approaches the high-rise building perpendicular to its surface, part
of the flow circumvents the building from above (1) and around its sides (2, 9). A stagnation point forms
at the upper part of the windward face (Klotz, (1986)). Air diverges toward different directions (3, 4), and
(5). The downward moving flow creates a series of pedestrian-level standing vortex (6), which reduces



8 2. Literature review

the wind speed at location (7). The standing vortex stretches laterally and creates high-speed areas
at corners (8). A wake region with low pressure and recirculation (10,13) is observed at the back side
of the building. The wake region ends at another stagnation point, which marks the far downstream
region (12). The pronounced velocity gradients lead to the formation of small vortices (16). Areas of
high wind speed often raise concerns related to pedestrian comfort, while the low-pressure zone on
the leeward side can lead to issues such as pollutant concentration.

Figure 2.4: Wind flow around a single wide high-rise rectangular building.

Studies has also shown that the geometry of building surface has a significant impact on the flow around
it. For example, clockwise recirculation was observed above the stagnation point, while anticlockwise
recirculation was observed below the stagnation point on the windward facade on the building with
balconies (Zheng et al., (2020)). Additionally, the “zigzag” facade appurtenances were studied ex-
perimentally. It was demonstrated that these appurtenances can effectively control vortex shedding.
Specifically, the vortex peak of the power spectra of” zigzag” appurtenances is higher, and its band-
width is narrower. Furthermore, horizontal plates were found to have a greater impact on managing
vortex shedding than vertical plates, since the vertical convection and diffusion are restricted, and the
vortex intensity is thus reduced (Hui et al., (2019)).

2.5.2. Street Canyons
The nonlinear mechanism of the urban air flow in street canyons is one of the interesting study areas.
DNSwere scarcely used on the street canyonmainly due to its high computational cost. However, it can
be achieved by using themodels which are scaled-down tomoderate Reynolds numbers, through either
decreasing the dimension of the geometry or lowering the wind speed given constant air viscosity. In
the notable work done by Coceal et al., (2006) ( see also Coceal, Dobre, and Thomas, (2007), Coceal,
Thomas, and Belcher, (2007), Coceal et al., (2014), and Castro et al., (2017)), flow over cubic, urban-
like, and fully rough regular arrays having Reynolds number Re = 5000 was studied based on the free
stream velocity and the cubic height. A schematic of the flow geometry is shown in Figure 2.5. By
employing a formal spatial averaging procedure, they were able to interpret the flow within the street
canyons, as well as the flow above it as a rough wall boundary layer. The mean velocities, stresses
and other parameters showed excellent agreement with the wind tunnel experiments, in which the cubic
layout greatly influences the turbulent structures. The study also emphasized the significant impact of
unsteady turbulent effect within the lower canopy layer, drawing attention to unsteady effect from the
steady mean flows. Additionally, it was concluded that the surface roughness can be seen as porous
obstacles such that the flow is formed by the interaction with the wakes. This exerts an aerodynamic
drag on the main flow. However, a problem associated with DNS is that the Reynolds numbers are
much smaller than the cases for real urban areas. Considering the high computational costs of DNS,
it is still limited to moderate Reynolds numbers and still impossible to apply in real urban areas (Cotela
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Dalmau et al., (2016)).

Figure 2.5: An example: cubic, urban-like street canyon arrays with staggered arrangement (8ℎ × 8ℎ × 4ℎ, with ℎ the cube
height), the box with bold lines indicated repeating units (Coceal et al., (2006))

The responses of the neutrally stratified boundary layers to a roughness transition in an array of cubes
with in-line arrangement was studied numerically (see Tomas et al., (2016)) with fully-developed flow pe-
riodic boundary condition in the streamwise direction. The study utilized a modified LES code known as
Dutch Atmospheric Large-Eddy-Simulation (DALES, Heus et al., (2010)). Enriched with an Immersed
Boundary Method (IBM) (Pourquie et al., (2009)), the code incorporates the Boussinesq approximation
in the original Vreman model (Vreman, (2004)). The inflow condition was generated using a modifica-
tion of the recycling method that was studied by Lund et al., (1998) and Kong et al., (2000). Validated
with the measurement data (Castro et al., (2006)), the study found that under neutrally buoyant and
stable conditions, the surface forces converged to similar values after seven streets downstream from
the start of the array. In the neutral condition case, the mean streamwise velocities were essentially
the same as those obtained with the fully-developed boundary condition. However, according to the
results for the Turbulent Kinetic Energy (TKE), it took a much longer distance for the stable boundary
layer. The author attributed this to the stratification effect, which resulted in less buoyancy destruction
of TKE within the internal boundary layer. In addition, the stable condition causes more pollutant con-
centration in the arrays due to the decrease of streamwise advection, as well as the slower growth of
the internal boundary layer so that the advection of pollutants is limited.

Figure 2.6: A schematic of the experimental and numerical model by Tomas et al., (2017).

Another study (see Tomas et al., (2017)) focuses on the flow and pollutant diffusion in the rural-to-urban
morphology with a stable inlet boundary condition. Different spanwise length scales of the roughness
are also modeled. The Vreman model (see Vreman, (2004)) uses the same with the previous study
by Tomas et al., (2016). One of the advantages of using Vreman model over Smagorinsky–Lilly model
is that it does not need wall damping. The filtered mass conservation, momentum and concentration
transport equations for incompressible air flow can be written as follows:
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𝜕𝑢𝑖
𝜕𝑥𝑖

= 0,

𝜕𝑢𝑖
𝜕𝑡 = −

𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

− 𝜕
𝜕𝑥𝑖

(𝑝 + 𝜏𝑘𝑘/3𝜌 ) + 𝜈𝜕
2𝑢𝑖
𝜕𝑥2𝑗

+ 𝜕
𝑥𝑗
(2𝜈𝑠𝑔𝑠𝑆𝑖𝑗),

𝜕𝑐∗
𝜕𝑡 = −

𝜕𝑐∗𝑢𝑗
𝜕𝑥𝑗

+ 𝜈
𝑆𝑐
𝜕2𝑐∗
𝜕𝑥2𝑗

+ 𝜕
𝜕𝑥𝑗

(
𝜈𝑠𝑔𝑠
𝑆𝑐𝑠𝑔𝑠

𝜕𝑐∗
𝜕𝑥𝑗

) + 𝑆,

(2.3)

where the overline sign represents filtering operation, 𝑐 is the pollutant concentration, 𝜏𝑘𝑘 is the trace
of the SGS stress tensor, 𝜈𝑠𝑔𝑠 is the SGS eddy viscosity, 𝑆𝑖𝑗 is the rate of strain, 𝑆𝑐𝑠𝑔𝑠 is the SGS
Schmidt number, and 𝑆 is the source term. The CFD work is carried out alongside with water tunnel
experiments. It is found that the spanwise extent of the obstacles does not significantly affect the
distance that it takes for the flow to adapt to the surface roughness. However, the large scale secondary
flows associated with the spacing of the array could cause the delayed convergence of the surface
forces over roughness. Additionally, the pollutant flux in the canopy layer can be significantly influenced
by the advective pollutant flux in the first three rows, which suggests the impact of the roughness
transition on the pollutant dispersion. This is similar to the fully developed boundary condition case.

The building geometry and the street canyon layout are crucial factors. Using LES, Kluková et al.,
(2021) investigated for the first time the crucial combining effect of the roof shape, roof-height non-
uniformity, and source position on the pollutant transport between 3D urban array. Six different arrange-
ments of building heights were examined. The ”Extended Large-Eddy Micro-scale Model” (ELMM)
developed by Nosek et al., (2018) was used to handle the transient scale transport around complex
obstacles by solving Navier-Stokes equations. They found that the street canyon with flat roofs pro-
duces more vertical recirculation, which hinders the upstream air from flowing into the canyon, which
leads to more pollutant accumulation. However, the ventilation within street canyon with pitched roofs
is mainly caused by turbulence motions. This results in better transfer of pollutants out of the canyon.
In a separate investigation, Chew and Norford, (2018) studied the effect of void decks on enhancing
pedestrian-level wind speed in urban street canyons with both RANS (𝑘−𝜖) simulation and water tunnel
measurement. The concept behind this study is that the shops on the ground floor can be replaced by
the void deck. The findings indicates that the use of void decks can lead to a doubling of pedestrian-
level wind speeds. Furthermore, the height of the void decks plays a significant role in affecting the
flow speeding inside of the street canyons before transition. However, the alteration of aspect ratio
does not induce a noticeable change in flow speeds.

Another study highlighted that the lack of accurate traffic-induced turbulence parameterizations can
lead to the overestimation of pollutant concentrations at the street level (Di Sabatino et al., (2003)).
Through including the mass transfer equation, pollutant dispersion in traffic flow is studies with RANS
and LES using a quasi-steady method. Based on an assumption that an additional momentum source
comes from drag force exerted by the air to the moving vehicles, this method is suitable for modeling
moving traffics. Standard 𝑘 − 𝜖 model is found to be suitable for this type of study considering the
computational cost, while LES with the Wall-Adapting Local Eddy-viscosity (WALE) model outperforms
all others models (Katolickỳ and Jicha, (2005)).

It was seldomly evaluated which method is suitable for what kind of urban flow. In a study (see Jian-
lin et al., (2019)), various LES models were examined on a 3 cubic arrays. The study considered
four SGS models that are available in ANSYS, standard Smagorinsky-Lilly model (SSL), the dynamic
Smagorinsky-Lilly model (DSL), the wall-adapting local eddy-viscosity model (WALE), and the dynamic
kinetic energymodel (DKE). Each case has its specifically adjustedmesh according to the Best Practice
Guideline (BPG (Tominaga et al., (2008)). The results indicated that all SGSmodels slightly underrated
the pedestrian-level-wind mean velocities in the wake region. The DSL model exhibited the closest
agreement with the wind tunnel measurement data in terms of mean velocities. On the other hand, the
DKE model tended to underestimate the mean velocities. WALE and DKE models overestimated the
turbulent fluctuations in the wake region.

Boundary conditions can be adjusted by taking the mean of a period of meteorological data from wind
station measurements (Vanky et al., (2023)). Wind comfort criteria were included in this numerical
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study using RANS model with IBM. It was validated with wind tunnel measurement. Furthermore,
A Reynolds number independence test was performed with Re = 17, 000 and Re = 170, 000, with
the latter typically a more realistic urban environment. The results show that the Reynolds number
independence is achieved.

The existence of surrounding buildings also has a significant impact on the urban area due to the
sheltering and channeling effects they create. To take this into account, most studies treated the target
area with detailed building configurations and the surrounding regions with surface roughness.

The effect of surrounding buildings was investigated using a real urban area in Dalian, China, by com-
paring a full-scale model with its simplified counterparts (S. Liu et al., (2018)). The simplification was
made by grouping the nearby regions into five different roughness lengths based on building density
and building height. Meteorological data was adopted for boundary conditions. A 5.5% discrepancy
was found in the mean velocity between the simplified model and the full-scale model, suggesting that
the approximation using only roughness is not fully accurate to represent the surroundings. The au-
thor also suggested that the CFD domain should be three times larger than the target building length
scale. However, the simulation was carried out using RANS. Future research efforts should focus on
refining the modeling approaches and incorporating more advanced turbulence models to enhance the
accuracy of predictions.

2.5.3. Actual Urban Areas
Simulation of real urban areas generally combines statistical meteorological data, aerodynamic knowl-
edge, and the subsequent wind comfort assessment. A decision flowchart was developed to specify the
decision steps that are essential to analyse wind comfort using CFD methods ((Blocken et al., (2012))).
Three cases were specified depending on whether the site has been constructed and the availability
of the field-measurement data. The flow chart serves as an excellent supplement to the existing BPG.
The designed workflow is followed by a case study of wind comfort conditions at Eindhoven University
campus using Steady RANS realizable 𝑘 − 𝜖 model. Another practice of this is demonstrated with a
simplified model of Bergpolder Zuid, Rotterdam, a place that was planned to be renovated to promote
its resilience to heat waves in summers (Toparlar et al., (2015)). 3D URANS with realizable 𝑘 − 𝜖
model was applied. The simulated surface temperatures have only an average of 7.9% difference from
that measured using thermal infrared satellite images. However, the simplified model does not take
into account the existence of plants and urban furniture. Another issue is related to the inlet bound-
ary conditions. It is usually difficult to obtain the boundary conditions in an actual urban area. While
reasonable velocity and temperature profiles are assumed, they may not perfectly match the actual
conditions, which are often characterized by unstable stratification and spatial inheterogeneity. An-
other case study at IJmuiden sea lock proves that the method can be also used in sea shore regions.
The ocean is characterized by its long roughness length, and the transition of the roughness length
from the sea to the dense docks is drastic (Ricci and Blocken, (2020)). According to the study, large
discrepancy between CFD and field measurement was obtained. The complex wind condition in this
area makes it insufficient to use RANS realizable 𝑘 − 𝜖 model to capture the detailed flow structures.
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2.6. Research Outline
This thesis aims to explore a novel approach to modeling flows over complex urban areas. The de-
velopment of the research is based on three stages. A schematic of the logic flow is demonstrated in
Figure 2.7.

In the first stage, an eddy viscosity model is implemented in CaNS. The eddy viscosity is incorporated
into the NS equation as an extra diffusion term after precise interpolation due to the staggered grid
arrangement. The added diffusion term is discretized with a second-order finite difference scheme.
The model is validated with turbulent channel flow. Channel flow data is available in online database
as well as in the paper by Vreman, (2004).

Figure 2.7: A logic flow chart that the study follows. In the green boxes are the status for the development of the code and the
geometry that is being used for the verification or computation. The red text are the major developments that were made in each
step. The validation steps are marked with blue ”V”.

The project aims to tackle complex geometries by using IBM, and to investigate SDF as a convenient
tool to connect the structural boundary representation with IBM implementation. In the second stage,
such approach is substantiated through validation with flows over periodic cube arrays. The IBM adopts
a direct forcing approach by approximating the effect of the structure boundary as an added force term in
NS equation. SDFs are computed with a novel program ”STL2SDF”. The approach is solidly validated
in this step.

Subsequently, such method can be applied for models that represent actual urban feature. In the
campus of Delft University of Technology (TUDelft). Strong or even dangerous wind is often complained
at the crossroad near the so-called EWI building. The building is 98− meter high at the center of the
TU Delft campus, indicated with a red box in Figure 2.8.

Figure 2.8: A bird view of TU Delft campus, the red box denotes the EWI building. and the yellow star
represents a the crossroad where people experience strong wind during winter ( the picture is taken from
https://www.facebook.com/TUDelftCampusLife/photos/a.265076050701266/540351696507032/?type=3).

In the third step, such problem is explored as an application of the validated approach on actual urban
areas. A simplified 3D model of TU Delft campus is scaled down to an achievable Reynolds number.
Considering a potential future wind tunnel test, the dimension of the model is adjusted according to an
existing wind tunnel boundary layer test section. This step is going to explore the wall-resolved LES
by a grid-convergence study, in which turbulence characteristic are analyzed.



3
Numerical Methods

3.1. Introduction
The Navier-Stokes (NS) equations naturally describe the chaotic and multi-scale dynamics of turbu-
lence. The smallest turbulence structures range down to the Kolmogorov length scale 𝜂 = (𝜈

3

𝜖 )
1/4 that

has to be resolved by a grid resolution of the order of 𝜂 (see Moin and Mahesh, (1998)). Resolving such
scale requires Direct Numerical Simulations (DNS) which provides deeper insights to the turbulence
phenomena, however, puts high demands for the computer power.

With the development of computer power as well as more efficient numerical methods, computations
of complex turbulent flows in larger domains become possible. In the present study, Canonical Navier-
Stokes (CaNS) is used. CaNS, developed by Costa, (2018), is a numerical tool for massively parallel
DNS of incompressible Newtonian fluid flows on up to 𝑂(105) CPUs and 𝑂(104) GPUs. The code
uses a very efficient FFT-based solver for the second-order finite-difference Poisson equation in a 3D
Cartesian grid. It covers Neumann, Dirichlet, and Periodic boundary conditions, and offers flexibility in
tuning the grid resolution. The excellent performance of CaNS has been demonstrated on some major
GPU-accelerated clusters such as Perlmutter, Summit, and Marconi 100. Up to 104 cores can run in
parallel for a domain with 109 spatial degrees of freedom, with very small wall-clock time/time step.

3.2. Governing equations
CaNS concerns the incompressible Navier-Stokes (NS) equation:

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0, (3.1)

𝜕𝑢𝑖
𝜕𝑡 +

𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= −1𝜌
𝜕𝑃
𝜕𝑥𝑖

+ 𝜈𝜕
2𝑢𝑖
𝜕𝑥2𝑗

, (3.2)

where 𝑢 is the velocity, 𝑃 is the total pressure, and 𝜈 is the kinematic viscosity. Density 𝜌 is assumed
unity.

Pressure-correction (or Fractional-step) method is used to couple the pressure and velocity (see Kim
and Moin, (1985)). This is incorporated into a third-order low-storage Runge-Kutta (RK3) for time
advancement (see Wesseling, (2009)). The diffusion terms are treated explicitly for low Reynolds
numbers to increase since only high Reynolds numbers are concerned in this study. The RK3 method
can be written as:

13
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𝑢∗𝑖 − 𝑢𝑘𝑖
Δ𝑡 = (𝛼𝑘AD𝑘 + 𝛽𝑘AD𝑘−1 + 𝛾𝑘

𝜕𝑝𝑘−1/2
𝜕𝑥𝑖

), (3.3)

𝜕2Φ𝑘
𝜕𝑥𝑖𝜕𝑥𝑖

= 1
𝛾𝑘Δ𝑡

𝜕𝑢∗𝑖
𝜕𝑥𝑖

, (3.4)

𝑢𝑘𝑖 = 𝑢∗𝑖 − 𝛾𝑘Δ𝑡
𝜕Φ𝑘
𝜕𝑥𝑖

, (3.5)

𝑝𝑘+1/2 = 𝑝𝑘−1/2 +Φ𝑘 , (3.6)

where the term 𝐴𝐷 contains convective and viscous terms. 𝑢∗ is the prediction velocity and Φ is the
correction pressure. 𝑘 is the substep time advancement index that ranges from 1 to 3. 𝛼𝑘, 𝛽𝑘, and
𝛾𝑘 are RK3 coefficients with values 𝛼1 = 8/15, 𝛼2 = 5/12, 𝛼3 = 3/4; 𝛽1 = 0, 𝛽2 = −17/60, 𝛽3 =
−5/12; 𝛾1 = 8/15, 𝛾2 = 2/15, 𝛾3 = 1/3. The last equation 𝑝𝑘+1/2 = 𝑝𝑘−1/2 +Φ suggests the staggered
arrangement in time.

The time step limit is enforced to ensure stable temporal integration. The maximum time step is set
according to Wesseling, (2009):

Δ𝑡𝑚𝑎𝑥 = 𝑚𝑖𝑛(
1.65Δ𝑟2
𝜈 , √3Δ𝑟

𝑚𝑎𝑥𝑖𝑗𝑘(|𝑢| + |𝑣| + |𝑤|)
), (3.7)

where Δ𝑟 = 𝑚𝑖𝑛(Δ𝑥, Δ𝑦, Δ𝑧)means the minimum of the grid spacing in three directions. In CaNS solver,
the maximum CFL number and the minimum timestep can be customized by users to suit different
needs. The time step applies to explicit time advancement of the diffusion terms for the current study,
as the Reynolds numbers are high.

3.3. Subgrid Scale Model
The numerical methods used for DNS CaNS can be also utilized by a Large Eddy Simulation (LES)
with CaNS. The current study applies Vreman model as the subgrid scale (SGS) eddy viscosity model.
Vreman model uses grid itself as the filter ( see Vreman, (2004)), which makes it convenient to im-
plement in CaNS. The scales of the eddies larger than the grid resolution are explicitly resolved, and
the smaller ones are modeled. In this model, an extra eddy viscosity term is added in the filtered NS
equation. The filtered equation can be written as follows:

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0, (3.8)

𝜕𝑢𝑖
𝜕𝑡 +

𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= − 𝜕𝑃𝜕𝑥𝑖
+ 𝜈𝜕

2𝑢𝑖
𝜕𝑥2𝑗

+ 𝜕𝜈𝑒𝜕𝑥𝑗
(𝜕𝑢𝑖𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

), (3.9)

where the tilde sign on the top of 𝑢 and 𝑃 represents the filtering operation. 𝜈𝑒 is the eddy viscosity
defined by Vreman. The above two equations describe the mass and momentum conservation. The
eddy viscosity is defined as:

𝜈𝑒 = 𝑐√
𝐵𝛽
𝛼𝑖𝑗𝛼𝑖𝑗

, (3.10)

where

𝛼𝑖𝑗 =
𝜕𝑢𝑗
𝜕𝑥𝑖

, (3.11)
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The symbol 𝛼𝑖𝑗 is a (3 × 3) matrix of derivatives of the filtered velocity 𝑢. Taking into account the
machine precision error, according to Vreman, (2004), if 𝛼𝑖𝑗 < 10−8 or 𝐵𝛽 < 10−8, eddy viscosity 𝜈𝑒 is
by definition zero. The coefficient 𝐵𝛽 can be written as follows:

𝐵𝛽 = 𝛽11𝛽22 − 𝛽212 + 𝛽11𝛽33 − 𝛽213 + 𝛽22𝛽33 − 𝛽223, (3.12)

where

𝛽𝑖𝑗 = Δ2𝑚𝛼𝑚𝑖𝛼𝑚𝑗 . (3.13)

The filter width Δ𝑚 equals to the cell size in the corresponding direction, e.g. Δ1 = 𝑑𝑥 in 𝑥 direction,
Δ2 = 𝑑𝑦 in 𝑦 direction, and Δ3 = 𝑑𝑧 in 𝑧 direction. Only in case the filter width is homogeneous for
all three directions, it can be assumed that Δ = 𝑑𝑥 = 𝑑𝑦 = 𝑑𝑧. The sub-index 𝑚𝑖 and 𝑚𝑗 represent
summation operations. For example, the tensor 𝛽12 can be written as follows:

𝛽12 = Δ21𝛼11𝛼12 + Δ22𝛼21𝛼22 + Δ23𝛼31𝛼32. (3.14)

Themodel constant 𝑐 ≈ 2.5𝐶2𝑠 . It is proportional to the Smagorinsky constant 𝐶𝑠, which is approximately
0.1 for the turbulent channel flow with high Reynolds number, and 0.14 − 0.25 for isotropic turbulence.
In the current simulation, 𝑐 = 0.07 is adopted in order to keep the same with the channel flow validation
by Vreman, (2004).

3.4. Discretization
The NS-equation is discretized on a three-dimensional Cartesian grid based on a staggered arrange-
ment. In CaNS, the grid is by default uniform in 𝑥 and 𝑦 directions. In 𝑧 direction, more flexibility is
offered as Gauss elimination is used (see Costa, (2018)). The grid can be non-uniform in this direction.
Users are free to adapt the grid resolution to their need.

A schematic of the top view of 𝑥 − 𝑦 plane is shown in Figure 3.1. 𝑖 and 𝑗 denotes the index of the grid
in 𝑥 and 𝑦 direction, and cell faces can be denoted as 𝑖 + 1

2 and 𝑗 + 1
2 . Ghost points are created to

tackle the boundary conditions. The distance between the ghost point and the cell face center equals
to that between the cell face center the first cell center. All the cells in 𝑥 − 𝑦 plane share the same
size, including the boundary cells. In the context of three-dimensional models, the index of cell center
is (𝑖, 𝑗, 𝑘). The corresponding 𝑥 component velocity 𝑢 is stored at cell east face center (𝑖 + 1

2 , 𝑗, 𝑘), 𝑦
component velocity 𝑣 is stored at cell back face center (𝑖, 𝑗 + 1

2 , 𝑘), and 𝑦 component velocity 𝑤 is at
cell north face center (𝑖, 𝑗, 𝑘 + 1

2).

One of the advantages of using staggered grid is that it avoids the velocity-pressure decoupling which
is also referred to as checker-board problem. It has restricted the development of the collocated grid
for decades until the use of Rhie-Chow interpolation Rhie and Chow, (1983). However, such inter-
polation brings a redundant kinetic energy dissipation term Tan and Huang, (2014). Therefore, using
staggered grid could lead to more accurate results for simple geometries despite its incapability for ap-
plying to complex geometries, such as, curved structures. Additionally, using staggered grid requires
large amount of careful interpolation, thus it is necessary to first introduce the detailed discretization of
the composing terms in NS equation.

3.4.1. Velocity Gradient
As described in the previous section, velocity vectors are stored at the cell faces. Hence, velocity
gradients are scalars and can be stored at cell centers. There are nine components of the velocity
gradient. The simplest three are 𝜕𝑢

𝜕𝑥 ,
𝜕𝑣
𝜕𝑦 , and

𝜕𝑤
𝜕𝑧 .

𝜕𝑢
𝜕𝑥 is obtained by subtracting 𝑢 at the east face (with
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Figure 3.1: A 2D schematic of the staggered grid used by CaNS (top view). The thick solid lines represent the domain boundary
and the thin solid lines are the boundaries of adjacent cells. The red triangles denote the location of velocity component 𝑢, the
green triangles denote the location of velocity component 𝑣, and the black points are the cell centers including ghost cells. The
green and red dashed lines suggest the staggered arrangement for 𝑢 and 𝑣, respectively.

index 𝑢(𝑖, 𝑗, 𝑘) ) with 𝑢 at the west face (with index 𝑢(𝑖 − 1, 𝑗, 𝑘) ), and the difference is then divided by
the local cell size in 𝑥 direction 𝑑𝑥. The derivation of the other two components is similar. Figure 3.2
demonstrates the velocity locations that are involved.

The interpolation for the rest of the velocity gradients is more complex but follows similar rules. Since
the direct velocity gradient is not right at the cell center, but at the centers of four cell edges. The mean
of them has to be taken as a more accurate value for the velocity gradient. An example is demonstrated
using 𝜕𝑢

𝜕𝑦 . The schematic is shown in the picture a) in Figure 3.3. The four composing velocity gradients
can be written as:

𝑢(𝑖, 𝑗 + 1, 𝑘) − 𝑢(𝑖, 𝑗, 𝑘)
𝑑𝑦 , 𝑢(𝑖, 𝑗, 𝑘) − 𝑢(𝑖, 𝑗 − 1, 𝑘)

𝑑𝑦 ,

𝑢(𝑖 − 1, 𝑗 + 1, 𝑘) − 𝑢(𝑖 − 1, 𝑗, 𝑘)
𝑑𝑦 , 𝑢(𝑖 − 1, 𝑗, 𝑘) − 𝑢(𝑖 − 1, 𝑗 − 1, 𝑘)

𝑑𝑦 ,
(3.15)

corresponding to the point at east-back, east-front, west-back, and west-front vertical edge center.
Because these four edge centers are the four closest to the present cuboid center, the interpolation can
be obtained by taking the average of them as the velocity gradient value at the cell center. Similar rules
apply to other components of the velocity gradient matrix, despite the difference is that the interpolating
edges are different. For example, schematic b) in Figure 3.3 demonstrates the interpolation points for
𝜕𝑢/𝜕𝑧.
The explanation for velocity gradient may seem unnecessary for the discretization of NS equation,
however, the definition ensures the accuracy of the computation of the eddy viscosity in each cell, during
which gradients play a crucial role. Higher order interpolation could also be conducted by involvingmore
neighboring cells that are not directly adjacent to present cell. However, this puts higher demand for
the computer power.
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Figure 3.2: A schematic of the involved velocity locations for the derivation of velocity gradient. The cuboid demonstrates a
computational grid cell. The blue points denote the location of 𝑢 that are used to derive 𝜕𝑢/𝜕𝑥. Similarly, green points are 𝑣
locations that are for 𝜕𝑣/𝜕𝑦, and red points are 𝑤 locations and are for 𝜕𝑤/𝜕𝑧.

a) b)

Figure 3.3: Schematics of the discretization of the velocity component 𝑑𝑢𝑑𝑦 (shown in a)) and 𝑑𝑢
𝑑𝑧 (shown in b)). The blue points

are the center of the edges, at which local velocity gradients are derived using the present and its adjacent cells. The four velocity
gradients are then interpolated to obtain the value at the cell center marked by a black star.

3.4.2. Advection Term
The discretization of the NS equation is slightly different from the velocity gradient component, since
either there are more than one single variable being differentiated or higher order of differentiation is
needed. Hence, it would be straight forward to elaborate term by term.

First of all is the advection term, considering incompressibility and mass conservation, it can be written
as:

𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

. (3.16)

.

By taking 𝑥 component momentum equation as an example, the following steps demonstrate how this
term is discretized:

• 𝜕𝑢̃𝑖𝑢̃𝑗
𝜕𝑥𝑗

in 𝑥 momentum equation can be expanded as :

𝜕𝑢𝑢
𝜕𝑥 + 𝜕𝑢𝑣𝜕𝑦 + 𝜕𝑢𝑤̃𝜕𝑧 , (3.17)

assuming that they are term 1, 2, 3, respectively;
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a) b)

c)

Figure 3.4: Schematics of the discretization for advection terms in 𝑥 momentum equation, a) term 𝜕𝑢̃𝑢̃/𝜕𝑥, b) 𝜕𝑢̃𝑣/𝜕𝑦, and c)
𝜕𝑢̃𝑤̃/𝜕𝑧. The red dots represent the position where advection terms are evaluated, blue cross denote the locations of plus and
minus terms in the differentiation, and the blue dots are the neighboring velocity points that are made use of.

• All these terms are evaluated at the corresponding velocity location. e.g. in 𝑥momentum equation
it is at cell east face center. Similarly, for 𝑦 momentum equation, it is at cell back face center, and
for 𝑧 momentum equation it is at cell north face center);

• A schematic is shown in Figure 3.4;

• Term 1 𝜕𝑢̃𝑢̃
𝜕𝑥 may be differentiated as follows:

𝜕𝑢𝑢
𝜕𝑥 |(𝑖+0.5,𝑗,𝑘)

=
𝑢𝑢|+ − 𝑢𝑢|−

𝑑𝑥

=
1
2 [𝑢(𝑖 + 1, 𝑗, 𝑘) + 𝑢(𝑖, 𝑗, 𝑘)] ×

1
2 [𝑢(𝑖 + 1, 𝑗, 𝑘) + 𝑢(𝑖, 𝑗, 𝑘)]

𝑑𝑥

−
1
2 [𝑢(𝑖, 𝑗, 𝑘) + 𝑢(𝑖 − 1, 𝑗, 𝑘)] ×

1
2 [𝑢(𝑖, 𝑗, 𝑘) + 𝑢(𝑖 − 1, 𝑗, 𝑘)]

𝑑𝑥 ,

(3.18)

the locations concerned are demonstrated in picture a) of Figure 3.4;

• Term 2 𝜕𝑢̃𝑣
𝜕𝑦 can be expanded as:

𝜕𝑢𝑣
𝜕𝑦 |(𝑖+0.5,𝑗,𝑘)

=
𝑢𝑣|+ − 𝑢𝑣|−

𝑑𝑦

=
1
2 [𝑢(𝑖, 𝑗 + 1, 𝑘) + 𝑢(𝑖, 𝑗, 𝑘)] +

1
2 [𝑣(𝑖 + 1, 𝑗, 𝑘) + 𝑣(𝑖, 𝑗, 𝑘)]

𝑑𝑦

−
1
2 [𝑢(𝑖, 𝑗 − 1, 𝑘) + 𝑢(𝑖, 𝑗, 𝑘)] ×

1
2 [𝑣(𝑖 − 1, 𝑗, 𝑘) + 𝑣(𝑖 − 1, 𝑗, 𝑘)]
𝑑𝑦 ,

(3.19)
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where 𝑢𝑣|+ is evaluated at the east-back edge center, and 𝑢𝑣|− is evaluated at the east-front
center, see picture b) of Figure 3.4;

• Similarly, term 3 𝑢̃𝑤̃
𝜕𝑧 can be written as:

𝜕𝑢𝑤̃
𝜕𝑧 |(𝑖+0.5,𝑗,𝑘)

=
𝑢𝑧|+ − 𝑢𝑧|−

𝑑𝑧

=
1
2 [𝑢(𝑖, 𝑗, 𝑘 + 1) + 𝑢(𝑖, 𝑗, 𝑘)] +

1
2 [𝑤(𝑖 + 1, 𝑗, 𝑘) + 𝑤(𝑖, 𝑗, 𝑘)]

𝑑𝑧

−
1
2 [𝑢(𝑖, 𝑗, 𝑘 − 1) + 𝑢(𝑖, 𝑗, 𝑘)] ×

1
2 [𝑤(𝑖 + 1, 𝑗, 𝑘 − 1) + 𝑣(𝑖, 𝑗, 𝑘 − 1)]
𝑑𝑧 ,

(3.20)

where 𝑢𝑤|
+
is evaluated at the east-upper edge center, and 𝑢𝑤|

−
is evaluated at the east-lower

center, see picture c) of Figure 3.4.

3.4.3. Pressure Term
To be consistent with other quantities in the equation, the pressure gradient has to be also evaluated
at the cell faces. In CaNS, pressure gradient is obtained by directly taking the gradient of the two
neighboring cells. For example, the pressure term in 𝑥 momentum equation can be written as:

𝜕𝑃
𝜕𝑥 =

𝑃(𝑖 + 1, 𝑗, 𝑘) − 𝑃(𝑖, 𝑗, 𝑘)
𝑑𝑥 , (3.21)

where 𝑃 is the total pressure.

3.4.4. Diffusion Term
In equation 3.9 the eddy viscosity introduces an extra diffusion term. However, the two diffusion terms
can be merged and the momentum equation then becomes:

𝜕𝑢𝑖
𝜕𝑡 +

𝜕𝑢𝑖𝑢𝑗
𝜕𝑥𝑗

= − 𝜕𝑃𝜕𝑥𝑖
+ 𝜕
𝜕𝑥𝑗

((𝜈 + 𝜈𝑒)(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)), (3.22)

such that the two diffusion terms can be treated together, noting that one of the terms vanishes because
of continuity:

𝜈
𝜕2𝑢𝑗
𝜕𝑥𝑗𝜕𝑥𝑖

= 𝜈
𝜕2𝑢𝑗
𝜕𝑥𝑖𝜕𝑥𝑗

= 𝜈 𝜕𝜕𝑥𝑖
(
𝜕𝑢𝑗
𝜕𝑥𝑗

) = 0. (3.23)

By substituting (𝜈 + 𝜈𝑒) with total viscosity 𝜈𝑡, the diffusion term can be expressed as:

𝜕
𝜕𝑥𝑗

((𝜈 + 𝜈𝑒)(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)) = 𝜕
𝜕𝑥𝑗

(𝜈𝑡(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)). (3.24)

Discretizing such term again makes use of surrounding cells. 𝑥 momentum equation is taken as an
example, noting that all the terms have to be evaluated at the cell right face center. A schematic is
shown in Figure 3.5.

• First, the diffusion term can be expanded as follows:
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a) b) c)

Figure 3.5: Schematics of the discretization for diffusion terms, taking 𝑥 momentum equation as an example. a) term 1, b) term
2, and c) term 3, with blue crosses represent the location of the plus and minus terms in the differentiation as well as the targeted
location of interpolation of eddy viscosity 𝜈𝑒. Red dots are the location where the diffusion terms are evaluated.

𝜕
𝜕𝑥𝑗

(𝜈𝑡(
𝜕𝑢𝑖
𝜕𝑥𝑗

+
𝜕𝑢𝑗
𝜕𝑥𝑖

)) = 𝜕
𝜕𝑥(2𝜈𝑡

𝜕𝑢
𝜕𝑥 )

+ 𝜕
𝜕𝑦𝜈𝑡(

𝜕𝑢
𝜕𝑦 +

𝜕𝑣
𝜕𝑥)

+ 𝜕
𝜕𝑧𝜈𝑡(

𝜕𝑢
𝜕𝑧 +

𝜕𝑤̃
𝜕𝑥 ),

(3.25)

where they are again listed as term 1, term 2, and term 3;
• The discretization of term 1makes use of the cell west and the cell east to the current one, written
as:

𝜕
𝜕𝑥(2𝜈𝑡

𝜕𝑢
𝜕𝑥 ) = [

𝜕𝑢
𝜕𝑥 |+

𝜈𝑡+2 −
𝜕𝑢
𝜕𝑥 |−

𝜈𝑡− × 2]
1
𝑑𝑥

= [2𝑢(𝑖 + 1, 𝑗, 𝑘) − 𝑢(𝑖, 𝑗, 𝑘)𝑑𝑥 𝜈𝑡(𝑖 + 1, 𝑗, 𝑘)

− 2𝑢(𝑖, 𝑗, 𝑘) − 𝑢(𝑖 − 1, 𝑗, 𝑘)𝑑𝑥 𝜈𝑡(𝑖, 𝑗, 𝑘)]
1
𝑑𝑥 ,

(3.26)

where the plus sign denotes the location of east cell center(e.g. cell (𝑖 + 1, 𝑗, 𝑘)), and the minus
sign points to the current cell center (e.g. cell (𝑖, 𝑗, 𝑘)). These two locations coincide with where
the eddy viscosity is located, thus there is no need to interpolate the eddy viscosity 𝜈𝑒 for this
term;

• The term 2 may be written as:

𝜕
𝜕𝑦𝜈𝑡(

𝜕𝑢
𝜕𝑦 +

𝜕𝑣
𝜕𝑥) =

1
𝑑𝑦[(

𝜕𝑢
𝜕𝑦 +

𝜕𝑣
𝜕𝑥)+

𝜈𝑡+ − (
𝜕𝑤
𝜕𝑦 +

𝜕𝑣
𝜕𝑥)−

𝜈𝑡−]

= 1
𝑑𝑦[

𝑢(𝑖, 𝑗 + 1, 𝑘) − 𝑢(𝑖, 𝑗, 𝑘)
𝑑𝑦 + 𝑣(𝑖 + 1, 𝑗, 𝑘) − 𝑣(𝑖, 𝑗, 𝑘)𝑑𝑥 ]𝜈𝑡+

+ 1
𝑑𝑦[

𝑢(𝑖, 𝑗, 𝑘) − 𝑢(𝑖, 𝑗 − 1, 𝑘)
𝑑𝑦 + 𝑣(𝑖 + 1, 𝑗 − 1, 𝑘) − 𝑣(𝑖, 𝑗 − 1, 𝑘)𝑑𝑥 ]𝜈𝑡−,

(3.27)

where the interpolation of the eddy viscosity can be obtained by taking the mean of 𝜈𝑒 at the four
cell centers around the corresponding edge center, written as:
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𝜈𝑡+ =
1
4[𝜈𝑡(𝑖, 𝑗, 𝑘) + 𝜈𝑡(𝑖 + 1, 𝑗 + 1, 𝑘) + 𝜈𝑡(𝑖 + 1, 𝑗, 𝑘) + 𝜈𝑡(𝑖, 𝑗 + 1, 𝑘)],

and

𝜈𝑡− =
1
4[𝜈𝑡(𝑖, 𝑗, 𝑘) + 𝜈𝑡(𝑖 + 1, 𝑗, 𝑘) + 𝜈𝑡(𝑖 + 1, 𝑗 − 1, 𝑘) + 𝜈𝑡(𝑖, 𝑗 − 1, 𝑘)].

The plus and minus values are taken at the center of right-back and right-front edges, as shown
in the schematic b ) in Figure 3.5;

• Similarly, term 3 may be expressed as:

𝜕
𝜕𝑧𝜈𝑡(

𝜕𝑢
𝜕𝑧 +

𝜕𝑤̃
𝜕𝑥 ) =

1
𝑑𝑧𝑓(𝑘)[(

𝜕𝑢
𝜕𝑧 +

𝜕𝑤
𝜕𝑥 )+

𝜈𝑡+ − (
𝜕𝑢
𝜕𝑧 +

𝜕𝑤
𝜕𝑥 )−

𝜈𝑡−]

= 1
𝑑𝑧𝑓(𝑘)[

𝑢(𝑖, 𝑗, 𝑘 + 1) − 𝑢(𝑖, 𝑗, 𝑘)
𝑑𝑧𝑐(𝑘) + 𝑤(𝑖 + 1, 𝑗, 𝑘) − 𝑤(𝑖, 𝑗, 𝑘)𝑑𝑥 ]𝜈𝑡+

+ 1
𝑑𝑧𝑓(𝑘 − 1)[

𝑢(𝑖, 𝑗, 𝑘) − 𝑢(𝑖, 𝑗, 𝑘 − 1)
𝑑𝑧𝑐(𝑘 − 1) + 𝑤(𝑖 + 1, 𝑗, 𝑘 − 1) − 𝑤(𝑖, 𝑗, 𝑘 − 1)𝑑𝑥 ]𝜈𝑡−,

(3.28)

where 𝑑𝑧𝑓 is cell size and 𝑑𝑧𝑐 is cell center spacing. Since the grid is not uniform in 𝑧 direction,
1
4 can not be used to approximate 𝜈𝑡+ and 𝜈𝑡−. Linear interpolation can be utilized to obtain the
eddy viscosity at edge centers.

3.5. Signed Distance Field
Signed Distance Field (SDF) is used in the solver to represent complex shape of geometries. SDF
is the orthogonal distance of a given point to its nearest boundary in a metric space, with the sign
determined by whether the point is inside or outside of the geometry. In the current research, SDF can
be computed using a novel code named ”STL2SDF”. ”STL2SDF” uses ’.stl’ or ’.obj’ source files that
represent structure boundary, and computes the SDFs based on the computational grid generated by
CaNS. The signed value is negative when the point is inside of the structure boundary and positive when
outside. The signed distance approaches zero when the grid point gets closer to the boundary. Due to
the use of Immersed Boundary Method, the boundary of the structure is immersed in the computational
grid. Without SDF, the solver cannot identify the location of the boundary. SDF is easy to implement in
CaNS and can clearly indicate the distance between the grid node and the boundary, therefore different
grid points can be tackled differently by the IBM.

Because of the staggered arrangements of velocity components, STL2SDF generates three SDFs, for
𝑢, 𝑣, and 𝑤, which are the input files for the solver. 𝑝 location SDF is later reconstructed by interpola-
tion. When using the STL2SDF, the number of sample points needs to be sufficiently large in order to
accurately capture the boundary. It is very case sensitive, and thus its results need to be examined by
either isosurfaces or 2D slices. The workflow of generating the SDF files may be simply concluded as:

• Simple geometry operations, such as, rotation, translation, scaling can be applied by ”STL2SDF”,
making it easy to adjust the geometry according to user need;

• The ’.obj’ or ’.stl’ files can be either from external resources of easily generated by 3D modeling
software, such as Gmsh;

• the structure surfaces have to be watertight, which means that the structure is sufficiently closed.
Otherwise, the computed SDFs may face a ”leaking” problem. The leaking problem comes from
the fact that with an unclosed surface the program give wrong signed distance value at a set of
certain coordinates;

• ”STL2SDF” computes the SDFs and converts them into binary files that can be read by CaNS.
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3.6. Immersed Boundary Method
A stair-step Immersed Boundary Method (IBM) is used to tackle the complex structure boundary. A
schematic is shown in Figure 3.34. Generally, the grid points can be classified into three categories:
solid points, fluid points, and forcing points. The solid points are the grid points in the solid phase within
the obstacle boundary, and fluids points are the grid points within the fluid domain. Forcing points are
the those in the fluid domain but directly next to the interface. With the stair-step IBM, the interface is
roughly represented by the cuboid grid structure. The effect of the obstacle can be interpreted as an
added force to the forcing points. This can be written by:

𝑢𝑘𝑖 = 𝑢∗𝑖 + Δ𝑡𝑓𝑘𝑖 , (3.29)

where the 𝑓𝑖 is the added IBM force, and 𝑢∗𝑖 is the prediction velocity that is the same in the RK3
scheme, 𝑢∗𝑖 = 𝑢𝑘−1𝑖 + Δ𝑡𝑅𝐻𝑆𝑘𝑖 . With the stair-step IBM, it can be assumed that the interface perfectly
coincides with the corresponding velocity location. As a result, the left hand side of equation 3.29 can
be assumed equal to velocity at the boundary. Therefore, the IBM force can be expressed as:

𝑓𝑘𝑖 =
𝑢𝑏,𝑖 − 𝑢∗𝑖
Δ𝑡 . (3.30)

Figure 3.6: A 2D schematic of the stair-step IBM. The white area represents fluid domain, the red line is the structural boundary,
and the blue area represents the approximated obstacle. When the boundary encloses more than half of the boundary cell, then
the cell is approximated as solid phase.

The stair-step is easy to implement, however, blurs the curved structure boundary into a mosaic-like
pattern and thus decreases the computation accuracy, especially for the geometries with sharp and
curved edges. Considering future development of the program, such issues can be tackled by using
Yang and Balaras IBM (see Yang and Balaras, (2006)).

Yang and Balaras IBM can more accurately obtain the forcing of the boundary points by interpolation
using extra points. Figure 3.7 shows a schematic of 2D IBM interpolation. In the 3D case, three different
interpolation points are needed. When sufficiently close to the interface, a linear relationship can be
assumed between any variable 𝜙 and its position as follows:

𝜙 = 𝑏1 + 𝑏2𝑥 + 𝑏3𝑦 + 𝑏4𝑦, (3.31)

where the point 1 represent the point on the boundary, and 2-4 are the interpolation points. The coef-
ficients 𝑏1,𝑏2,𝑏3,and 𝑏4 can be computed from the following system of equations:
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Figure 3.7: Yang and Balaras IBM, interpolation in 2D. The squares are the fluid point and the triangles are forcing points. The
two gray triangle areas are two examples for the interpolation point and the 𝑛 arrows are the boundary local normal direction
(taken from Yang and Balaras, (2006)).
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⎥
⎦

(3.32)

where (𝑥1, 𝑦1, 𝑧1), (𝑥2, 𝑦2, 𝑧2),(𝑥3, 𝑦3, 𝑧3) ,and (𝑥4, 𝑦4, 𝑧4) are the four points in the interpolation stencil.
Thus, the variable at the boundary point may be written as:

𝜙𝑖𝑛𝑡𝑒𝑟𝑝,𝑓 = [1 𝑥𝑖𝑛𝑡𝑒𝑟𝑝,𝑓 𝑦𝑖𝑛𝑡𝑒𝑟𝑝,𝑓 𝑧𝑖𝑛𝑡𝑒𝑟𝑝,𝑓] 𝑏𝑇 . (3.33)

Substituting the variable with velocity, at the forcing points, the forcing can be computed as follows:

𝑓𝑖 =
𝑢𝑓 − 𝑢𝑖𝑛𝑡𝑒𝑟𝑝,𝑓

Δ𝑡 , (3.34)

where 𝑢𝑓 is the velocity at the forcing point, and 𝑢𝑖𝑛𝑡𝑒𝑟𝑝,𝑓 is the interpolated velocity.





4
Channel Flow Validation

This chapter describes the first stage, turbulent channel flow (TCF) validation. The reason for using
TCF lies in its simple geometry, fast and easy flow setup, as well as the large amount of numerical and
experimental data available for comparison. The validation data not only include bulkmean parameters,
as well as more elaborate statistics such as the first and second-order moments of flow velocity and
pressure, for example, mean velocity profile and Reynolds stress tensor. The former could give a
general overview of the correctness of the TCF setup, and the latter gives more details and insights
into the validation, for example, dissipation profile. In this stage, various parameters are computed
and compared to validate the LES, including mean velocity, turbulent intensities, eddy viscosity, and
Reynolds shear stress.

4.1. DNS Validation
Pressure-driven turbulent channel flow has been validated by Costa, (2018) using CaNS by Direct
Numerical Simulations (DNS). The size of the channel is 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧 = 6 × 3 × 1 with a uniform
computation grid having dimension 𝑁𝑥×𝑁𝑦×𝑁𝑧 = 512×256×144 in each direction. Periodic boundary
conditions are applied in both streamwise and spanwise directions, and the channel walls are assumed
no-slip. The Reynolds number is 𝑅𝑒 = 5640, based on bulk velocity and full channel height. A vortex
pair according to Henningson and Kim, (1991) along the streamwise direction is added in order to
facilitate transition to turbulent regime. Figure 4.1 shows the obtained streamwise mean velocity and
the turbulence intensity. The friction Reynolds number is 𝑅𝑒𝜏 = 180, agreeing excellently with the
comparison data from Kim et al., (1987).

Figure 4.1: Turbulent intensities of the turbulent channel flow with 𝑅𝑒𝜏 = 180, taken from Costa, (2018).

The good agreement shows that CaNS code is sufficiently accurate for turbulent channel flows by using
DNS. Based on this, LES can be implemented using similar grid. In Vreman model, the computation
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grid itself functions as a filter. The eddies larger than the filter width contain most of the turbulent kinetic
energy (TKE) and are explicitly resolved. The smaller subgrid-scale (SGS) scales are filtered out by
the filter but subsequently modeled by the eddy viscosity model. One advantage of this is that the
computation of the flow with higher Reynolds number that possibly exceeds the ability of DNS can be
achieved. Given the same degree of freedom with DNS, LES can compute the flows with either higher
velocity or larger characteristic length scale, since LES does not require a mesh as fine as DNS.

4.2. LES Validation
A turbulent plane Poiseuille flow similar with DNS validation is used for the current step. The flow
is driven by a constant pressure gradient. The purpose of this step is to validate the correctness of
the LES implementation. Fortunately, Vreman, (2004) contains the validation with TCF for its own
model, as well as its comparison with DNS and Smagorinsky and dynamic Smagorinsky model. The
focus of the current study is to assure that the Vreman model is properly inserted into CaNS rather
than the preciseness of Vreman model itself compared with other eddy viscosity models under a same
discretization scheme. Thus, the results of Smagorinsky and the dynamic Smagorinsky are skipped,
and only Vreman’s well as DNS data from Vreman, (2004) are compared.

4.2.1. Flow Setup
In this section the TCF setup is introduced. The channel has a dimension of 6𝐻 × 2𝐻 × 2𝐻 in 𝑥,𝑦, and
𝑧 direction, where 𝐻 is the half channel height and is assumed 1 in the simulation for simplicity. 𝑥 and
𝑦 directions are streamwise and spanwise directions, respectively. Periodic boundary conditions are
posed in these directions. Along 𝑧 direction, both the lower and upper boundaries have no-slip walls,
and the flow cannot penetrate the walls. Identical with the grid used by Vreman, (2004), the grid has
𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 = 47 × 47 × 63 degrees of freedom, with uniform spacing in 𝑥 and 𝑦 direction. Along
𝑧 coordinate, the grid is finer at the boundaries and coarser at channel center, and the location of the
fifth cell center is at 𝑦+ = 11. By using the relation 𝑦+ = 𝑅𝑒𝜏𝑦, the actual location is 𝑦 =

𝑦+
𝑅𝑒𝜏

= 11
360 ≈

0.030556𝑚. The grid in 𝑧 direction is generated with a grid generation function:

𝑧𝑓(𝑘) = 1
2[1 +

tanh( 𝑘𝑁𝑧 − 0.5)𝑔𝑟
tanh (𝑔𝑟/2) ], (4.1)

where 𝑧𝑓𝑘 defines the coordinate of the upper face of each cell, 𝑘 is the index of the grid node, and 𝑔𝑟
is the growth ratio for the function.

The friction Reynolds number is 𝑅𝑒𝜏 = 360, based on the friction velocity 𝑢𝜏, half channel height
𝐻 and normal viscosity 𝜈. In CaNS, for the pressure-driven flows two parameters can be tuned to
satisfy a predefined friction Reynolds number, the pressure gradient 𝜕𝑃/𝜕𝑥 and the viscosity 𝜈. For
simplicity’s sake, the half-channel height is set to 𝐻 = 1. Although the exact values of fluid viscosity
and pressure gradient may not have a direct connection to a real application, the crucial dimensionless
number Reynolds number is kept identical with Vreman, (2004), such that the results can be indicative
of characteristics of flow with actual viscosity, such as water and air flow. For ease of reproducibility,
the detailed flow setup is computed and listed below:

• The relation 𝑅𝑒𝜏 ≈ 0.09𝑅𝑒0.88 describe by Pope, (2001) is used to estimate the bulk Reynolds
number of the flow. By taking 𝑅𝑒𝜏 = 360, the estimated Reynolds number

𝑅𝑒 = ( 𝑅𝑒𝜏0.09)
1
0.88

= ( 3600.09)
1
0.88

≈ 12395;

• Assuming the bulk flow velocity equals to𝑈𝑏𝑢𝑙𝑘 = 1𝑚/𝑠, fluid viscosity is obtained 𝜈 = 1.6136−1𝑚2/𝑠;
• Although the kinematic viscosity is significantly different from water or air, the corresponding fric-
tion Reynolds number 𝑅𝑒𝜏 = 360 is the same with Vreman, (2004);
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• The friction velocity is 𝑢𝜏 = 0.0581𝑚/𝑠, and the pressure gradient is −
𝜕𝑝
𝜕𝑥 =

𝑢2𝜏
𝐿𝑧
= 0.003374𝑃𝑎/𝑚,

assuming fluid density unity;

• The pressure gradient and viscosity function are the input for CaNS.

The initial condition is implemented by prescribing a mean flow profile with the 𝑈𝑧 = 𝑈(𝑧/𝐻)1/7, with
5% noise added and a streamwise vortex same with that in the DNS validation (Henningson and Kim,
(1991)) is also applied to facilitate the transition, since the added noise may not be enough to trigger
transition for TCF.

4.3. Results
The eddy turn over time 𝑇𝑒 can be computed as

𝑇𝑒 =
𝐻
𝑢𝜏
= 1
0.0581 = 17.2𝑠.

According to Vreman, (2004), the statistics was averaged from 10𝑇𝑒 to 30𝑇𝑒. In the present study, a
longer averaging period is used, which is roughly from 200𝑠 to 1000𝑠, around 11𝑇𝑒 to 58𝑇𝑒. The code
iterated for 50000 steps. Time, forces, and bulk mean data data are outputted every 10 steps.

Figure 4.2: Bulk mean velocity of turbulent channel flow. The red dots are the bulk mean velocity of each output time step, and
the red line is the time averaged bulk velocity.

Figure 4.2 shows bulk mean velocity as a function of time. In the code, the bulk mean velocity is ob-
tained by summing up the cell local velocities multiplied by grid volume ratio. From the figure, although
the fluctuations appear large, they are actually no large than 1.2% deviation from themean value. When
a constant pressure gradient is applied, streamwise bulk mean velocity fluctuates with time because of
the presence of eddies as an inherent nature of turbulence.

Figure 4.3 shows the mean streamwise velocity profile and the Vreman eddy viscosity profile along 𝑧
direction. From a) it can be observed that the bulk velocity profile generally agrees well with the data
from Vreman, (2004). In b) near the wall at 𝑦+ ≤ 25, the eddy viscosity values agree excellently.
When getting farther away from the wall, it may appear strange that the eddy viscosity values from
validation’s deviate from that of Vreman. However, eddy viscosity may not be a perfect parameter to
examine the accuracy of the results. As can be seen from equation 3.10 and 3.13, eddy viscosity 𝜈 is
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a) b)

Figure 4.3: Mean velocity profile and eddy viscosity 𝜈𝑒 profile of Vreman model as a function of 𝑧𝑢𝜏/𝜈, a) plan-form averaged
velocities, and b) plan-form averaged eddy viscosity 𝜈𝑒. In both plots, the blues line are the comparison data from Vreman,
(2004), and the red lines are the results from the current validation.

highly dependent on the grid size. At the grids near the wall, since the 5th grid center coordinate is kept
at 𝑦+ = 11, same was done by Vreman, (2004). The size of the cells near the wall could be similar
with Vreman’s. This could reasonably explain why the two eddy viscosity profiles agree excellently
well when 𝑦+ ≤ 25. However, it is inspected that different grid generation functions are used for the
two studies compared above. Thus, the grid spacing could be greatly different in the logarithmic law
region as well as in bulk flow region. As a result, the eddy viscosity values are different. Additionally,
numerical discretization are adopted by the two studies, the errors stem from this could also contribute
to the discrepancy. It is certain that more turbulence characteristics need to be checked in order to
provide more solidified validation for the code.

In LES, corrected turbulence quantities consist two parts, the first part may be called resolved part which
represents large eddies that contain most of the turbulent kinetic energy and is explicitly resolved by the
filter. The other part can be called unresolved part which represents the characteristic of subgrid scales
and has to be modeled. Figure 4.4 shows the comparison of total dissipation and the SGS dissipation.
The SGS dissipation is evaluated using the expression stated in Vreman, (2004):

⟨𝜈𝑒|𝑆|2⟩ = ⟨𝜈𝑒2||𝑆||2⟩ = ⟨𝜈𝑒2𝑆2𝑖𝑗⟩
= ⟨2𝜈𝑒(𝑆211 + 𝑆222 + 𝑆233 + 2𝑆212 + 2𝑆213 + 2𝑆223)⟩,

(4.2)

where the symbol ⟨⟩ represents the spatial average along the statistically homogeneous directions 𝑥
and 𝑦. |𝑆| is the rate of strain and equals to √2||𝑆||2. 𝑆𝑖𝑗 is defined as 𝑆𝑖𝑗 = (𝜕𝑢𝑖/𝜕𝑥𝑗 + 𝜕𝑢𝑗/𝜕𝑥𝑖).
The total dissipation is the summation of SGS dissipation and the resolved dissipation. The resolved
dissipation is obtained by using the relation from Vreman, (2004):

⟨𝜈|𝑆′|2⟩ = ⟨𝜈2𝑆𝑖𝑗′2⟩ = ⟨𝜈2(𝑆𝑖𝑗 − ⟨𝑆𝑖𝑗⟩)⟩, (4.3)

In the code, this term is obtained by first getting the 𝑥−𝑦 planform average to reach ⟨𝑆𝑖𝑗⟩. Then in each
cell, local 𝑆𝑖𝑗 is subtracted by ⟨𝑆𝑖𝑗⟩, and then the difference is planform-averaged again such that ⟨𝑆𝑖𝑗′⟩
is obtained. Subsequently, this value is multiplied by the fluid viscosity, which is assumed a constant,
to get the resolved part of dissipation.

From Figure 4.3, SGS dissipation of the validation agrees well with Vreman’s results. As for the cor-
rected dissipation, the current validation result is slightly lower than the results from Vreman, (2004)
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Figure 4.4: Profile of planform averaged Dissipation for Turbulence Channel Flow validation. The blue lines are the total and
SGS dissipation from Vreman, (2004), green crosses are the DNS data from HU and Sandham, (2001), and red lines are the
results from the current validation. The dissipation is normalized by 𝑢3𝜏/𝐻.

in the buffer layer (5 ≤ 𝑦+ ≤ 50) and logarithmic region (50 ≤ 𝑦+ ≈ 125). Corrected dissipation
decreases to zero at the center of the flow where shear production and transport also vanish. In the
viscous sublayer (𝑦+ ≤ 5), where the dissipation is merely compensated by viscous transportation, the
current study achieves closer results to DNS, and the dissipation increases when closer to the wall,
whereas the dissipation from Vreman, (2004) has a small dip at the wall. In general, the results from
the current validation achieve good agreement with the reference.

One of the reasons contributing to the discrepancy could be that the two studies use different dis-
cretization schemes. Although the terms in the NS equation are discretized using a similar approach,
Vreman, (2004) uses a collocated grid whereas the present work adopts a staggered grid. The discrep-
ancy could possibly also stem from the errors of the numerical discretization. Additionally, with finite
difference method, collocated arrangement is believed to generate slightly more numerical dissipation
than the staggered arrangement Moin and Mahesh, (1998). The reason could be that when using
collocated grid, one needs to avoid the checkerboard problem by applying velocity-pressure coupling
method through adding an extra term, which indirectly adds as a source term for the turbulent kinetic
energy (see Tan and Huang, (2014)). However, the proportion of numerical dissipation to the total dis-
sipation is small, and the major contribution is from the viscous and SGS dissipation, which stem from
the viscous diffusion term and eddy viscosity term, respectively.

Figure 4.5 shows the planform average of the resolved and corrected turbulent intensity, and Figure 4.6
are the resolved and corrected Reynolds stress 𝑢′𝑤′. The resolved turbulent intensities are obtained by
using the RMS (Root Mean Square) of the fluctuation component, this can be written by the following
relation:

𝑇𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 =
√⟨𝑢′2⟩
𝑢2𝜏

√⟨𝑣′2⟩
𝑢2𝜏

√⟨𝑤′2⟩
𝑢2𝜏

. (4.4)

In CaNS, the square of the fluctuation is obtained by Reynolds decomposition ⟨𝑢′2⟩ = ⟨𝑢2⟩ − ⟨𝑢⟩2, and
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a) b)

Figure 4.5: Plan-form averaged resolved and corrected turbulence intensity, a) the resolved turbulence intensity, b) turbulence
intensity. In both plots, the line on the top is 𝑢′𝑢′, at the middle is 𝑤′𝑤′, and at the bottom is 𝑣′𝑣′.

a) b)

Figure 4.6: Plan-form averaged resolved and corrected Reynolds stress 𝑢′𝑤′, a) resolved and b) corrected.
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the data is outputted every 10 time steps. Time average is taken subsequently. According to Vreman,
(2004), the unresolved Reynolds stress tensor can be obtained with the formula:

⟨2𝜈𝑒𝑆𝑖𝑗 +
2
3𝑘𝜏𝛿𝑖𝑗⟩ , (4.5)

where the 𝑘𝜏 = 2𝜈𝑒|𝑆|.
From the two figures it can be observed that the validation results agree well with that from Vreman,
(2004). In Figure 4.5, the results agree perfectly with the reference data when 𝑦+ ≤ 75. In the region
𝑦+ ≥ 75, the present validation has turbulence intensity only slightly smaller than the data fromVreman,
(2004), however, the discrepancy could be neglected because the error ratio is small. In Figure 4.6,
the validation also shows generally good agreement with the reference data, especially good alignment
can be found at 𝑦 ≤ 25. The absolute value of the validation’s Reynolds stress is smaller than that from
the reference at around 𝑦+ = 50, this could also be reasonably explained by the error that originated
from the different discretization.





5
Flow Over Cube Array Validation

In the previous chapter the turbulent channel flow validation has achieved excellent agreement with
the reference data from Vreman, (2004), indicating the good implementation of the Vreman LES model
in CaNS. Subsequently, this chapter concerns further implementation of Immerse Boundary Method
(IBM). With IBM, the obstacle boundary is immersed into a simple computational grid that could be
easily generated with CaNS. Signed-Distance Field (SDF) is computed and functions as a convenient
medium to identify the location of the boundary, allowing for the IBM to further easily classify the grid
points according to the phase they are situated. A stair-step IBM is used for the current stage, it
approximate the shape of the interface using cells and then models the effect of the boundary as an
added force for the points next to the interface.

5.1. Introduction
In this chapter, flow over periodic cube arrays is adopted as a validation for the IBM implementation.
On of the advantage of using such geometry is that large amount of previous experiment and simulation
data are available for comparison. Wind tunnel measurement and DNS data are available in the work
by Castro et al., (2006) and Coceal et al., (2006). Fortunately, one of the previous researches done
by Tomas et al., (2016) includes LES data. His work mainly concerns the roughness transition and
periodic roughness over cubic arrays, however, Vreman model implemented in the LES code named
DALES (Dutch Atmospheric Large-Eddy Simulation) has been firstly validated against wind tunnel mea-
surement data from Castro et al., (2006). To the interest of the present study, the geometry used by
Tomas et al., (2016) becomes a perfect example for the present validation, in which the same LES
eddy viscosity model is used.

A schematic of the geometry is shown in the Figure 5.1. Similarly with the work by Tomas et al., (2016),
the white region is adopted as the simulation region also in the study. The dimension of the flow domain
is 4ℎ×4ℎ×10ℎ, where ℎ is the height of each cube. Two periods of arrays are used in both streamwise
and spanwise directions such that large eddies can be sufficiently tracked. 10ℎ is the vertical extent of
the domain such that roughness sublayer and the inertial sublayer can be modeled sufficiently, which
could possibly extent to height of 1.5ℎ and 2.3ℎ, respectively, according to Castro et al., (2006).

5.2. Flow Setup
The flow setup again may not have direct connection to a real application in terms of fluid kinematic vis-
cosity and pressure gradient, however, the dimensionless Reynolds number is kept the same, allowing
for the indirect implication through Reynolds similarity. In this case, the cube height is set to ℎ = 1𝑚,
and the inverse of the viscosity is kept to 6197.5𝑠/𝑚2. The friction velocity based Reynolds number is
𝑅𝑒𝜏 = 371. Hence, the friction velocity can be computed as

𝑢𝜏 =
𝑅𝑒𝜏𝜈
ℎ = 371

6197.5𝑚/𝑠 = 0.059863𝑚/𝑠. (5.1)

33
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Figure 5.1: A schematic of the flow domain of the LES validation case from Jasper Tomas et al., (2016) ( The figure is taken
from Tomas et al., (2016) ). The white region is the 4ℎ × 4ℎ simulated area consisting of two periods of cube arrays. The
cube dimension is ℎ × ℎ × ℎ. The grey area represents the staggered arrangement of cube arrays in the previous wind tunnel
experiment by Castro et al., (2006). P1 to P4 marks the location of line probes, on which the turbulence statistics are sampled.

.

Consequently, the velocity gradient can be expressed as:

𝑑𝑝
𝑑𝑥 =

𝑢2𝜏
𝐿𝑧
= 0.0598632

10 = 0.00035836𝑃𝑎/𝑚, (5.2)

where 𝐿𝑧 is the flow domain size in 𝑧 direction, assuming density unity. The flow is again added with
5% noise in all directions to facilitate the transition to turbulent flow. Nonetheless, the streamwise wall
turbulence vortex pair is not needed for this validation since the cubes are hyrodynamically rough (see
Raupach et al., (1991)) and transition can be naturally triggered.

A computational grid similar with the one used by Tomas et al., (2016) is adopted for the validation.
The grid dimension is 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 = 64 × 80 × 112. The canopy height equals to the cube height
ℎ = 1. Along 𝑧 direction, 28 grid cells are uniformly spaced within the canopy. Above the canopy, the
smallest spacing is 0.028ℎ at the top of the cube. The grid stretches with increasing 𝑧 coordinate. A
grid generation function different with the channel flow validation is used, with the larger spacing on the
top of the flow domain:

𝑧𝑓𝑘 = 1[1 +
tanh( 𝑘𝑁𝑧 − 1)𝑔𝑟

tanh(𝑔𝑟) ], (5.3)

with which the generated grid volume growth rate never exceeds 1.04.

Identical to the grid resolution achieved by Tomas et al., (2016), both validations are wall-resolved, and
no wall function is needed. For a wall-resolved LES, although recommended, the 𝑦+ = 1 criteria is
not necessarily to be satisfied. The study by Tomas et al., (2016) covers each cube with 16 × 20 × 28
grids and reasonably claims that such resolution can achieve a sufficient wall resolved LES, based
on the fact that even coarser grids have been studied and proven satisfactory. According to Kanda
et al., (2004), 10× 10× 10 is adequate to explicitly resolve the cube roughness, and W.-C. Cheng and
Porté-Agel, (2015) uses 10× 10× 15 to cover each cube. Although, it would be found later that on the
top of the cube arrays the grid did not simulate the shear layer precisely, it is sufficient for the major
purpose of the current stage, to validate the IBM part in CaNS code.



5.3. Results 35

Figure 5.2: An isosurface of the SDF of 𝑢 coordinate for the cube array validate case generated with MATLAB.

5.3. Results
SDF in convenient for bridging the object geometry with the IBM, and is computed firstly.

In Figure 5.2, the isosurface generated using MATLAB for the SDF of 𝑢 location. It can be seen that the
cube geometry is well-represented. The isosurface provides a general overview of the SDF, in order
to minimize the interpolation and the grid rendering error by the isosurface function in MATLAB. Sliced
views are shown in Figure 5.3. As can be observed, the boundary of the cube arrays are clearly indi-
cated by the black lines in both 𝑥−𝑦 plan and 𝑥−𝑧 plane. The interior of the cubes have negative signed
distance values, and the outside has positive values. The absolute value of signed distance becomes
higher as the distance to the boundary larger, this is also indicate by the iso-contour in the slices. It can
be demonstrated that the obstacle boundary can be sufficiently processed through ”STL2SDF”, which
is thus applicable to CaNS with IBM.

The simulation runs for a total of 400000 iterations, and CFL number is limited to no greater than 0.95.
The eddy turnover time based on the roughness height can be computed as:

𝑇𝑒 =
ℎ
𝑢𝜏
= 1
0.059863 ≈ 16.7𝑠, (5.4)

where ℎ = 1𝑚 and 𝑢𝜏 is the friction velocity. Flow reaches statistically steady state at around 67000
steps, which corresponds to 5000𝑠 in physical time and 300𝑇𝑒. From this moment until the end of
iteration 1800𝑇𝑒 the flow statistics are averaged. The entire averaging period is 1500𝑇𝑒, which is long
enough that the flow can sufficiently settle down. The bulk velocity is used as the criterion for the
statistical convergence and its evolution with time is shown in Figure 5.4.

For the flow over an inhomogeneous structure, the velocity may be decomposed as follows:

𝑢𝑖 = ⟨𝑢𝑖⟩ + ̃𝑢𝑖 + 𝑢𝑖′, (5.5)

where the ⟨𝑢𝑖⟩ is the double average over time and space, ̃𝑢𝑖 is the dispersive part of the velocity, and
𝑢𝑖′ is the turbulent fluctuation. In terms of the flows over smooth surface, for example, turbulent channel
flow, the flow can be seen as homogeneous in space. When it reaches statistically steady state, the
dispersive velocity can be averaged out, suggesting the spatial mean can be essentially equal to time
mean. However, it is not the case for flows over inhomogeneous surface, with which the dispersive
velocity cannot be smoothed out. The physical meaning of the dispersive velocity can be understood
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Figure 5.3: 2D slices of the generated SDF for 𝑢,𝑣,𝑤, and 𝑝 location. The SDF of 𝑢 and 𝑣 are sampled at 10th grid in 𝑧 direction,
and the SDF of𝑤 and 𝑝 are sampled at 10th grid in 𝑦 direction. The black lines are the locations that the value of signed-distance
is zero, represent the shape of the cube arrays.

as the deviation of the local time mean velocity of each cell to the spatially average time mean velocity
due to the effect of the inhomogeneous structures.

According to Coceal et al., (2006), if the averaging time is not long enough, there could be a remaining
low frequency streamwise recirculation right above the canopy. The slow evolving structures are com-
monly observed when fluids flow over rough surfaces. In this case, the remaining recirculation would
significantly affect the dispersive part of the velocity and Reynolds stress. When the averaging period
is long enough, these large recirculation flows move around and are smoothed out in the long time
of sampling period, such that dispersive compositions cease to be significant. Coceal et al., (2006)
indicates that for flow over cube arrays, when the averaging period is longer than 400𝑇𝑒, the dispersive
Reynolds stress could become negligible compared with that within the cube canopy layer, and the
slowly evolving recirculation structures no more exits.

The mean flow data are sampled every 10 iterations after the flow becomes steady until the end of
the simulation. The sample interval is always smaller than 0.08𝑠 in physical time. This corresponds to
around 0.05𝑇𝑒. In the code, several line probes are placed at the P0, P1, P2, and P3 locations indicated
in Figure 5.1. Along the four lines, velocity data are collected through interpolation and then compared
with the LES results from Tomas et al., (2016) and the wind tunnel experiment by Castro et al., (2006),
in which the flow is generated under an inflow condition without accounting thermal effects. In the
experiment, the flow above the cube array canopy was measured with hot-wire anemometry (HWA)
and Laser Doppler Anemometry (LDA) within the canopy. The vertical profiles at the probe locations
are obtained in the measurement and also made use to make comparison by Tomas et al., (2016).
Both LES and the measurement reported similar results with H. Cheng and Castro, (2002) by having
friction Reynolds number 𝑅𝑒𝜏 = 371.

Figure 5.5 shows the time-averaged streamwise velocity along the line probes. It can be seen that
the current validation results generally show good agreement with the LES as well as the wind tun-
nel experiments. However, similar with the LES by Tomas et al., (2016), the current implementation
slightly overestimates the streamwise velocities at locations P0, P1, and P3. The validation’s results
match with LES and experiments data well within the canopy at the locations. At location P2, LES by
Tomas et al., (2016) slightly underestimates the streamwise velocity above the canopy could caused
by the overestimated wake region in LES, whereas the present validate achieves closer results to the
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Figure 5.4: The change of the bulk streamwise velocity with physical time. The red line is the fluctuating bulk velocity at each
time step, and the blue line is the time averaged velocity.

experiment. Additionally, within the canopy, the validation also shows better performance by having
the profile closer to experiment data.

Figure 5.6 shows the resolved Reynolds stress at location P1 and P2. The resolved Reynolds stress
𝑢′𝑤′. It can be observed from the plots that general good agreement is achieved. At both locations,
DALES code by Tomas et al., (2016) matches slightly better with the experiments, while the current
validation tracks the shear layer better above the canopy. Neither LES could fully resolve the flow
especially in the shear layer on the top of the cubes possibly due to the grid resolution. This same
reason could reasonably also explains that within the canopy, part of the Reynolds stress is smoothed
out because of the large grid spacing.



38 5. Flow Over Cube Array Validation

a) b)

c) d)

Figure 5.5: Time mean velocity along the four line probes. The red dashed lines are the LES data from Tomas et al., (2016),
marked by (Jasper). Red cross are the data from wind tunnel measurement (WT) by Castro et al., (2006), and the red lines are
the results from the current validation (VAL). The location of the line probes is shown in Figure 5.1.
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a) b)

Figure 5.6: Time averaged Reynolds stress along the two line probes at location 𝑃1 and 𝑃3. The red lines are the LES data from
Jasper, red cross are the data from wind tunnel measurement (WT), and the red lines are the results from the current validation
(VAL).





6
Flow Over Delft Campus

Large Eddy Simulation (LES) model and Immersed Boundary Method (IBM) has been successfully
implemented and validated in the previous two chapters. In the last step, LES and IBM are applied
to a 3D model of an actual urban configuration. TU Delft campus is used as a case study. Such
configuration has been studied by using actual size of the campus area with RANS (see Kenjereš
and ter Kuile, (2013) and García-Sánchez et al., (2021)). However, they focus more on the effect of
vegetation to the surface roughness and thus to the wind profile around buildings. The current study
focuses on the effect of the inhomogeneous building topology on the formation of high speed area
around a high-rise building and the wake region behind it. The high-rise building concerned is called
EWI building ( building for Faculty of Electrical Engineering, Mathematics and Computer Science), and
it is believed to be the cause of a potentially dangerous high wind speed region near the building. To
tackle such problem, it is worthwhile to study the wind around the EWI building under the context of
flows over urban areas.

6.1. Introduction
This study focuses on TU Delft major campus area that is not far away from the EWI building. Thus
the buildings of Faculty of Architecture, far north to the main campus, and buildings for Aerospace
Engineering, far south to the main campus, are neglected for the simplicity of the model, because they
are too far away to have significant impact on the wind around the EWI building and the main campus
area. In addition, some newly built tall buildings east of the campus are neglected for the simplicity of
the 3D model.

The building details are available by the 3D geo-information group from the Faculty of Architecture at
TU Delft. High-resolution data regarding building topology and size are made open-source for multiple
cities including all of the Netherlands, some cities in Germany, USA, and Singapore. According to
García-Sánchez et al., (2021), the 3D models are classified into three main categories according to
their level of details(LoD):

• LoD1: Buildings are represented with prismatic shapes. Flat rooftops are assumed to approxi-
mate the height of original buildings;

• LoD2: More detailed edges are added. Having simple roof shape (e.g. Sharp top of a church);

• LoD3: Semantics are utilised to denote different types of subjects or surfaces, such as grassland
or water surface, in an urban environment.

LoD1 can be already satisfactory for the current research for the sake of simplicity. The object file
is provided by 3D geo-information group. The solid structures representing the building geometries
are generated using a so-called triangular decimation which is able to create a watertight geometry.
It uses tetrahedrons to approximate object surface. Although the approximated flat building surfaces
cannot be perfectly smooth by using tetrahedrons, they are good enough since the building size is huge
compared to the small tetrahedrons size. Watertight 3D models are consequently generated such that
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the leaking problem mentioned in section 3.5 can be avoided. According to García-Sánchez et al.,
(2021), the prevailing wind at TU Delft campus is south-west wind with 45∘ to the north.

6.2. Flow setup
The actual size of the simulated campus area is approximately 900𝑚 × 700𝑚 × 98𝑚. This is scaled
down with a factor of 1 ∶ 820 to the size of 1.1𝑚 × 0.85𝑚 × 0.12. Such campus region is then fit into
a flow domain of dimension 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑍 = 24𝐻 × 22𝐻 × 6𝐻 = 2.88𝑚 × 2.64𝑚 × 0.72𝑚, where the
height of the EWI building in the scaled-down model 𝐻 = 0.12𝑚. The flow domain is set according to
the Best Practice Guideline by Franke et al., (2007). The domain is large enough to contain the largest
turbulent structures. The inflow boundary is put 6𝐻 west of the left boundary of the first building. The
two sides are kept 6𝐻 away from their corresponding nearest building in the spanwise direction. The
domain is 6𝐻 high to prevent the unwanted acceleration of the flow over the roofs. The most ideal
choice for the vertical dimension is to keep it same with the corresponding wind tunnel size, with which
a better overview of the growth of the roughness sublayer, inertial layer, even the urban boundary layer
can be tracked. 6𝐻 is used here to reduce the computation cost. The distance between the building
at the most east and the outflow boundary is around 10𝐻. Although it is suggested by Franke et al.,
(2007) that the distance should be at lease 15𝐻, the pressure outlet boundary condition does not pose
significant effect on the interested flow domain.

However, due to the limitation of computation power, it is impossible to resolve the full scale of the city,
with which the Reynolds number would reach 3.3 × 107 given a calm wind speed of 5𝑚/𝑠, based on
the EWI height and actual air viscosity. Hence, it is necessary to scale the model down to a moderate
Reynolds number that is achievable by LES. For the current phase of the code development, the LES
needs to be wall-resolved, as wall function has not been incorporated in the solver.

An important consideration for the current research is the possible future duplication or the correspond-
ing wind tunnel experiment using physical 3D models. It is hence reasonable to design the flow setup
accordingly with the setup of a model for wind tunnel experiment that future researchers would like to
do. Reference experiment resources, for example, the capability of wind tunnel test section, should
therefore be taken into account.

An excellent reference could be the GVPM wind tunnel at Polimi (Polytechnic University of Milan) (see
Lamberti et al., (2020)). It has a boundary layer test section of 13.84𝑚 wide, 3.84𝑚 high, and 35𝑚 long.
The wind tunnel is specifically designed for wind engineering tests on civil structures scaled models.
The maximum wind speed can reach 16𝑚/𝑠. The 35𝑚 long, constant section test room enables the
turbulence generators to simulate the atmospheric boundary layer, with the highest turbulence intensity
around 35%.

As mentioned in the previous paragraph, the urban model is therefore scaled down to 𝐻 = 120𝑚𝑚.
With EWI height 𝐻 = 120𝑚𝑚, the entire flow domain is 𝐿𝑥 × 𝐿𝑦 × 𝐿𝑍 = 24𝐻 × 22𝐻 × 6𝐻 = 2.88𝑚 ×
2.64𝑚 × 0.72𝑚, which is able to fit in such wind tunnel with enough space to all walls, especially to the
sides and the top. An incoming reference wind speed of 𝑈𝐻 = 2𝑚/𝑠 can be prescribed at 𝐻 = 120𝑚𝑚
and leads to a Reynolds number of

𝑅𝑒𝐻 = 𝐻𝑈𝐻/𝜈 = 0.12 ∗ 2/(1.48 ∗ 1𝐸 − 5) = 16216, (6.1)

where 𝜈 = 1.48 × 10−5𝑚/𝑠2 using the actual air viscosity at 15∘ temperature.

Besides, the velocity 𝑈𝐻 = 2𝑚/𝑠 is achievable in the wind tunnel. because with the log profile, even
if the UBL stretches until the top of the wind tunnel, 𝑈𝑡𝑜𝑝 = 3.3𝑚/𝑠 ≪ 𝑈𝑚𝑎𝑥 = 16𝑚/𝑠. It has been
intentionally avoided to use an 𝑈𝐻 too in order to allow the flow to be resolved by the current LES. At the
same time, an 𝐻 too small is also intentionally avoided. The reason is that, if 𝐻 is smaller, for example,
𝐻 = 60𝑚𝑚, the average building height would be around 20𝑚𝑚, and some lower building models
could be even smaller. It could be possible that such small physical models are hard to fabricate and
measure.
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6.2.1. Boundary Condition
The boundary conditions should also consider the achievability in the wind tunnel test. The wind tunnel
for urban boundary layer test has a long development distance of around 10 times of the atmospheric
boundary layer ( see Plate, (1999)). Attention is paid mainly to the wind velocity profile and turbulence
intensity under neutral conditions. Usually, an uniform airflow from the wind tunnel entrance can be
proscribed. The bulk flow is slowed down at the developing stage, then a down-scaled atmospheric
boundary layer (ABL) like profile can thus be formed. Although the wind speed in such profile stays uni-
form in the spanwise direction and only varies with the height, turbulence intensities can be prescribed
to approximate the turbulence effect.

In general, logarithmic functions Maruyama and Ishizaki, (1988) and the empirical power function J. Liu
et al., (2018) can be used to describe such velocity profile as a function of the height. According to
Bendjebbas et al., (2016), the logarithmic law is reported to be more suitable when having a domain
higher than 300𝑚. One of the inflow velocity profile logarithmic law can be written as:

𝑢(𝑧) = 𝑢𝜏
𝜅 ln (𝑧 + 𝑧0𝑧0

). (6.2)

Another expression for the logarithmic law can be commonly seen in the literature:

𝑢(𝑧) = 𝑢𝜏
𝜅 ln (𝑧 − 𝑑𝑧0

), (6.3)

same as the one mentioned in the previous chapter. The two formula are explained in the following
paragraphs.

The difference could be related with the stratification of the urban boundary layer (UBL). The UBL gen-
erally consists of two part, the inner layer and outerlayer. The inner layer can be partitioned into the
inertial sublayer (ISL) and the roughness sublayer (RSL). Within the ISL the flow can be seen as homo-
geneous, the vertical variation of the shear stress can be neglected and and the wind direction could be
assumed constant with height. The above equation 6.3 can describe the wind speed. In equation 6.3,
the friction velocity 𝑢∗ represents the effect of wind stress on the ground. 𝑧0 is the roughness length,
which means the distance where the wind speed theoretically becomes zero under neutral conditions in
the absence of the obstacles that slow down the wind down. It is observed to increase with the increase
of the roughness height. 𝑑 is the zero plane displacement height, it could be regarded as the level of
surface at which the mean drag acts. Below the ISL until the ground is the RSL, in which the urban
canopy is at its lowest part. RSL is believed to be 2 to 5 times of the roughness height ( see H. Cheng
and Castro, (2002)). Within the RSL, the logarithmic law does not hold due to the inhomogeneity of the
flow.

However, the ISL is usually found ”squeezed” between the outerlayer and the RSL, so there is no
clearly defined logarithmic profile. From what is understood by the author, equation 6.2 could be a
compromise between considering collectively both the lengthscale of the ISL and the outerlayer, such
that at every location is inflow logarithmic inflow profile can be defined. Although in the outerlayer the
mean velocity may greatly deviate from the logarithmic profile Maruyama and Ishizaki, (1988).

In the current research, formula 6.2 is used as a simple inflow velocity condition with 5% random noise
in all directions. Table 6.1 shows the common values of roughness length that can be used for different
surface configurations. Considering the low height and coarsely distributed buildings around TU Delft
campus, 𝑧0 = 0.5𝑚 is assumed under the context of the actual building height. Consequently, in the
simulation model, it could be a good practice to scale the 𝑧0 down according to the scaling factor same
with the campus model. 𝑧0 = 0.006087𝑚 is the scaled down roughness length, and 𝑢𝜏 = 0.155𝑚/𝑠 is
friction velocity.

To summarize the boundary conditions, at the inflow, the flow comes perpendicularly into the domain
with only variations with 𝑧 coordinate. Zero velocity is imposed at inflow in both spanwise and vertical
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Terrain 𝑧0(𝑚)
Tall buildings and complexes ≥ 2
Tall buildings with high-density 0.8 − 2
Medium height buildings with moderate-density, town center 0.7 − 1.5
Low height buildings with low-density, suburb 0.3 − 0.8

Table 6.1: Roughness length for different surface configuration (see Zhao et al., (2022)).

direction. 5% Random noise is added for all directions. Pressure outlet outflow condition is used in
𝑥 direction, with zero velocity gradient in all directions and a prescribed reference pressure. In the
spanwise direction, both sides are free-slip, and no flow can penetrate the boundaries. On the ground,
the ground and the building surfaces are no-slip and not penetratable. The top surface is the same as
the side boudaries, represented by zero velocity in along the normal direction and zero velocity gradient
in parallel directions.

6.2.2. Grid Resolution
The simulations use the same size of the flow domain as the proposed model in the previous paragraph
for the wind tunnel measurement setup, to avoid the misleading part of rescaling the wind velocity, EWI
height, and air viscosity according to Reynolds number similarity. In the simulation, the air viscosity
uses the actual kinematic air viscosity under 15∘𝐶, 𝜈 = 1.48 × 10−5𝑚/𝑠2.
It is too costly to fully resolve the flow down to the smallest scale of eddies at the structure boundary
to get wall-resolved results. Hence, an approach similar with grid convergence analysis is adopted.
Three types of grids are used. The difference of their results are compared to gain insights of the flow.
The dimensions of the three grids are 𝑁𝑥×𝑁𝑦×𝑁𝑧 = 480×440×120, 𝑁𝑥×𝑁𝑦×𝑁𝑧 = 720×660×180,
and 𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 = 960 × 880 × 240, respectively. For each grid along 𝑧 direction, one-third of the
number of the grid is uniformly distributed within the canopy. The grids are uniform in 𝑥 and 𝑦 direction,
and also uniform within the canopy height 𝐻 in 𝑧 direction. Above 𝐻, grid generation function same
with equation6.4 is applied again:

𝑧𝑓𝑘 = 1[1 +
tanh( 𝑘𝑁𝑧 − 1)𝑔𝑟

tanh(𝑔𝑟) ], (6.4)

with a growth rate 𝑔𝑟 = 1.25, such that the cell volume growth ratio is no greater than 1.04.

6.3. Results
6.3.1. Signed-Distance Field
The workflow is similar to the previous chapter. Firstly the SDFs are generated with ”STL2SDF” and
then checked using isosurfaces and 2D slices. In ”STL2SDF”, the number of sampling point is 4000000
such that it is not only sufficiently large to be able to accurately represent the boundary, but also not
too large that exceeds the memory limit of Delftblue server, which is the cluster used for the iteration
for the current project. Three isosurfaces are generated each case for the SDF of 𝑢,𝑣, and 𝑤 due to
the staggered arrangement. Figure 6.1 shows an example of the SDFs of velocity 𝑢 locations, denoted
as 𝑠𝑑𝑓𝑢.
It is worth mentioning that, the grid resolution significantly affects the isosurfaces. As shown in Figure
6.1, when the grid resolution increases, the edges of the building become clearer. As in picture a), the
original sharp edges of the squared roofs or the devices installed on the rooftop that are supposed to
be represented by the raised prism are smoothed out. Also, some originally thin roofs are interpreted
as sharp edges. The rendering error when plotting isosurfaces in MATLAB also contribute to such
distortion. As the grid resolution increases, the more complex shapes are better represented, and in
picture d) the entire campus is clearly interpreted by tetrahedrons.

Similar to the SDF of the cube arrays, when rendering the isosurface, MATLAB can give false curvature
or peaks where the SDF must be continuous. To precisely examine the SDF one would like to compute
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a) b)

c) d)

Figure 6.1: Four iso-surfaces of the SDF of 𝑢 for the scaled-down campus model generated with MATLAB. Grid resolution are
different with a) 240 × 220 × 60, b) 480 × 440 × 120, c) 720 × 660 × 180, and d) 960 × 880 × 240.

the gradient of SDF. An convenient alternative way is to check the 2D slices of the SDFs given that
the isosurface overall appear to have no problem. The 2D slices of the SDF of 𝑢 with the finest grid
case is shown in Figure 6.2. In the current model, EWI building is the only high-rise building. It can
be observed that With the increase of the vertical grid index, fewer buildings remain in the 2D slices,
indicating that the SDFs are reasonably represented.

To further gain insight into the turbulent characteristics. 14 line probes in total are inserted in the urban
area. 6 are uniformly distributed in the urban area with the spacing 2𝐻 and 3𝐻 in 𝑥 and 𝑦 direction,
respectively. The rest 8 probes are placed around the EWI building, which is of major interest. Among
these 4 are in the possible high-speed region in the path north to the EWI building, and the other 4
are in the possible wake region east to the EWI building. Their numbering and position are shown in
Figure 6.3. The line probes are vertically inserted in the domain and sample the cell-centered values
of probed quantities for simplicity.

6.3.2. Grid Convergence
LES, in some sense is under-resolved by nature – The unresolved scales smaller than the filter length
are intentionally filtered out and modeled. As the grid resolution increases, the spectrum resolved
scales is wider, since the smaller scales are explicitly resolved, and the range of unresolved scales are
getting smaller. In this sense, the meaning of grid-convergence of LES is object of debate. However,
several approaches could help to define the feasibility of the grid. It is suggested by Pope, (2001)
that the ratio of unresolved turbulent kinetic energy (TKE) to the total TKE should be lower than 20%
such that the accuracy of local LES can be assured. A strict approach is to explicitly show the energy
spectrum andmake sure the cutoff length scale is in the inertial range, which guarantees that the eddies
containing most energy are resolved (see Toosi and Larsson, (2018)). A convenient and practical
approach suggested by Council et al., (2012) indicates that, the grid convergence can be evaluated by
“quantities of interest” (QoIs), which are the output parameters that researchers are interested in. This
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a) b)

c) d)

e) f)

Figure 6.2: 2D slices of the SDF of 𝑢 with different height using the 960 × 880 × 240 grid. The black lines denote the locations
where the signed distance values are equal to 0, representing the boundary of buildings. The EWI building is marked in the red
box in picture a). The slices corresponds to the height of the a) 5th, b) 10th, c) 20th, d) 40th, e) 60th, f) 80th grid in 𝑧 direction.



6.3. Results 47

Figure 6.3: Top view of the model used for the current simulation, only the urban area is shown. The colored points show the
location of the vertical line probes. The green points are the points uniformly distributed, red ones are at the possible high-speed
region, and the blue ones are at the possible wake region. The EWI building is marked with the red box.

approach is adopted for the current research, and the concerned QoIs include total IBM forcing, mean
velocity, and corrected Reynolds stress. The corrected quantities are the summation of the resolved
ones and unresolved ones. The resolved or unresolved quantities alone cannot be used as the criteria
since they converge only to DNS.

6.3.3. IBM Forces
All of the three cases are stopped at 159390, 134593, and 113101 steps, and have reached physical
time of around 350𝑠, 150𝑠, and 100𝑠. Again, the CFL number never exceeds 0.95; the simulations
are stopped until the total forces have converged for a sufficiently long time. The eddy turnover time
is 𝑇𝑒 =

𝐻
𝑢𝜏
= 0.12

0.155 = 0.775𝑠, and the statistics are averaged after 5𝑠 in physical time until the end of
the iterations. In all three cases the averaging periods are longer than 103𝑇𝑒. For comparison reason,
only around the first 100𝑠 after convergence are shown. The total IBM force is used as the statistical
convergence criteria for the simulations. The force is obtained by directly summing up the IBM force
that the structure imposes on the fluid, and it, by definition, includes both pressure-induced drag and
viscous-induced drag forces.

Figure 6.4 shows the evolution of total IBM forces with physical time. IBM forces rapidly converge to
certain values only after a short period of initialization. Their converged values are summarized in Table
6.2. It may be observed with the finer grid, the IBM forces have shown signs of converging. However,
the values to which the forces converge do not vary significantly with different meshes. Even for the
most coarse mesh, which is apparently not enough for resolving the flow, the total forces are close to
the results of the finest mesh. A possible reason is that the grid spacing at the boundary is not fine
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a) b) c)

Figure 6.4: Total IBM forces exerted by the structure boundary on the fluid using different grid resolution, with a) 480×440×120,
b) 720 × 660 × 180, and c) 960 × 880 × 240 mesh.

Grid resolution 𝐹𝑥 𝐹𝑦 𝐹𝑧
480 × 440 × 120(40) −0.03729 0.00536 −0.02118
720 × 660 × 180(60) −0.03801 0.00618 −0.02163
960 × 880 × 240(80) −0.03860 0.00513 −0.02331

Table 6.2: Total IBM forces acting on the fluid. The number in the symble () is the number of grid within canopy in 𝑧 direction.

enough, for example, the 1st grid point is not in the range of 𝑦+ ≤ 1, which is generally believed to be
one of the wall resolution requirements. In this case, on the top of the canopy, the first cell center near
the boundary falls into the buffer layer (𝑦+ ≥ 5) and cause the boundary layer imprecisely tracked. At
the same time, it is difficult to determine whether the flow truly achieves grid convergence using total
IBM force criteria solely, more data is needed.

6.3.4. Mean Velocity
Mean velocity data are collected along the line probes, the time-averaged results are separately shown
in Figure 6.5, Figure 6.6, and Figure 6.7 depending on their located region. In the plots, spacing along
𝑥 axis is made to allow multiple plots to fit in the same figure, with their corresponding tick node value
representing the zero value ”origin”. For example, in Figure 6.5 - 6.7. The spacing of the plots for
different locations is 4.
From Figure 6.5 to Figure 6.7, signs of convergence can be also found using the three types of grid.
Above the canopy, the flow follows logarithmic law that is similar with the inflow condition, and at height
ℎ ≥ 0.15𝑚, which is around 1.25 times the height of the scaled-down EWI building, the mean flow profile
is no more affected by the urban structure. Within the canopy layer, velocity profile at location 2 and 6
are found to have zero value, because the line probe there is inserted into the building structure. High
speed can be observed at the probe location at 7 − 10. This is because the moderate-high building at
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the two sides blocks the wind flow, forcing the air to flow through this narrow channel. It can be seen that
when using coarse grid, the plots deviate from the logarithmic profile. This may be a dispersive error
caused by insufficient grid resolution. In Figure 6.7, back-flow can be suggested within the canopy. At
around 𝐻 = 0.12𝑚, the air velocity reduces to a low level due to the blocking effect of the EWI building.
At the back side of the building, a wake region can be suggested at location 11 − 14, characterized by
the close-to-zero wind speeds in the middle, and slow sub-zero speeds in the lower parts. At probes
13 and 14 , relatively higher speed can be found again at a height close to the ground. One possible
reason is that due to the presence of other moderate-high buildings and the ground, air has to flow
away at this height due to conservation of mass. Figure ?? shows a figure demonstrating the velocity
magnitude at ground level.

6.3.5. Corrected Reynolds Stress
The Results of the corrected Reynolds stress 𝑢′𝑢′, 𝑣′𝑣′, 𝑤′𝑤′ are shown in Figure 6.8 to 6.16, and they
are classified depending on the probe locations. The resolved and unresolved Reynolds stress are
obtained using the same formula as in the Chapter 4. The plots are shifted right in a similar way as for
the mean velocity.

Figure 6.8 to 6.10 are the corrected Reynolds stress at the line probe locations that are uniformly
distributed. It can be seen that most of the turbulent characteristics exit within the canopy height 𝐻 =
120𝑚𝑚. Above the canopy, Reynolds stress cease to be significant at 175𝑚𝑚. Two representative
locations are 2 and 6, at these two positions, the probe lines are both inserted in the buildings, and the
tallest buildings are only around one-third of the height of the EWI building . When the height is lower
than the top of the local building, all Reynolds stress values are zero, while at the top of the building,
a shear layer can be clearly observed. The Reynolds stress profiles that extend to around 2 − 3 local
building height could result from the local roughness layer formed by the interaction between flow and
the surrounding structures.

As for probe location 1, the regularly shaped and located houses close to it have even lower height.
This appears insufficient to explain that the Reynolds stress extends to a height of 75𝑚𝑚. However, at
further upstream and direct downstream of location 1 there are buildings with moderate height (around
one-third of EWI building ). The further upstream buildings are the three cube-like complexes at the west
of campus area, and at the direct downstream is the long-thick building. It is reasonable to speculate
that the Reynolds stress profile here could be either originated from the turbulence effect from the cubic
complexes or the effect from direct downstream building. Location 3 is at direct downstream of a group
of buildings with medium heights, which gives it a Reynolds stress profile similar with at locations 2
and 6, but because it is not directly inserted into the building structure, it has a complete profile within
canopy.

Location 4 is directly upstream of some low-rise buildings. Therefore, it is possible that the relatively
thin roughness layer comes from the other low-rise buildings more upstream on the two sides. Location
5 seems to be special because it is unluckily located at the high-speed fluid area next to one of the
medium-height towers of the 3ME building (Faculty of Mechanical, Maritime and Materials Engineering
). It thus shows a similar profile with the high-speed area around EWI building below. Because 3ME
building is relatively low in its height , the roughness layer at location 5 is also shorter than that of EWI
building.

Figure 6.11 to 6.13 are the corrected Reynolds stress profiles in the high-speed area. With the refining
of the grid, the results appear to converge to certain values. In this region, the Reynolds shear stress
are small because there is no significant shear layer in high speed region. The low values could be
originated from the turbulence effect of the buildings near the locations. The relatively higher Reynolds
stress near the ground could be from the influence of the flow around the corners. Figure 6.15 to 6.16
show the corrected Reynolds stress in the wake region behind the EWI building. A large shear layer
can be observed right above the canopy, and extends until 175𝑚𝑚 high, which is around 1.5𝐻. This
could be caused by the flow over the buildings.
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Figure 6.5: Streamwise time averaged velocity at lineprobes 1 − 6 (uniformly distributed).

Figure 6.6: Streamwise time averaged velocity at lineprobes 7 − 10 (high speed region).

Figure 6.7: Streamwise time averaged velocity at lineprobes 10 − 14 (wake region).
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Figure 6.8: Mean (time) Reynolds stress 𝑢′𝑢′ at probe 1 − 6 (uniformly distributed).

Figure 6.9: Mean (time) Reynolds stress 𝑣′𝑣′ at probe 1 − 6 (uniformly distributed).

Figure 6.10: Mean (time) Reynolds stress 𝑤′𝑤′ at probe 1 − 6 (uniformly distributed).
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Figure 6.11: Mean (time) Reynolds stress 𝑢′𝑢′ at probe 7 − 10 (high speed region).

Figure 6.12: Mean (time) Reynolds stress 𝑣′𝑣′ at probe 7 − 10 (high speed region).

Figure 6.13: Mean (time) Reynolds stress 𝑤′𝑤′ at probe 7 − 10 (high speed region).
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Figure 6.14: Mean (time) Reynolds stress 𝑢′𝑢′ at probe 10 − 14 (wake region).

Figure 6.15: Mean (time) Reynolds stress 𝑣′𝑣′ at probe 10 − 14 (wake region).

Figure 6.16: Mean (time) Reynolds stress 𝑤′𝑤′ at probe 10 − 14 (wake region).





7
Conclusion and Future Work

Urban flow is a vital aspect of urban microclimate. Strong wind at pedestrian level in urban areas affect
people’s perceptive comfort. This thesis focused on the urban configurations by using LES through im-
plementing the Vreman eddy viscosity model in CaNS. The LES implementation had achieved excellent
agreement according to the turbulent channel flow validation. The code was subsequently inserted with
a stair-step IBM. SDFs were generated with the code STL2SDF and used as input data for the IBM.
This approach was validated with flow over cubic arrays having 𝑅𝑒𝜏 = 371. Compared with experiment
and previous LES data, the results for mean velocity and resolved Reynolds stress showed excellent
agreement, and proved the approach to be valid.

Suchmethod was then applied to a scaled-down 3Dmodel of an actual urban area by taking the campus
area of TU Delft as a case study. Grid convergence was analyzed. The results verified the existence
of a high speed area near the EWI building at pedestrian level, and showed the wake region at the
leeward side of the building as well as a shear layer on the building top.

Due to time limit of the current work, some simplified factors can be improved in the future work:

• First, the current code is facing issues with the decomposition of interpolation points into differ-
ent computation blocks when using the interpolation approach by Yang and Balaras, (2006), as
mentioned in chapter 3. With this error fixed, the boundary can be more accurately represented
and more accurate forcing can be achieved;

• Second, the current inflow boundary condition for campus areas concerns a velocity profile that
only varies with vertical coordinate. The turbulent effect is approximated by adding a random
noise. However, this omits the inherent correlation of velocity and pressure, as well as the charac-
teristic coherent structures of turbulence. An alternative could be using a recycling inflow bound-
ary condition proposed by Lund et al., (1998), which preserves the turbulence structures that are
difficult to reconstruct;

• Third, this research does not apply any wall function and tries to conduct wall-resolved simulations
for urban models. However, this requires having large number of grid cells. According to Solinas
et al., (2008), within the boundary layer, the number of grid point needed in the outer layer is
proportional to 𝑅𝑒0.6 and for the inner layer is 𝑅𝑒2.4. It is believed that near the wall an LES
should be able to resolve down to the inertial range, while this could be hard to examine. In this
sense, replacing the inner layer with wall functions would be highly advantageous.
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