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Abstract—Previous work has shown that Large Language
Models are susceptible to so-called data extraction attacks. This
allows an attacker to extract a sample that was contained in
the training data, which has massive privacy implications. The
construction of data extraction attacks is challenging, current
attacks are quite inefficient, and there exists a significant gap
in the extraction capabilities of untargeted attacks and memo-
rization. Thus, targeted attacks are proposed, which identify if
a given sample from the training data, is extractable from a
model. In this work, we apply a targeted data extraction attack
to the SATML2023 Language Model Training Data Extraction
Challenge.1 We apply a two-step approach. In the first step, we
maximise the recall of the model and are able to extract the
suffix for 69% of the samples. In the second step, we use a
classifier-based Membership Inference Attack on the generations.
Our AutoSklearn classifier achieves a precision of 0.841. The full
approach reaches a score of 0.405 recall at a 10% false positive
rate, which is an improvement of 34% over the baseline of 0.301.

Index Terms—Data Extraction, Targeted Attacks, Language
Models, GPT-Neo, Challenge

I. INTRODUCTION

Language Models have recently become popular due to their
ability to generate natural text and have been applied in various
fields, such as Software Engineering [1, 2]. However, neural
language models trained on sensitive datasets have been shown
to memorize parts of their training data [3–5]. With a data
extraction attack, an adversary can recover individual training
examples from the model’s training dataset.

The ability to extract training data has massive privacy
implications. Models which are trained using private datasets
might be exposing their records. Models trained using publicly
mined data might be violating the contextual integrity of the
data of internet users [3]. Recent work has found that devel-
oping robust attacks to extract training data is challenging.

In this work, we focus on targeted attacks. We use the Lan-
guage Model Training Data Extraction Challenge, to develop
our attack. The benchmark provides a prefix of 50 tokens
from the training data, we are tasked with predicting the next
50 tokens (suffix). The targeted model is GPT-Neo with 1.3
billion parameters [6].

We propose a two-stage attack strategy shown in Figure 1.
In the first stage, the model is prompted to predict multiple

1Language Models Training Data Extraction Challenge: https://github.com/
google-research/lm-extraction-benchmark

suffixes for the given prefix. In this step, we optimise for the
recall of the model, i.e., for how many prefixes a correct suffix
is generated.

In the second step, we make use of a Membership Inference
Attack to select the correct suffix from the set of candidates. In
this case, precision is more important. We find that contrastive
search is the best decoding strategy to generate as many correct
candidate suffixes as possible. We design a successful attack
based on a binary classifier (based on AutoSklearn) to classify
the candidate suffixes. With our attack, we are able to achieve
a recall of 0.405 at a 10% false positive rate, which is a 34%
improvement over the baseline of 0.301.

II. MEMBERSHIP INFERENCE ATTACK SECURITY GAME

In this section, we define a black-box membership inference
attack using a security game inspired by Carlini et al. [4].

Given a challenger C and an adversary A , the game is
defined as follows:

1) The challenger samples a dataset D ⊂ D and trains a
model Mθ ← TrainingM (D) on the sampled dataset

2) C samples a bit b← {0, 1}. If b = 0, C selects a training
point x ∈ D, otherwise C selects a training point x ∈
((D ∪ D)− (D ∩ D)). The point is then provided to A .

3) A is allowed query access to the model Mθ and may
perform any other polynomial time operations.

4) A outputs his prediction bit b̂← {0, 1}
5) If b̂ = b, A wins, otherwise C wins.

In other words, the challenger randomly samples a subset D
from the dataset D and trains a model Mθ on the subset. The
adversary is then tasked with distinguishing samples that are
and are not contained in the training data subset. Note that the
adversary does not have access to the underlying distribution
of the data, and neither does the adversary have access to
the base model M , which makes training shadow models
impossible. These limitations on the adversary also loosen the
constraints on the model M , which can be trained from scratch
in step (1). Other attacks [7] require a functional base model
M which is further fine-tuned on D.
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Fig. 1: An overview of the complete attack; From left to
right, the prefixes are used by the GPT-Neo model to generate
multiple suffixes per prefix, a MIA is then applied to select
the presumed correct suffixes ordered by confidence.

III. EXPERIMENTAL SETUP

A. Overview

We show an overview of our attack in Figure 1.
a) Generation step: We use the GPT-Neo model to

generate suffixes for a given prefix. In the first step of the
attack, we aim to increase the recall of the attack. We can
generate multiple predictions per prefix, which will be filtered
in the next step.

It might be enticing to simply increase the number of
predictions per prefix to get a higher chance of finding the
right suffix. Doing this would increase the attack time and,
more importantly, the number of errors in the MIA step. In
the relative error-sensitive evaluation setting, this would be
inadvisable.

b) MIA step: In this step, we must infer which generated
suffixes are members of the training data. In this step, we
optimise for precision. For the sake of simplicity, we only
select one sample per prefix. We also order the samples in
descending order of confidence, such that the samples which
are most probable to be correct are pushed up to the top.
The metric we used to measure the performance of this step,
and the total attack is the recall at a 10% false positive rate.
Concretely, this means that we count the number of correct
predictions in the ordered output and stop counting when we
count 10% errors.

B. Dataset

The provided dataset consists of 15K samples. Each sample
consists of a prefix and a suffix, both are 50 tokens long. The
prefix prepended to the suffix is a 100-token sample from the
Pile [8], an 800GB text dataset used to train GPT-Neo. The
authors of the benchmark selected the samples such that for a
given prefix, there is only a single unique suffix contained in
the Pile [8].

As suggested by the authors of the benchmark, we use the
first 14K samples to train and we isolate the last 1K samples
for internal testing. Once we have obtained our solution we
can test it with an additional 1K-sample validation set.

Strategy Settings Generations Recall

Greedy p=1,k=10 10 0.50

Contrastive a=0.6,k=4 1 0.28
a=0.6,k=4 10 0.58
a=0.6,k=2 10 0.52
a=0.9,k=4 10 0.49
a=0.2,k=4 10 0.48
a=0.9,k=10 10 0.46
a=0.6,k=4 100 0.69

Beam beam=50 3 0.57
beam=10 10 0.67
beam=25 25 0.53

TABLE I: Recall per decoding strategy for 100 prefixes

IV. RESULTS

A. Generation Strategies

Table I shows the results for the different generation strate-
gies. We ran the GPT-Neo model with different decoding
settings on 100 prefixes. We prompt the model to generate
several different generations per prefix.

We used the Greedy, Contrastive, and Beam decoding
strategies. We first ran the different generation strategies to
generate 10 generations per prefix, on the standard settings.
We found that contrastive search obtains the highest recall of
the tested stratagems.

Further testing with different settings for penalty alpha and
top k, shows that the standard settings have the highest recall
for ten generations.

Furthermore, we found that the recall of beam search
decreased once we increased the beam size above 10 beams.
Overall, we found beam search with a sufficiently large beam
size to compete with Contrastive search to be too slow and
memory intensive to use.

Finally, we use GPT-Neo with the best generation strategy,
namely, contrastive search α = 0.6, k = 4 with 100 genera-
tions per prefix and plot the rank of the correct prediction in
Figure 2. The generations are ranked by the model loss on
the generation. Note, that we omit the prefixes for which the
model was unable to generate the correct prefix. This figure
shows that if the correct prefix is available, it is usually the one
with the lowest loss. The remaining challenge is to distinguish
between the prefixes which have and the prefixes which do not
have a correct suffix associated with them.

B. Classification MIA

We train several classifiers on the task of distinguishing
between members and non-members. We first use GPT-Neo
with the best generation strategy, namely, contrastive search
α = 0.6, k = 4 with 100 generations per prefix. We apply
this to the entire dataset of 15K prefixes. We apply a filter
and only consider the samples with the lowest loss for each
prefix, we found that this improves the attack, and reduces the
computational costs. We split the data and use the first 14K
as training data and the last 1K as a test set. The recall of
the generation step on the test set was 0.669, which is in line
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Fig. 2: Rank of correct prediction (if exists)

with our previous findings. After filtering this was reduced to
0.498.

We use the Sklearn [9] implementation of the standard
classifiers. The classifiers were trained until convergence. The
AutoSklearn [10] classifier was trained for 10 minutes, 60
seconds per model, with 16 threads. For tokenization, we
use the standard Sklearn TF-IDF pipeline and the Sentence-
Transformers package with the ’all-mpnet-base-v2’ model. We
chose this model because it is the highest-performing one in
the sentence embedding benchmark. 2

Besides the prefix and generated suffix, we also include the
number of unique generations produced by the model (count),
as well as the model loss as features. We plot the permutation
importance of the different features to our AutoSklearn model
performance in Figure 3. We found that the loss is by far the
most important feature, while the textual features do contribute
to the performance, their importance is limited. Finally, the
number of distinct generations has a minimal contribution to
the performance.

We tested Logistic Regression, Stochastic Gradient Descent
with both Huber and perceptron losses, Support Vector Ma-
chines, Gaussian Naive Bayes, and Gradient Boost models.

To get the final output of the attack, we simply sort the
samples by the probability estimate of the model. For the
models that cannot calculate a probability estimate, we apply
a filter to remove the predicted non-members and we order
the samples by the loss.

To score the solutions, we opted to use precision as this
attack values a low false positive rate. Furthermore, we also
calculate the final accuracy of the attack through the precision
at a 10% false positive rate. Note that, the maximum achiev-
able score is limited by the recall of the previous step, namely
a recall of 498 at a 10% false positive rate.

2Sentence Embedding Benchmark: https://www.sbert.net/docs/pretrained
models.html
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Fig. 3: Permutation importance of features

Feature Extraction Strategy Precision R@10%FPR

Baseline - - 0.301

AutoSklean - 0.841 0.405

TF-IDF Log Reg 0.808 0.397
SGD huber 0.520 0.097
SGD perceptron 0.784 0.302
SVM 0.639 0.279
GaussianNB 0.599 0.273
Gradient Boost 0.766 0.365

S-Transformers Log Reg 0.780 0.345
SGD huber 0.466 0.279
SGD perceptron 0.602 0.280
SVM 0.498 0.126
GaussianNB 0.608 0.231
Gradient Boost 0.776 0.359
AutoSklearn 0.807 0.397

TABLE II: Precision and overall attack score on test set

AutoSklearn, with its automatic feature extraction pipeline,
performs best. We found that further increasing the training
time, does not improve the models’ performance. We found
that halving the training time, gave a slight decrease in
performance. The actual convergence point lies somewhere
between 5 and 10 minutes. Furthermore, all of the models
in the constructed ensemble are Gradient Boost models.

The second best is a tie between logistic Regression with
TF-IDF and AutoSklearn with Sentence-Transformers. Note
that while AutoSklearn takes around 10 minutes to train,
Logistic Regression only takes around three seconds.

We further found that the Sentence-Transformers embed-
dings are of a much lower dimensionality than TF-IDF (768
vs 28182). We were therefore unable to load the TF-IDF
embeddings into AutoSklearn. This reduction greatly speeds
up the training process, but the models perform slightly
worse. This small difference can be explained by the fact that
Sentence-Transformers are Deep-Learning based embedding
models, which take the semantic meaning of a sentence in
mind, while TF-IDF is a simple statistical method.
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Fig. 4: Confusion matrix of validation set

C. Validation Scores

We finally run the trained AutoSklearn model on the vali-
dation set provided by the organizers. The final score on the
validation set is a recall of 0.413 at a 10% false positive rate.
Figure 4 shows the confusion matrix on the validation set,
which shows that the model is quite balanced in its predictions,
and does not heavily favour precision or recall while achieving
high accuracy.

V. DISCUSSION

The proposed attack is relatively quick to run, as it does not
require any type of fine-tuning or prompt-tuning. The slowest
aspect of the attack is the generation step, to generate 100
candidate samples for 1K prefixes, we require around 1 hour
on an Nvidia RTX 3080, the MIA itself runs in a few seconds.
This is around the same speed as the baseline attack.

With our classification-based membership inference attack,
we seem to have relatively high precision. We believe that we
are approaching the limit set by the generation step. Recall
that after generating and filtering, we only extracted the correct
suffix for 49.8% of the samples. This indicates that there is
still much room for improvement in the generation step of
our proposed attack. We only investigated different decoding
strategies and did not alter the prefixes. Prompt engineering or
prefix-tuning might increase the recall of the generation step
and therefore the score of the entire attack.

Another possible improvement is to introduce more features
into the classifier. Instead of using a different method to
create an embedding for the textual features, we can use the
embedding vector produced by the GPT-Neo model, this would
however turn the attack into a white-box variant.

VI. CONCLUSION

To conclude, we proposed a novel two-phased attack strat-
egy. In the first step, we find the best decoding strategy to
maximise the recall of the attack. In the second step, we
use a binary classifier to select the best suffix. Our approach
was able to show an improvement of 34% over the baseline

score with minimal additional runtime requirements over the
provided baseline.
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