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Summary

Green water events on ships in extreme waves pose a considerable risk to personal, operational, and struc-
tural safety. Considering these issues, novel experiments were done to investigate the interaction between
focused breaking waves and a ship at forward speed. The investigated interactions are global motion, global
loads, and forces on a deck structure.

For the experiments focused, breaking waves were created, which served as loads of the green water events.
First, wave focusing with prescribed characteristics was investigated in numerical settings. It was shown that
focusing the waves with iterative methods does not lead to a converging solution. Three breaking waves were
created in a wave basin. The characteristics of the waves were retrieved from 2D numerical simulations. The
parameters of the spectrum of each wave were calculated from the simulation results.

The experiments were conducted systematically, where the position of the longitudinal center of gravity (LCG)
of the ship was varied with respect to the focus point of the breaking wave at the focusing time. Using the same
wave input resulted in green water events and loads on deck structure with different characteristics caused
by different breaking stages of the focused wave. The effects of different ship velocities and different focused
breaking waves were also explored throughout the experiments. It was shown that using the same focused
wave, i.e., the same energy input, the breaking stage of the wave during the impact has a large influence on
both the magnitude and time development of the loads on the deck structure. Force and pressure peaks were
the largest and had an initial spike-like development when the wave during impact was in an unbroken stage.
Impacts with the wave in its broken stage resulted in significantly lower loads and longer-duration load devel-
opment. Such changes in the loads show that the ship’s position with respect to the breaking wave is essential
to consider even for the same input energy, posing additional challenges for establishing the maximum load
in a sea state.
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rection [N]

u = (u, v, w) Velocity vector in x, y, and z direction
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A Total wave amplitude [m]
a Regular wave amplitude [m]
abow Vertical acceleration measured at bow of the

ship [m/s2]
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aLCG Vertical acceleration measured at LCG of the

ship [m/s2]
c Wave phase velocity [m/s]
cg Wave group velocity [m/s]
f Wave frequency [Hz]
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fei g Resonance frequency [Hz]
Ftot Total axial force on the ship [m]
F r Froude number [-]
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Hm0 Significant wave height [m]
k Wave number [1/m]
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Greek symbols

∆x Distance between ship’s LCG and the focus-
ing location of the breaking wave [m]

∆ Vessel mass [kg]
λ Wave length [m]
λenc Encountered wave length [m]
µ Dynamic viscosity [Ns/m2]
∇ Three dimensional partial differential opera-
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PIV Particle Image Velocities
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R2 Coefficient of determination [-]
RANS Reynolds Averaged Navier Stokes
RAO Response Amplitude Operator
SPH Smoothed Particle Hydrodynamic
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VOF Volume of Fluid
WCMPS Weakly compressible moving-particle semi-
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1
Introduction

In the past decades, more and more attention has been given in maritime and ocean engineering to non-
common events such as breaking wave impacts, extreme wave formation, water on deck, and green water.
Extreme events are rare but pose considerable risk to personnel, structural and operational safety. Extreme
waves can formulate in calmer seas without warning, while steep, breaking wave impacts lead to high loads
on a structure. Green water events caused by steep, extreme waves can result in structural and equipment
damage. The ship’s stability is affected by the high volume of water on deck after a wave impact. The impact
of an extreme wave endangers the safety of crew and ship alike. From both personnel and structural point of
view, it is essential to understand all the events that might have a potential threat to operational safety at sea.

Investigation of green water has increased since the end of the last century. Green water events are described
by Kleefsman et al. [33] as a large volume of water flow on the deck of a ship in rough seas. Morris et al. [38]
reported 17 green water incidents on three moored FPSOs over five years. Although green water phenomena
might be scarce looking at the findings of Morris et al. [38] these incidents have harsh effects on the structure.

Significant effort in literature is put into determining the green water loads on FPSOs. However, not only
FPSOs but ocean-going vessels can also suffer from green water events. The list of research is shorter when
discussing green water events on ships at forward speed. At the same time, from operational, structural, and
personal safety aspects, it is vital to address such scenarios.

Naval vessels, such as frigates, have to be ready to be deployed on short notice, transit to locations and operate
worldwide. Weather conditions should not pose a barrier to reaching the destination. Therefore, naval vessels
must be designed for more rough seas than commercial vessels. In general, weight reduction of vessels is
an important factor, especially for military purposes where ship’s speed is a significant factor in operations.
These two requirements, to design for severe conditions and reduce weight, contradict each other. A more
in-depth understanding of the possible loads is needed to resolve this contradiction. The insight can be used
to design a safe structure for severe conditions while maintaining a lightweight design, for example, using
composite structure or minimizing the used material. Analyzing green water loads on the front deck of a
vessel will lead to a better prediction of the caused loads, which will lead to a better and lighter structural
design for naval ships.

Studying green water events also improves the operations of existing vessels. Cargo carried by a container
vessel should be delivered in a short time and good conditions to a destination port. Cargoes can suffer
damage on the front deck of the ship from green water events. Moreover, minimizing the voyage time of
container vessels is essential for logistics. In order to shorten delivery time, ships can risk crossing more
severe sea states. The higher waves in severe sea states increase the chances of green water events, therefore
posing additional risk to the safety of the cargo and crew alike. At the same time, search and rescue (SAR)
operations should be conducted as soon as possible in time of need. The operational limits of a SAR vessel
should be known in order to execute rescue procedures in a safe manner. Knowing the possible forces on
the ship during a green water event helps decide on avoiding, making response time longer, or crossing a
sea state, shortening the voyage time. Therefore, studying green water loads will improve the operations of
existing ships and the design of newly built container, military, and SAR vessels.

1
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For the analysis of green water events, most frequently, the maritime industry uses detailed model tests. Ex-
periments can reproduce such strongly nonlinear events in model scale. However, more and more computa-
tional methods have been developed to model nonlinear events in the past decades. The numerical studies
on green water are done next to experimental research. Significant progress has been made to address the
wave impacts on fixed platforms, moored FPSO vessels, and a few even on ships with nonzero Froude num-
bers using experimental and numerical methods. More detailed and complex analyses are done to under-
stand the event with the increased attention to green water events. Using detailed models can provide more
in-depth knowledge of the phenomena. The consequences to personnel and structural safety and stability
can be understood. Research on green water phenomena is helping to improve operational, structural, and
personal safety.

1.1. Critical review of literature on green water and related research
Water on the deck is referred to in literature most commonly as green water, deck wetness, or water shipping.
Green water events can occur during the interaction between a large wave and a floating structure. The types
and phases of a green water event were investigated and described by previous literature. According to Greco
et al. [23], based on experiments on a fixed 2D structure with a vertical side, there are five types of green water
events:

• Dam-break (DB): The mass of water above the deck level flows along the deck and resembles the flow
field after a dam-breaking

• Plunging dam-break (PDB): An initial plunging phase precedes the dam-break water

• Plunging wave (PW): A large scale, plunging jet-like impact on the deck

• Hammer fist (HF): A fluid arm reaches the deck, and the water block impacts the ship deck bluntly

• White water (WW): Initial flip through before impact, which develops into an upward-lifting jet

They concluded that the most common events are the DB and PDB type, while the PDB, PW, and HF have the
largest potential to cause severe loads. Greco et al. [23] made these observations on a 2D fixed structure. In 3D
experiments and numerical simulations on a container vessel Bandringa et al. [4] describe two distinct green
water events which fit in the categorization of Greco et al. [23]. These are the hammer fist and dam-break
type events. The dam-break type event is deconstructed into phases as

• The run-up of the water at the bow,

• The water shipping onto the deck,

• The subsequent green water developing along the deck,

• The impact with ship equipment or deckhouse [25].

Looking at these descriptions, it is evident that the green water event is a highly complex and nonlinear vio-
lent process. It starts with a violent wave impact which results in a jet-like flow on deck [9]. After the initial
impact, a plunging wave can also form an air cavity which further complicates the analysis [25]. When the
jet-like flow reaches the structures on deck, an impact occurs with high pressures and forces, and the flow
is directed upwards by the structure. Usually, the most severe green water events happen in high and steep
waves [23]. Due to their nature, steep waves can break. The flow of breaking waves and their impact on the
structure will become aerated. The presence of the air phase will become important, which further compli-
cates the analysis of such an event.

Green water events can occur during the interaction between a large wave and a floating structure. As dis-
cussed above, the process involves wave structure interaction, extreme waves, and violent flows on the deck.
In the following chapters, an overview is presented of previous research on green water studies and related re-
search topics which are important to address when discussing green water. Studies on waves that can lead to
green water impacts include wave formation, and extreme breaking waves are presented. Papers describing
green water loads are covered, structural loads caused by water on deck, and their relation with the motions
of the floating structure are investigated. The overview includes both experimental and numerical studies in
the covered topics.
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1.1.1. Types of waves for green water impacts
As discussed before in section 1.1 and presented in the literature, structural loads increase with the steepness
of the incoming waves [9, 23]. The wave can break when the wave steepness reaches the breaking limit, and
the wave overturns. Waves are vital to discuss, as they are the cause of green water events. Knowing how
waves can be formulated is the first step in analyzing green water events. Here an overview of the literature is
presented, which focuses on steep, extreme waves and wave creation methods.

An early, widely publicized extreme wave record is shown in figure 1.1. The New Years’ wave or Draupner
wave was recorded in 1995 on the Draupner oil platform in the North Sea. It was documented, and can also
be seen in the figure, that the Draupner wave is significantly higher and steeper than any other waves in the
record. Vessels encountering such waves might be subject to severe green water events. Thus it is essential to
understand how these waves are formed and how they can be modeled.
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Figure 1.1: Draupner wave recorded in 1995. An example of an extreme wave that is significantly higher and steeper than other waves in
the record. (Based on [15])

Extreme waves can formulate on the open sea in many ways. Dysthe et al. [19] describes three theories on
how rogue waves can appear and can be reproduced. Extreme waves can formulate near shore, where the
waves propagate towards shallow water. As the waves get refracted, their crests align with the bathymetry of
the sea bottom surfaces and create steep waves where the wave energy can be focused on particular places.
Dispersive focusing can occur within linear waves as well. Due to the dispersive nature of surface gravity
waves, waves with different frequencies can focus and create a large wave in a particular place. Dispersive
focusing, in theory, can happen in a linear Gaussian sea as well [19].

In figure 1.2 the applicability of different wave theories can be seen. It is evident from this figure that waves
based on linear theory cannot represent waves that are near breaking. The highest impact happens when
green water occurs after the ship encounters a steep wave; therefore, higher-order models are needed [23].

As the wave’s steepness, λ H/λ, the ratio between the wave height H and wavelength, increases the wave
overturns, resulting in a breaking wave. From figure 1.2 it can be seen that these waves are far beyond the
validity region of linear waves. One of the main difficulties when analyzing breaking waves is the creation of
the breaking wave itself. In irregular wave fields, breaking waves can be observed. Creating irregular waves
relies on the probabilistic occurrence of a breaking wave. When a focused study is done on breaking waves,
the waves should be generated deterministically, so they are reproducible.

Extreme, breaking waves are created with different methods in the literature. One research area of the forma-
tion of extreme waves is nonlinear focusing. A regular periodic wave train is unstable to modulation under
certain circumstances and can develop into wave groups which, by further focusing, leads to extreme waves
to the expanse of other waves [19]. Another method is to create an extreme wave through the superposition
of several linear waves. Approaches such as the NewWave [50] or the Optimized wave [16] are based on linear
wave theory. These methods are based on linear theory and cannot represent breaking waves because break-
ing waves are not in the validity region of linear theory (see figure 1.2). The methods based on linear theory
can be used to estimate the height and breaking location.

The NewWave is a focused wave group that can create large amplitude waves with a short or almost no pre-
vious wave history. The formulation is based on wave spectra of a specific sea state. Using NewWave creates
the most probable extreme crest height in a sea state. The original formulation uses linear waves [50]. How-
ever, the NewWave theory can be extended to second or higher-order Stokes waves to create a large steep
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Figure 1.2: Region of applicability for different wave theories (based on [27]).

wave. According to the authors, the method is repeatable and requires minimal computational cost due to
its deterministic nature. This method was used to investigate different types of breaking waves on offshore
structures by changing the focusing location [28]. The comparison of experimental and numerical results
based on NewWave wave formation shows good agreement in the study.

Another method to model extreme waves is to use so-called Optimized seas. This method also uses linear
wave superposition. An extreme wave can be embedded in an irregular sea state using the optimized see.
With the optimization, the wave’s height, steepness, and position are prescribed. The wavefield keeps the
spectra of the irregular sea state before and after the extreme wave [16]. It was shown that the method could
not reproduce nonlinear wave propagation. However, it can be a boundary condition for a computational or
physical domain where the complete nonlinear wave behavior is reproduced. The method was used along-
side the NewWave theory for experimental investigation of a frigate in extreme wave events, including water
shipping phenomena [6].

Finally, a nonlinear theoretical description of extreme waves is given by the solution to the nonlinear Schrödinger
equation (NLS). The Peregrin-breather, a solution of the NLS, is described by Chabchoub et al. [11] and the
theoretical results are compared with experiments. Within this method, a regular wave train is created with
modulation, which leads to the development of an extreme wave in the wave train having three times the crest
height compared to the regular waves before and after. Based on the report by DNV-GL [7] on rogue waves,
this method is not able to create waves with high steepness. It is, therefore, not applicable for modeling near
breaking and breaking waves.

There are several aspects to consider when determining the wave type as the load for green water analysis.
Green water events happen most often with nonbreaking and not too steep waves. To determine the highest
loads on deck due to wave impacts, steep, near breaking, or breaking waves are needed. In the case of a nu-
merical investigation, these conditions require higher-order methods with the associated high fidelity codes
and increased computational costs.

1.1.2. Dam-break like green water models
As discussed in chapter 1.1.1, green water loads can be caused by interaction with different kinds of waves. In
the present chapter, impacts with nonbreaking waves are explored. Based on the categorization of Greco et al.,
presented in chapter 1.1, these are the dam-break (DB) and plunging dam-break (PDB) events. Literature is
presented, which models the interaction between structure and nonbreaking waves.

Dam-break events are looked at to study the flow and loads on deck and deck structure. In the case of DB
or PDB type green water, the flow and impact on a deck structure is very similar to a dam-break event [9].
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Some studies describe scooping type green water events with dam-breaking and predict the loads using dam-
break theories [9, 35]. Buchner [9] uses the theoretical dam-break event where he takes the initial relative
wave elevation at the deck as h(t = 0) = (4/9)h′, where h′ is the dam-break height and derives the wave
impact load based on this. In figure 1.3 the comparison of the flow on the deck of an FPSO and the theoretical
instantaneous free surface of a dam-break flow is illustrated. The figure shows that the wave height over
the deck at the bow changes with time instead of the dam-break flow, where the water height is constant at
x = 0m.

(a) Flow on the deck of an FPSO (b) Theoretical evolution of dam-break flow

Figure 1.3: Comparison of the time development of the free surface contours between the flow on the deck of a green water event and
the theoretical dam-break model (figures retrieved from [9]).

A more recent study Lee et al. [35] proposed a new method to account for the difference in fixed and chang-
ing water height at the deck. The authors suggest taking the instantaneous freeboard exceedance h(t = τ) =
4/9h′ as the dam height instead of the initial wave elevation. Using h(t = τ) = 4/9h′ will even better approx-
imation for the flow velocities and impact loads on the structure than using h(t = 0) = (4/9)h′. While both
studies show similarity in the development of flow on deck to the dam-break flow, they fail to capture the
forces resulting from the ship’s motion response. The wave’s initial kinematics, which impacts the deck, is
also absent in these studies. The wave velocity distribution becomes important when a steep wave reaches
the deck [9].

The dam-break estimation gives a good prediction on the velocity of the flow on deck for a DB (or PDB) event.
The magnitude of the loads is proportional to the square of the velocity of the flow on deck [9]. Hence, the
velocity prediction is vital to address the impact loads on the deck structure. However, the dam-break theory
is only valid for a 2D case. 3D effects also play a role in flow and velocity development. As the water propagates
from all sides inwards, a jet-like flow develops in the centerline of the bow, which then hits the structure [9].

The jet-like flow in the centerline of the deck just before the impact, which is created due to the 3D effects
of the bow shape, can be described as a propagating triangular water wedge [9]. The loads on a wall, due to
the similarity of the flow on deck to the water wedge, are studied analytically by Cumberbatch [18] based on
similarity flow assumptions. They determined the pressure distribution on the wall after the impact. Buchner
[9] discussed the similarity between the recorded green water flow on deck and their impact pressure to the
analytical solutions of an impacting water wedge with 45 degree angle shown in [18]. They conclude that
using such an approximation is only valid in the lower regions of the deck structure. Above the initial water
height, the distribution of the pressures caused by the jet-like flow cannot be described with the water wedge
impact.

The jet-like flow created due to the 3D effects of the bow makes the problem more complex, which the 2D
dam-break model cannot capture well, nor can it be described with a water wedge impact. In order to assess,
such impacts higher-order analysis is needed. Numerical simulations have been done which use a dam-
break flow on a 3D bow section [32, 43]. These simulations use fixed waves around the bow. At the start of the
simulation, the wave collapses as a dam-break-like flow would. With this method, the 3D effects of the flow
on deck are captured well. The approach is an improvement from a 2D dam-break simulation, but the green
water problem is still oversimplified. The kinematics of the wave and the vessel’s motion are not included.
Using a collapsing wave on a fixed structure cannot accurately predict the loads on deck in a more dynamic
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situation like a ship with forward speed or extreme waves. Moreover, this approach is only applicable when
looking at dam-break-like green water events. Still, this model fails to capture plunging waves (PW), hammer-
fist (HF), and white water (WW) events.

The kinematics of the wave needs to be incorporated in the analysis to study the loads caused by plunging
waves (PW), hammer-fist (HF), and white water (WW) events. Wet dam-break models incorporate the kine-
matics of the wave which hits the studied structure [2, 26, 48]. In a wet dam-break simulation, the bottom of
the tank is filled with water as opposed to a dam-break event where the tank is initially dry. When the dam
is released, it generates a wave that propagates towards the structure, causing a wave impact. Hernández-
Fontes et al. [26] studied a 2D wet dam-break event experimentally where the structure was. They studied the
loads on the vertical side, the horizontal deck of the box, and on a vertical wall built on the deck. They found
that steeper waves result in a plunging type wave that formulates a cavity on deck, whereas less steep waves re-
sult in a dam-break-like flow on deck. A numerical study on wet dam-break was done by weakly compressible
moving-particle semi-implicit (WCMPS) method [48]. The authors found that the Lagrangian particle-based
numerical approach (WCMPS) can reproduce the experimental wet dam-break events and capture the flow’s
breaking features. Areu-Rangel et al. [2] validated a Smoothed Particle Hydrodynamic (SPH) code with the ex-
perimental results of Hernández-Fontes et al. [26] and investigated the effects of deck edge protection. Using
the wet dam-break model, the control over the wave is very small. However, studying this phenomenon gives
an understanding of the important physical flow developments when a wave reaches the ship. However, just
as the dam-break simulation, it is a 2D study that simplifies a real green water event.

Dam-break-like green water models can approximate dam-break-like green water events. These models are
good for assessing loads caused by the majority of the wave impacts on fixed structures or structures with
little motion, such as moored FPSOs. Wet dam-break models can give a basic understanding of the flow by a
steep or breaking wave. However, they cannot be used on a ship at forward speed, nor can they include the
effects of the motions of a floating structure on the loads. The wet dam-break event also fails to give absolute
control over the generated wave. In the following chapters, steep and breaking wave impacts and the effects
of motions on green water will be addressed.

1.1.3. Extreme wave impacts
A green water event is caused by interaction between a wave and a ship. In chapter 1.1.1, different kinds of
waves were explored, which could lead to green water events. In chapter 1.1.2, literature was presented, which
deals with nonbreaking impacts through modeling green water events as a dam-break-like flow. However,
interaction with extreme, breaking waves can also result in a green water event. The present chapter gives an
overview of the literature on the impacts of steep and breaking waves.

Buchner [9] conducted experiments on a moored FPSO in irregular waves. They reported the impact pres-
sures on the superstructure caused by a green water event as shown in figure 1.4. They recorded significantly
higher impact pressures for the same freeboard exceedance. These incidents were associated with steep,
breaking waves. The findings of Buchner [9] suggest that steep breaking waves cause more significant loads
on a deck structure than nonbreaking waves, and shows the importance of dealing with such extreme wave
impacts.
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Figure 1.4: Impact pressure on superstructure against the freeboard exceedance. The results are shown in full scale based on [9]. The
circled values are from steep or breaking waves.

The steepness of the incoming wave has a significant effect on the resulting green water event. The effects
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of wave steepness have been investigated by experimental and numerical means. In experiments on a patrol
vessel in regular waves Greco et al. [24] showed that the amount of water on deck increase with the steepness
of the wave. They found that amount of shipped water is increasing with the increase of wave steepness.
The effects of steepness on green water loads was investigated by Babu et al. [3] and Ravindra Babu et al.
[46] numerically. They concluded that the pressure both on deck and superstructure increases with wave
steepness, which is in agreement with previous findings [24, 36]. Bandringa et al. [4] presents two impact
scenarios of a wave on a container vessel. The two experimental events were recreated numerically. The
steepness of the incoming wave differed between the two events. It resulted in two green water events with
different characteristics (hammer-fist and dambreak). The loads caused by waves with different steepness
were dissimilar both in magnitude and in time. The agreement in the literature that increasing steepness
leads to higher loads shows the importance of being able to recreate and study waves with high steepness.

Greco et al. [22] studied the impact of a wave on a fixed structure in 2D. They identified the different stages of
a green water flow. The authors reported the plunging wave hitting the side of a square-like structure, which
led to a generation of an entrapped air cavity on deck. The initial deck-wetting leads to high pressure on the
deck. After the initial stage, the dam-break-like flow is developed, which impacts the structure. Greco et al.
[22] also presented that 2D boundary element method (BEM) simulation can capture the same flow stages
but not the whole green water event. In the continuation of the study [23] they categorized the wave impacts
as shown in section 1.1. In the study, wave pockets were used to impact the fixed 2D structure. They showed
that the most common impact is the dam-break (DB) type while the most severe are the hammer fist (HF)
and the plunging dam-break (PDB) type events which occur less frequently. They concluded that the severity
of the cases happens with increasing wavefront steepness. When the run-up on the side of the structure is
slower than the velocity of the wave crest, a plunging wave (PW) or hammer fist (HF) type event will occur,
which leads to the highest loads.

Bullock et al. [10], in their research on breaking wave impacts on a fixed vertical wall, identified four types of
impact events. The four events were caused by different waves and are categorized as inclined, vertical front,
plunging, and broken waves. According to their findings, all impacts of breaking waves are extremely variable.
They concluded that more than one order of magnitude difference could be found between the highest and
lowest peak pressure using nominally identical waves. They concluded that both high and low aerated waves
could lead to equally high impact loads.

In a more recent study, Hu et al. [28] investigated the same four types of wave impact on offshore structures.
The authors compared experimental and FV-CFD numerical results using OpenFOAM. They created extreme
wave impact using NewWave formulation with second-order Stokes waves to recreate nonlinear, breaking
wave impact. They could recreate the impact pressures numerically for all four types of wave impact with
a maximum of 8% difference in the numerical results. The shape of the breaking wave is also captured ac-
curately using OpenFOAM. They found that the air phase is important when air is entrapped as a bubble or
when the wave is already broken, causing bubbly flow. Oscillations were recorded in the pressure character-
istic of the hydroelastic response. The air compressibility effects were not simulated in the CFD setup. The
authors conclude that the large entrapped air bubble distributes the high pressure over a larger surface, creat-
ing larger forces on the structure. Air inclusion can also lead to extended loading duration due to cushioning
effects.

In a study by Ryu et al. [47], the run-up and green water velocities caused by breaking waves were analyzed.
They used focused waves to create breaking waves in front of a fixed vertical structure and Particle- and Bub-
ble Image Velocities (PIV, BIV) to capture the flow field. The study focused on recreating the velocity and
vorticity fields and the turbulence in the flow. Based on dimensional analysis, they determined empirical
equations for run-up velocity and the flow velocity on deck. The latter is important to predict the impact
loads on deck structure as there is a quadratic relation between the flow velocity and the load [9].

In a numerical study of breaking wave impacts on a monopile, Alagan Chella et al. [1] varied the position
of the breaking wave compared to the structure. With the change in position, they explored three breaking
scenarios. The wave broke at monopile, before monopile, and far before monopile in the three different
scenarios. The three cases resulted in three different breaking stages of the wave during impact. The authors
found that the total wave force is changing significantly with the change of the breaking stage.

The motion response and forces of a pendulum with one degree of freedom were studied under breaking
waves, changing the distance of the breaker compared to the pendulum by Bos and Wellens [8]. They created
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a reduced-order model to predict the motion of the pendulum in breaking waves. The authors found that
the pendulum’s motion correlates with the surface elevation rather than with the wavefront speed and angle,
which the reduced-order model confirmed. They also showed significant variance in both motion response
and forces on the pendulum due to air entrainment. They found that there is variability in the global response
(impulse) throughout the repeated experiments as opposed to breaking wave impacts on fixed structures
such as presented by Bullock et al. [10].

As discussed before in chapter 1.1.1, focused waves are often used to study extreme waves. Using a focused
wave gives control over a specific wave event during a sea state in the studied environment. Focused waves
can be used as a means to model extreme wave events such as steep waves or breaking waves [5, 16, 19, 50].
Interaction between a fixed FPSO and focused waves were simulated by different numerical methods and
compared by Ransley et al. [44] where the waves were non-breaking. Comparison of numerical methods
simulating the interaction between a focused wave and a moored floating structure was made by Ransley
et al. [45]. In these studies, the focused waves were nonbreaking waves. Bennett et al. [6] in their experiments
sailed a frigate through focused waves, none of which were breaking.

Fundamental studies of breaking wave and structure interaction are important to understand the wave im-
pact scenario. Wave impacts on an inclined bow section, like the bow of a frigate, rescue, or container vessel,
the impacts will be different due to 3D effects and the inclination of the structure.

Looking at the literature, it is evident that violent flows pose considerable loads on structures. Breaking wave
impacts are highly variable but lead to severe impacts. It was shown that the breaking stage of the wave during
impact influences the magnitude and the load development on the structure. In previous chapters, the wave
types the literature on wave impacts were discussed. However, floating structures have a motion response to
the waves, which also influences the loads. In the following chapters, the connection between green water
loads and motions will be discovered.

1.1.4. Vessel motion and green water
Green water loads occur during the interaction between a floating structure and waves. In previous chapters,
modeling of impacts and their loads was discussed. The present chapter will discuss the relationship between
the motions of a floating structure and the incoming waves.

The relation between motion and green water is investigated by Buchner [9]. The authors stated that the
water height on deck correlates with the ship’s motion. The initial water height on the deck is defined as

ζr el = ζ−ξbow (1.1)

where ζ is the wave elevation and ξbow is the vessel’s vertical motion at the deck. ξbow is influenced by all
motions of the vessel but mainly by the heave and pitch motion. With increasing water height on deck ζr el ,
height in the dam-break-like event will be large as well. High initial water height on deck results in generous
water volume with rapid velocities on deck, resulting in high loads on the structure. The connection between
the ship’s motions and water volume on deck shows the importance of considering the motion response of the
ship when looking at green water events. However, the relation is not only one way. The amount of shipped
water also influences the motion response of the ship as it introduces additional forces and moments in the
ship’s motion equation [9].

Zhao et al. [52] performed 2D experiments on the effects of heave and pitch motion of a box-shaped floating
structure on green water loads. They concluded that the peak pressure and the motion magnitudes reduce
with the increase of degrees of freedom as the motions absorb energy. It must be noted that the wavelength
associated with the peak frequency was approximately four times larger than the length of the structure (λ≈
4 ·L). However, their experiment still confirms that the influence of water on deck is not negligible on the
motions of a floater.

The ship’s motion, therefore the relative motion and the amount of shipped water, depends on the encoun-
tered waves. In a parameter study done by Greco et al. [24] with regular waves, the wavelength to ship length
ratio λ/L was analyzed among other parameters. They concluded that the highest amount of water on the
deck is found when the ratio is close to one, λ/L ≈ 1. The largest amount of water on the deck is the most
dangerous situation of water shipping. They concluded that it is less probable for water shipping to occur
with longer waves. In long waves, the ship follows the waves more and more, and the relative motion will be
small. In its experimental and numerical study Babu et al. [3] recorded highest pressure on deck at λ/L = 1.2
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whereas the pressure reached its maximum on the superstructure at λ/L = 1. These results correspond to pre-
vious findings [9, 24, 38]. They suggest that, as the pitch Response Amplitude Operator (RAO) has a peak at
the corresponding frequency, the relative motion is the largest at this wavelength, resulting in high pressures.
These findings suggest that green water events are dangerous when there is a resonance between the ship
motion and the waves.

Bennett et al. [6] in their experiments sailed a frigate through focused waves, none of which were breaking.
They documented a so-called tunneling effect where the ship sailed through the extreme wave without signif-
icant motion response. The authors observed that with higher ship velocity, the volume of water on the deck
is increasing. They concluded that the motion history of the vessel affects the response to the abnormal wave,
which in turn affects the loads on deck due to vertical accelerations.

During a green water event, the shipped volume of water introduces additional forces and moments on the
floating structure. The additional loads affect the motions of the structure. In experiments on a stationary
FPSO, Buchner [9] determined that the green water loads have a large influence on the pitch motion response
of the vessel. In a dedicated research Ravindra Babu et al. [46] validated a CFD code to study the effects of
green water loads on the motions of a floating body. They found that the influence of motions due to green
water is significant.

In literature, different approaches are seen to study the effects of motions in green water. Some numerical
research on green water events are done by coupled methods that calculate the motion response with lower
order codes, such as panel or strip methods. The green water event around the bow is captured by high fidelity
CFD code. Most of these researches use one-way coupling. However, this neglects the green water load
influence on the ship motion [42]. Some studies include the green water loads based solely on the freeboard
exceedance, which is calculated in the low fidelity model [3]. The majority of these studies use linear theories
for the motion of the ship. In a green water event, the validity of these assumptions is questionable [9].

Furthermore, not only the motion response of the ship is important to consider, but the effects of the ship’s
speed also need to be understood. Studies were investigating the effects of ship speed on green water loads
[3, 24, 37]. In an experimental study of a tumblehome ship in regular waves, the increase in ship speed led
to an increased green water occurrence [37]. Greco et al. [24] experimented on a patrol ship at zero and
nonzero Froude number. They found that the amount of shipped water is larger and develops faster on the
forward speed case, which leads to more severe superstructure loads. Similar conclusions were drawn from
an experimental and numerical study by Babu et al. [3]. They investigated a KRISO container ship with four
forward speeds and found that the loads first increase moderately from F r = 0.05 to 0.13 but rapidly from
0.13 to 0.16. The literature agrees that increasing ship speed leads to higher loads.

Findings in the literature suggest that the effects of motions on the green water loads are important to con-
sider. The motion of the ship can increase water volume on the deck, which leads to higher loads. The change
in the ship’s speed also influences the loads. Therefore, the ship’s motion and speed are important factors to
consider while analyzing green water events.

1.1.5. Green water events with forward speed
Flow on deck and loads on moored FPSOs were extensively studied numerically and experimentally with reg-
ular as well as irregular waves [9, 21, 32, 33, 35, 36, 41]. Less research is done on green water events on vessels
with nonzero speed. Experiments with nonzero Froude number are usually more focused on seakeeping, mo-
tion response, and global bending moments, including green water effects [36, 37]. Only a few focus on green
water loads as well.

A collection of numerical and experimental studies on vessels at forward speed can be seen in table 1.1.

Pham and Varyani [43] analyzed the green water event on the front deck using a dam-break model with a
fixed deck structure. They prescribed a forward velocity to the water simulating the speed of the vessel. Due
to the lack of structural movement, particularly vertical accelerations, the pressures on the deck could not be
represented well. The kinematics of the wave is also lacking in this simulation. Kim and Lee [31] modeled a
container ship in steep waves using CFD. However, the focus was on the global bending moment, not on the
green water loads. Greco et al. [24] analyzed a container vessel in regular waves, focusing on seakeeping and
slamming. They addressed the green water phenomenon and concluded that ship speed and wavelength
greatly influence green water loads. Bennett et al. [6] did experiments on a frigate with nonzero speed fo-
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Table 1.1: Some numerical and experimental works on ships with forward speed

Reference Vessel Fr
Analysis
type

DoF Struct. Wave type

Pham and Varyani [43] Container 0.30 CFD Fixed Yes dam-break with
forward speed

Kim and Lee [31] Patrol 0.37 CFD Free Yes 5th order Stokes
Greco et al. [24] Container 0.0 & 0.19 Exp./CFD Free Yes Regular steep

waves
Bennett et al. [6] Frigate 0.0 & 0.28 Exp./

Strip/BEM
Free Yes Extreme waves

Li et al. [37] Tumblehome 0-0.37 Exp. Free Yes Regular waves
Bandringa et al. [4] Container nk. CFD Free Yes Specific events
Chen et al. [13] Wigly hull 0.20 CFD Free No Regular waves
Babu et al. [3] Container 0.05-0.13 Exp./

IRF-CFD
Free Yes Regular steep

waves

cusing on motion response in abnormal waves. They used regular and two kinds of abnormal sea states to
analyze the motion response. They concluded that the motion history of the vessel is important in response
to the abnormal wave, which in turn affects the loads on deck due to vertical accelerations. Bandringa et al.
[4] recreated two green water events from an experiment for a KRISO container ship with forwarding speed.
They found that the numerical tool they used (ComFLOW) is adequate to match the experiments. However,
in the simulation, the six-degree motion of the vessel was imposed from the measurement in the basin. The
waves from the experiments were recreated using deterministic methods. Chen et al. [13] used OpenFoam to
simulate the full motion of a Wigley hull in regular waves. The results captured the green water effects well. In
the research, there was no superstructure on the deck. Babu et al. [3] investigated the influence of wave steep-
ness, ship speed, and wavelength on green water events of a KRISO container vessel. They used experimental
results and compared them with a fully coupled impulse response function-computational fluid dynamic
(IRF-CFD) based numerical calculations. Results indicated that the IRF-CFD method is robust enough to
predict water loads’ shipping on deck and deck structures efficiently.

This list of previous research discussed above shows that the interaction between green water and ship mo-
tions can be captured with high-fidelity CFD. Using numerical simulation has the potential for studying such
a highly nonlinear and violent event.

1.2. Gap study
In chapter 1.1, the characteristics of green water events were described through previous research done in
corresponding and related fields of studies. Looking at the findings, the most important factors on which the
green water phenomena are dependent can be highlighted. These are the wave loads, i.e., sea state, wave
steepness, the stage of the breaking wave, motion response, and the forward speed of the vessel. These are
the most vital parts of the studied environmental and operational setting which can influence the green water
event on a given ship geometry.

Looking at the highlighted factors which influence the green water characteristics and the previous research
done on water shipping, it can be seen that only a handful of these incorporates breaking waves while break-
ing waves cause significant loads on deck [9].

A research gap is identified from the above overview of the literature on green water impacts and breaking
wave interaction with structures. Table 1.2 highlights previous research done on focused and breaking wave
interaction with structures. The fundamental study of Greco et al. [22] presented loads on a fixed structure
caused by waves, including breaking waves. In their study, they used a fixed 2D structure without forward
speed. Bos and Wellens [8] reported on the effects of systematically changing the focusing location of the
breaking wave with respect to the position of the pendulum. In their experiments, no forces were recorded.
The pendulum they used in their research has small inertia, not comparable with a ship. In their research,
Bennett et al. [6] sailed a frigate through focused waves. The focused waves were not breaking, nor did they
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record forces on the structure. There was no research done on focused, breaking wave interaction with a ship
at forward speed. Nor were the effects of the breaking wave studied systematically on the global loads and
forces on the superstructure.

Table 1.2: List of previous research on focused and/or breaking wave and structure interaction.

Research Wave type Structure DoF Loads Speed

Greco et al. [22] Regular, including breaking Box 0 - fixed 3 7
Bos and Wellens [8] Focused, breaking Pendulum 1 - rotational 7 7
Bennett et al. [6] Focused, non breaking Ship 2 - pitch, heave 7 3
Present Focused, breaking Ship 2 - pitch, heave 3 3

1.3. Research goal
For operational, structural, and personal safety, the maximum loads caused by a green water event on a ship
at forward speed are important to know, as discussed in chapter 1. However, based on the discovered gap
in the literature in chapter 1.2, no systematic study investigates breaking wave impacts on a ship’s front deck.
The behavior of breaking wave impact on a ship at forward speed is expected to differ from the breaking waves
studied on vertical walls and FPSO like structures. Investigating the effects of the breaking wave regarding the
ship position at the time of breaking is a step toward determining the maximum possible loads on the deck
of a ship at forward speed in a specific sea state. The stage of the wave breaking and the ship motions during
impact are expected to influence both the development and magnitude of the load as well as the spread of
the flow. Therefore the goal of the study is to

systematically study the effects of a focused breaking waves on the load over the front deck and
superstructure of a ship with forward speed

through answering the questions of

1. How can the fully nonlinear problem be modeled in experimental and numerical settings?

2. How do the loads on the ship react to

(a) changing the distance of the ship with respect to the breaking wave,

(b) varying the speed of the vessel, and

(c) using different waves.

Other important aspects of the green water event are identified from the overview of the literature on green
water and related fields. During green water impact, the ship’s motion has to be considered. Due to the
interaction between the wave and the ship, the motion influences the green water loads. As the green water
loads of a breaking wave are investigated, the significance of the air phase is important to analyse during
the impacts. Impacts of breaking waves was found to be highly variable in literature. The variability of the
impacts should also be considered in the study.

To fulfill the goal of the study first, the load conditions are investigated by creating focused and breaking waves
in numerical and experimental settings to investigate the research questions. Experiments are conducted
where a ship is sailing through breaking waves under different conditions. The distance between the focusing
location and the ship’s position varies, the ship’s speed is changed, and different focused breaking waves are
investigated. Then, a numerical investigation is done to evaluate the capability of CFD code to capture such
an event and confirm the experiments’ results.

The investigation focuses on ships that are different from the extensively studied FPSOs due to their hull
shape, especially at the bow and stern. Significant variations in parameters such as waterplane area and
wetted surface with the change in free surface elevation will lead to nonlinear effects. The nonlinear effects
are expected to be significant in the motion response. The breaking wave and its impact are both also a
nonlinear process. Therefore the complexity of the problem is even more pronounced than in the case of
moored FPSOs. Experiments are conducted, and high fidelity CFD code is used to evaluate the scenario.
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1.4. Outline
In chapter 2, focused wave creation methods are investigated to create a focused wave with desired parame-
ters, such as the time of focusing and its location at focusing. The experimental setup is presented in chapter
3, with the description of the ship model, used facility, and the measurement setup is described in detail. The
conducted experiments and preparations are discussed for the experiments. Chapter 4 discusses the results
of the conducted experiments. In chapter 5, the conclusions are drawn, and in chapter 6, recommendations
are given for further research.



2
Focused, breaking wave creation methods

for green water impacts

As it was discussed in the literature gap study in chapter 1.2, the aim of the present research is to systematically
study the effects of a focused breaking waves on the load over the front deck and superstructure of a ship with
forward speed. To investigate breaking waves causing green water on the front deck, first breaking waves
must be created. The characteristic of the created breaking wave needs to be understood in order to create
interaction between the wave and the ship. Breaking waves are nonlinear waves, and therefore creating and
analyzing them is not straightforward. In the present chapter, part of the first research question "How can the
fully nonlinear problem be modeled in a numerical and experimental setting?" is aimed to be answered as the
first step in reaching the goal of the study.

The characteristics of the wave should be known in advance to study the interaction between a ship and a
focused, breaking wave. The location of the wave at the breaking time of the wave must be known. More-
over, the parameters of the sea state, significant wave height Hm0 , and peak period Tpeak , represented by the
focused wave, should also be known to model a realistic scenario. In the present study, two methods were ex-
plored to know the characteristics of the wave. The first method aims to create focused waves with prescribed
characteristics. Prescribing the characteristics gives control over the whole wave event as well as the global
characteristics of the sea state. The first method is described in section 2.2. The second method is to create
breaking waves and retrieve their characteristics in retrospect. This method only gives control over the global
characteristics, and the properties of the focused wave have to be retrieved posteriorly. The second method
is presented in section 2.3. In both methods, the waves are created using focused waves. An overview of wave
focusing is described in section 2.1

2.1. Wave focusing
Focused waves are used in literature to create a large wave event [5, 6, 8, 12, 28, 50]. Focused waves are the
superposition of several linear wave components. The waves are designed to focus at a prescribed location
x f ocus and time t f ocus . All waves have zero phases at the prescribed location and time, creating the largest
wave possible with the used components. Focused waves are created using linear (Airy) wave theory. The
phases of the wave components to be focused are calculated based on their wave number and frequency as

ϕn =−ωn · t f ocus +kn · x f ocus (2.1)

where ωn is the angular frequency, kn is the wavenumber of the wave component. The wavenumber is calcu-
lated with the first-order dispersion relation:

ω2 = g ·k · tanh(k ·h) (2.2)

13
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with h being the mean water depth and g the gravity constant. The instantaneous wave elevation ζ(t , x)
can be calculated at any given time and position. ζ(t , x) is calculated superimposing all wave components,
resulting in a wave that has its maximum surface elevation at the prescribed focusing time and location:

ζ(t , x) =
N∑

n=1
an · cos(ωn · t −kn · x +ϕn) (2.3)

where an is the amplitude, ωn is the angular frequency, kn is the wave number, ϕn is the phase of component
n with the satisfaction of the relations in equation 2.1 and 2.2.

In literature, many variations of linear focusing are used. Fernández et al. [20] created a self-correcting
method to focus waves in numerical settings using potential code. They used first and second-order tar-
get functions, which was the desired wave elevation they wanted to reach with the focused waves. Applying
Fourier transformation of the signal at the focusing location, they corrected the phases of the different linear
wave components through iterations. Iteration was done until the desired correlation with a target wave sig-
nal was reached at the focal point. After five iterations, they accomplished a good correlation already using
32 wave components.

Clauss et al. [17] used a Subplex optimization method to change the phases of certain wave components
which had the most energy at the time of focusing at the focusing location. They used wavelet transform to
determine the wave components with the most energy. The goal of the optimization process was to reach
four predefined wave characteristics such as steepness, wave height, location, and time of the focused wave.
For this, they needed more than 600 iterations. In an experimental study a slightly different approach was
used by Clauss and Klein [14]. Their target function was a scaled real-time signal, the New Years Wave. The
wave record was measured at the Drauppner platform in 1995 in the North Sea (see Fig. 1.1), which they also
reproduced with optimization.

A more recent experimental study Bos and Wellens [8] created focused waves by using ten wave components,
releasing the components as wave groups after each other. The groups of waves were created applying a win-
dow function on the wave component. Each component’s wavelength and window were tailored, so each
wave component is released as a group of waves after the other minimizing the interaction between the com-
ponents. They used linear theory to calculate the wave phases and the timing of the windows to create the
wave groups.

These methods have different advantages and disadvantages. The first two create an irregular wave field
with an embedded extreme wave event [17, 20]. With having an irregular wave field around the focused wave
leading waves, that is, waves before the focusing event are present. The last example creates only one extreme
wave without significant leading waves [8]. On the other hand, using wave groups allows the usage of linear
theory, and the focused wave location can be predicted without iterations.

In the following chapters, two methods will be explored as discussed in chapter 2. The above described focus-
ing techniques inspire the used methodologies.

2.2. Wave creation by prescribed characteristics
As described in the preamble of chapter 2, the characteristics of a breaking wave should be known in advance
in order to use it for interaction between the ship and the wave. Two methods were explored to know the char-
acteristics of the wave. The first method is presented in this chapter, where the characteristics are prescribed,
and waves are created to match them. The goal of the first method is to create focused waves where the wave
focuses at the prescribed location at the prescribed time using the superposition of linear wave components.
Using prescribed characteristics gives more control over the focused wave itself and the general sea state that
it represents.

The investigation is done in 2D in a numerical domain. The CFD solver ComFLOW is used, which is described
in appendix A. First, the numerical settings are described, then the nonlinear wave propagation problem is
presented. The nonlinear wave propagation introduces defocusing errors. The largest wave is not at the pre-
scribed location at the prescribed time. Corrections based on third-order wave theory and iterative methods
are explored to account for nonlinear wave propagation. The correction aims to create the largest focused
wave at the desired point in space and time.
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2.2.1. Numerical setup
The numerical setup of the simulation has three important aspects. The extents of the domain, the applied
boundary conditions, and the discretization. The domain size and discretization changes from case to case,
however in all cases, they comply with some basic requirements, which are described below:

• Focusing location is at least two wavelengths from the inlet BC looking at the shortest wave component
to give time and space for the development of the nonlinear waves,

• the reflection of the fastest wave should arrive one wave period later to the focusing location at the time
of focusing, so the reflected waves do not interfere with the results, and

• the horizontal resolution should be chosen, so one wavelength is resolved in at least 60 cells, and a
wave height is resolved in at least six cells [40].

There are criteria on the time of the simulation which are dependent on the simulated wave components:

• The focusing time is at least one wave period after the arrival of the slowest wave component to the
focusing location, so all the waves are arriving developed to the focusing location, and

• All transient disturbance from the startup has to pass the focusing location by the focusing time, so the
transient effects do not hinder the focused waves.

Care is taken to fulfill these requirements in setting up the simulations. The setup of the domain with coordi-
nate notations is shown in figure 2.1

xfocus

Ldomain

xBC, in
xBC, out

h

Hdomain

x

z

Figure 2.1: The illustration of the simulation domain with it coordinate system and important dimensions - Numerical Wave Tank

Boundary condition
At the inflow boundary XBC , i n waves are released to the domain based on a velocity profile along the bound-
ary. Waves are created using linear superposition of several wave components described by their amplitude,
angular frequency, and phase. The velocity-, pressure field, and free surface elevation are calculated at the
inflow boundary condition. Above calm water surface, linear extrapolation is applied to define the velocity
profile of the waves [40].

At the outflow boundary XBC , out the Generating Absorbing Boundary Condition (GABC) is applied. The
GABC is applied to reduce reflection at the end of the domain. The parameters of the GABC (a0, a1, b1)
originate from the approximation of the linear dispersion relation:

ca =
√

a0 +a1(kh)2

1+b1(kh)2 (2.4)

The reflections can be minimized by tuning the parameters of the GABC to the set of wave components
present in the domain (kh).

As GABC absorbs the waves, the reflection at the outflow boundary is minimized. Using GABC relaxes the
requirements set for the domain extent, and there is no need to use long domains which account for the
reflected waves.

2.2.2. Linear focusing error
The focusing theory, which was described in chapter 2.1 is valid for linear waves. However, breaking waves
are outside of the limits of the Airy wave theory. Using linear theory to create nonlinear waves introduces
errors in the focusing described below.
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The wavelength of the components are chosen to be between Lmi n = 3.0 m and Lmax = 7.0 m while the mean
water depth is chosen to be h = 1.0 m. The characteristic of the waves are calculated using the dispersion
relation and which is presented in table 2.1. The focused wave has an amplitude of a f ocus = 200 mm with
32 components where the amplitude of the components are identical. The focusing time was chosen to be
t f ocus = 11 s.

Table 2.1: Range of wave components used to create focused waves.

ω [rad/s] T [s] k [1/m] λ [m] c [m/s] cg [m/s]

long 2.51 2.50 0.90 7.00 2.80 2.26
short 4.46 1.41 2.09 3.00 2.13 1.20

Based on the wave velocities and the criteria listed in chapter 2.2.1 the needed domain is calculated. The
parameters of the domain are shown in table 2.2.

Table 2.2: Details of simulation domain for linear focusing error. The notations are in line with the NWT representation in figure 2.1

Inflow boundary XBC , i n [m] -6.00
Outflow boundary XBC , out [m] 13.00
Domain length Ldomai n [m] 19.00
Domain height Hdomai n [m] 2.00
Water depth h [m] 1.0
Resolution x ∆x [m] 0.02
Resolution z ∆z [m] 0.02
Element number N [-] 95k

In figure 2.2 the results of a focused wave can be seen with the linear target function. As was expected, the
linear focused wave is symmetric and is at the focusing location at the focusing time. However, the wave
simulated in ComFLOW is faster and already left the focusing location at the focusing time. In other words,
the nonlinear waves propagate faster than what linear theory suggests, and the focused wave reaches the
focusing location earlier than desired. The resulting wave also has a higher amplitude than the focused wave.
The need for a correction method is evident as the goal is to have the nonlinear focused wave simulated with
CFD at the prescribed location at the prescribed time.

Figure 2.2: Difference between linearly predicted and simulated free surface elevation of a focused wave in the numerical domain at
the time of theoretical focusing. The wave is outside the scope of linear wave theory and passes the focusing location at the time of
theoretical focusing.

2.2.3. Third-order correction method
In order to correct for the faster nonlinear wave propagation the phases are calculated using 3rd order disper-
sion relation following the derivation presented by M.W. Dingemans [39]. The stokes expansion to nonlinear
waves is based on a perturbation method around the free surface. The third-order dispersion relation there-
fore is

ω2 = g ·k · tanh(k ·h) ·
(
1+ 9−10 · tanh(k ·h)2 +9 · tanh(k ·h)4

8 · tanh(k ·h)4 ·k ·a

)
(2.5)
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The interaction of waves cannot be captured with this method. However, it compensates individual compo-
nents for the nonlinearity due to high amplitudes. Each wave component is transferred to the inflow BC using
the equation 2.1 where the third-order dispersion relation is satisfied. The propagation velocity of the waves,
and therefore the calculated focusing time, is also based on the third-order dispersion relation. As the expan-
sion depends on the amplitude of the wave components, few components were used with high amplitudes
to test the method.

Figure 2.3: Comparison wave simulation results where the wave propagation is based on linear and third-order methods. The target
function is the same in both cases, as shown in the figure. The compensation in defocusing is not compensated significantly by calculat-
ing the wave propagation based on third-order method.

In figure 2.3 the comparison between a simulation where the components were calculated based on linear
theory and where the third-order dispersion relation was used. Three components were used each having
an amplitude of a = 100 mm. As it can be seen using a higher-order method for the phase calculation, the
defocusing error does not change significantly. There is a slight shift of the wave towards the desired focusing
time. However, the wave still arrives at the focusing location earlier and focuses after it. Therefore, the goal to
have the wave at the prescribed position at the prescribed time was not reached with third-order correction.

This simulation was done with three components with high amplitudes. Increasing the component number
will lead to an even smaller correction as the amplitude of the components will decrease, leading to a lower
correction. In conclusion, it is not feasible to create focused waves by using third-order expansion to calculate
the individual component propagation and superimpose them. Therefore other methods should be explored.

2.2.4. Iterative correction methods using Fourier transform
It was previously discussed in chapter 2.2.2, superimposing prescribed linear waves to create a focused wave
leads to the focused wave reaching the focal point prematurely in time. The error is due to the nonlinearity of
the waves and the limitation of the Airy wave theory, which cannot be used for steep waves.

As mentioned before in chapter 2.1, there are already existing studies where the correction based on the spec-
tral representation of the generated wave was implemented to create focused waves. Both experimental and
numerical studies are done. In an experimental study, 256 wave components were generated by a flap-type
wave maker by Clauss et al. [17]. They used wavelet transform to optimize only 90 of those components to cre-
ate create a wave fulfilling specific criteria such as wave height and steepness. The components were based
on JONSWAP spectra with different peek enhancement factors for different simulations. Over 600 iterations
were needed using this method until the used Subplex optimization algorithm converged.

Fernández et al. [20] second-order target function. He simulated waves using potential flow in a 2D setting.
The waves were generated with a flap-type wavemaker. He an iterative method to reach the target function
based on the difference in the spectral domain of the target wave and the simulated wave. For the first iter-
ation, a large step was achieved towards the goal. Six iterations were suitable for the method to converge to
the desired degree. They used only 32 wave components where each component had a predefined amplitude
such that all wave components had the same steepness, therefore satisfying the condition

an = G

kn
(2.6)
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where an and kn are the amplitude and wavenumber of a component, and G is a gain factor (proportional to
the wave steepness G = an ·kn ∝ an/λn), which was varied for different simulations.

The common practice in these methods is that the wave generation is done with a wave board. In the present
study, the velocity profile of the superimposed wave components is calculated at the inflow boundary, which
serves as a velocity inflow BC. For the wave creation, the wave components are prescribed, and the built-in
wave generator library of ComFLOW [40] calculates the velocity profile at the inflow boundary. The method
uses linear extrapolation to determine the kinematics of the flow above the free surface. The linear extrap-
olation is an approximation of the flow above free surface level. For large waves, the linear extrapolation
overpredicts the velocity of the wave crest. Therefore it could lead to errors in the wave field.

ϕn, i=0 an, i=0, ωnt f ocus , x f ocus

Wave com-
ponents

Target
function

ComFLOW

ζ(t , x f ocus )

Focusing
correct?

end

Fourier
transform

ϕn, r , an, r

ϕn, i+1, an, i+1

no

yes

Figure 2.4: Flowchart of correction method which iteratively compensates the superposed wave components phases (and amplitudes)
based on the free surface elevation at the focusing location in order to create focused wave at prescribed location x f ocus and time t f ocus
in numerical domain.

Two methods based on Fourier transform were used and evaluated if suitable for creating focused waves. The
methods are different in how the wave components are changed through the iterations. In all cases, the algo-
rithm follows a similar structure shown in figure 2.4. The time history of the wave elevation at the focusing
location is transformed into the spectral domain using Fourier transformation. The components in the spec-
tral domain are compared with the spectral representation of the target function. Based on the difference, the
components are corrected, and the simulation runs again until the defocusing becomes acceptable.

The defocusing is looked at in space and time, and the amplitude error is checked. The crest of the focused
wave is compared with the prescribed focusing time and location as

Ter r =
t f ocus − tr

Tmax
; Xer r =

x f ocus −xr

Lmax
; Aer r = At − Ar

At
(2.7)

where Tmax is the maximum period and Lmax is the maximum wave length of the used wave components
(see: table 2.1), the subscript r refers to the recorded value in the simulation and t to the target value.

A small downstream distance was used from the inflow and the focal point, which is twice the length of the
shortest wave component. It was observed that the convergence is slow, and the resulting wavefield is not
acceptable. The leading waves became larger than the desired wave at the focusing location with a short
downstream distance. Large waves will lead to premature breaking if the amplitudes of the waves are in-
creased. Therefore, using the short domain focused, breaking wave cannot be created at the desired location
and time. The wave which was focused started to converge towards the prescribed focusing time and loca-
tion. However, after 45 iterations, there was still no convergence. There were larger waves before and after
the desired focusing location, which cannot be accepted as a focused wave. Such overshoots can result from
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the used linear extrapolation of the velocity profile at the inflow boundary, as it overpredicts the velocities of
the flow. The overprediction of velocity could introduce extra water flux to the domain and create large waves
near the inflow BC. The large wave is present due to numerical setup and does not represent a real physical
process. Therefore the short domain is not acceptable.

The simulation domain was extended after establishing that a short downstream distance is not enough. The
inflow BC location was set to xBC = −34 m from the focusing position. The longer domain increased the
computational time. However, several improvements were seen as compared with the short domain. The
convergence of the waves happens faster. The focused wave was smaller before and after it reached its maxi-
mum in the proximity of the focusing location. The domain parameters can be seen in table 2.3

Table 2.3: Details of simulation domain for iterative correction methods. The notations are in line with the NWT representation in figure
2.1

Inflow boundary XBC , i n [m] -34.0
Outflow boundary XBC , out [m] 34.0
Domain length Ldomai n [m] 68.0
Domain height Hdomai n [m] 2.0
Water depth h [m] 1.0
Resolution x ∆x [m] 0.02
Resolution z ∆z [m] 0.02
Element number N [-] 343k

Two methods using Fourier transform were applied to create the focused wave: one where only the phase
of the wave components was changed and one where the amplitudes are corrected as well. The amplitude
correction was done with two approaches. In all simulations, the target function (the target wave) is based
on the linear superposition of the wave components. The range of the used wave components is the same as
used before in all cases, shown in table 2.1. The different simulations are shown in table 2.4

Table 2.4: Summary of different simulations done with three different correction methods and two initial wave amplitude distributions.

Gain Spectra
G = 0.0013 Tp = 2.0 s

Phase correction only Nr. 1.1 Nr. 2.1
Phase and amplitude correction - A Nr. 1.2 Nr. 2.2
Phase and amplitude correction - B Nr. 1.3 Nr. 2.3

Two different initial spectra were defined for the waves. One used the method presented by Fernández et al.
[20] (see eq.: 2.6), which keeps the steepness of the individual components constant. The other uses a JON-
SWAP spectral distribution for the amplitudes. To make the simulations comparable and to simulate them in
the same domain in both cases, the sum of the amplitudes was normalized to

∑
an = 0.2 m. The gain factor

with this was G = 0.0013 and the JONSWAP spectrum had a peak period of Tp = 2.0 s. 79.62% of the total
energy of the JONSWAP spectrum is realized in the used wave components that is presented in table 2.1.

The comparison of the results, using the two different initial spectral distributions, for the zeroth iteration
can be seen in figure 2.5. As it can be seen using constant steepness for the waves (gain method), the leading
waves are smaller when compared to the result using JONSWAP spectra. A smaller leading wave suggests
that the gain method might be better in terms of avoiding premature breaking. However, the differences
between the two initial amplitude distributions do not considerably affect the results based on which they are
evaluated. All simulations were run for ten iterations regardless of the magnitude of the defocusing errors.

Correcting the phases of the wave components iteratively
The phases are corrected using the difference between the linear target function and the recorded surface
elevation. The time series is recorded from the start of the simulation, and the Fourier Transform is done on
the whole recorded series. In this case, there is no need to calculate phase shift due to time difference as the
resulting phases of the components from the Fourier transformation will be given at the initial time, that is at
t = 0 s.
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Figure 2.5: Comparison of the free surface elevation at the focusing location using initial gain and spectral amplitude distribution for
wave components. The figure shows the target functions using the two initial amplitude distributions (TF Gain and TF Spectra) and the
resulting wavefield (Gain and Spectra). The prescribed focusing time is also presented.

However, there is also a spatial shift to consider. The focusing location is chosen to be at x f ocus = 0 m, there-
fore, the spatial shift is resolved by itself. As the spectral representation of the surface elevation time series is
looked at at the focusing location, the spatial shift due to the location of the sampling is zero. The transfor-
mation to the inflow boundary is already done with the initialization of the phases in equation 2.1. Therefore,
the phases for the next iteration step are calculated at any given iteration as follows:

ϕn, i+1 =ϕn, i + (ϕn, t −ϕn, r ) (2.8)

where ϕn, i is the phase angle of component n for the current iteration, t refers to the phases of the target
function, and r to the recorded phase of component n after the Fourier transformation.

The results of Nr. 2.1 for selected iterations are shown in figure 2.6 and the defocusing errors for the phase
changing method for both initial amplitude distribution are presented in figure 2.7. It can be seen that cor-
recting only for phases matched the focused wave location and time well with the prescribed values. Already
after the first iteration, the defocusing error is significantly lower. The improvement is quite noticeable for
the first iteration already using the amplitude distribution with uniform steepness (gain amplitude). On the
other hand, for the JONSWAP spectra, the 7th iteration was the best with a temporal error of Ter r = 0.01 and
spatial error of Xer r = 0.00. The best results for each method can be found in table 2.5. Using only phase

Figure 2.6: Iterations where only the phases are corrected during the iteration process. The initial distribution of the amplitude is based
on spectral distribution (simulation Nr. 2.1). The prescribed focusing time is also presented.

correction leads to decreasing wave amplitude at the focusing location. As the signal is transformed to the
spectral domain and the frequencies are truncated to match the original frequencies, some information loss
is introduced. As a result, not all wave components align at the desired focusing location; therefore, the am-
plitude of the generated wave is smaller than the prescribed amplitude. The amplitude of the focused wave
does not change significantly from the first iteration, and the error in both cases remains below 0.1 after the
first iteration.
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Figure 2.7: Change of defocusing error with iterations where only the phase of the wave components are changed. The errors are shown
for an initial gain (Nr. 1.1) and spectral (Nr. 2.1) amplitude distribution.

Correcting the phases and the amplitudes of the wave components iteratively
After seeing that the amplitudes are smaller an amplitude correction method was introduced following the
method of Fernández et al. [20]. The amplitude correction is designed to match the amplitudes of the target
function after the propagation where the wave wave interaction changes the wave spectra. The amplitudes
for the new iteration are calculated as

an, i+1 = an, i ·
an, t

an, r
(2.9)

where an is the amplitude of the nth wave component, subscript t stands for the target amplitude, subscript
r for the recorded amplitude at the focusing location, and i represents the current iteration step.

Using equation 2.9, the resulting wave amplitude was getting higher and higher with each iteration step fail-
ing to converge to the target functions. After taking the Fourier transform of the new iteration, the amplitudes
of the wave components were compared. The amplitudes of the wave components of the new iteration step
were smaller than the initial amplitude of the individual wave components. The Fourier transform of the
wavefield has energy outside the used wave component range. When using only the desired wave compo-
nents, and the amplitudes are corrected based on equation 2.9, the energy outside the range is transferred to
the used range. Having more energy leads to the new wave components having higher amplitudes for each
iteration step, and the method fails to converge. Using the method of Fernández et al. [20] does not lead to a
converging solution. The growth in amplitude had to be compensated to stabilize the convergence.

Two methods were tried to reach convergence for the amplitude error. One, where a limitation was intro-
duced that is changing the amplitudes according to equation 2.9 but limiting the sum of the amplitudes to
the desired focusing level. The used limiter is shown in equation 2.10.

an, i+1 = an, i ·
an, t

an, r
· At

Anew
(2.10)

where Anew =∑
an, i · an, t

an, r
is the sum of the new amplitudes after changing them based on the Fourier trans-

form and At is the desired target amplitude of the focused waves. The other notations are the same as in
equation 2.9.

Second limiter was used, where the ratio of the simulated focused wave amplitude and the desired ampli-
tude was used as a multiplication factor to change each components amplitude. The used factor is shown in
equation 2.11

an, i+1 = an, i ·
an, t

an, r
· At

Ar
(2.11)

where Ar is the simulated amplitude of the focused wave. The other notations are the same as in equations
2.9 and 2.11.

The results of phase and amplitude correction using initial gain distribution (Nr. 1.3) for selected iterations
are shown in figure 2.8. The defocusing errors for all phase and amplitude correction methods are presented
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in figure 2.9. Some degree of convergence can be seen in the initial iteration steps. However, in most cases,
oscillation can be observed. The magnitude of the oscillation does not decrease or decrease slowly. The first
amplitude correction method based on equation 2.10 (Nr. 1.2 and Nr 2.2) did not improve the amplitude error
compared to the method where only the phases were corrected (Nr. 1.1 and Nr. 2.1). The amplitude errors
remained in the same range for both gain and spectral amplitude distribution compared to the simulations
where only the phases were changed. A fluctuating convergence to a smaller amplitude error can be observed
using the second amplitude correction method based on equation 2.11 (Nr. 1.3 and Nr 2.3). However, the
spatial and temporal errors were higher than in other simulations. For the wave components with constant
steepness the best amplitude error reached was Aer r = −0.0030 however at this iteration the temporal and
spatial error were Ter r = 0.1048 and Xer r = 0.1143. The best results for each settings are shown in table 2.5.

Figure 2.8: Iterations where the phases and the amplitudes are corrected during the iteration process. The initial distribution of the
amplitude is based on spectral distribution (simulation Nr. 1.3). The prescribed focusing time is also presented.

Figure 2.9: Change of defocusing error with iterations where the phase and the amplitude of the wave components are changed. The
amplitudes are corrected with two different methods. The errors are shown for an initial gain (Nr. 1.2 and Nr. 1.3) and spectral (Nr. 2.2
and Nr. 2.3) amplitude distribution.

It was observed that after the iterative corrections, some leading waves had higher amplitudes than the fo-
cused wave itself in the whole domain. The leading waves are the waves before the focused wave. Similar
observations were made with the short domain as discussed in chapter 2.2.4. However, in the long domain,
the effects were not as pronounced. Leading waves with higher amplitudes than the focused wave will break
prematurely. Waves breaking before the desired location invalidates the results as they cannot be used to cre-
ate a breaking wave at the prescribed location and time. The leading waves for the last iteration of simulation
Nr. 1.4 can be seen in figure 2.10. It is visible that the leading waves have a higher amplitude than the focused
wave.

In chapter 2.2.4, it was discussed that the waves are created using velocity inflow boundary condition. The
velocity profile at the inflow boundary is calculated with linear extrapolation above the free surface. The lin-
ear extrapolation could result in extra fluid flux in the domain, generating higher waves for the leading waves.
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Table 2.5: Best iteration results

Iter Ter r Xer r Aer r

Nr. 1.1 1 0.0010 0.0000 -0.0655
Nr. 1.2 4 -0.0070 0.0000 -0.0593
Nr. 1.3 8 0.0170 0.0286 -0.0196
Nr. 2.1 7 0.0010 0.0000 -0.0944
Nr. 2.2 6 -0.0070 0.0000 -0.0851
Nr. 2.3 6 -0.0070 0.0000 -0.0446

However, here another error plays a role as well. During the iterations, the phases and the amplitudes of the
individual wave components are changed. The change in amplitude and phase could lead to the develop-
ment of a higher wave at a different position than the prescribed focusing location. Having higher leading
waves will lead to premature breaking. Therefore, this cannot be used to create focused, breaking waves at a
prescribed location and time.

Figure 2.10: Five largest waves in the simulation domain for the last iteration of the simulation where the phases and the amplitudes are
changed (Nr. 1.3). The initial amplitudes of the wave components are based on gain distribution. Before the prescribed focused wave,
all three waves were larger than the focused wave.

The results show, that using superimposed linear wave components and imposing their potential solution to
the inflow boundary as a velocity boundary condition does not lead to a focused wave. Previously reported
successes that used similar correction methods, such as Fernández et al. [20] used a wave board to generate
the wave components.

2.2.5. Discussion of results
Two methods for creating focused waves are explored as discussed in chapter 2. The first method aims to
create focused waves with prescribed characteristics. Prescribing the characteristics gives control over the
whole wave event and the global characteristics of the sea state. In the previous chapter, the first method was
discussed in detail.

Different approaches were tried to create focused waves at a prescribed time and location to correct the non-
linear wave propagation. Due to nonlinear wave interaction, the focused wave reaches the focusing location
sooner. It produces a maximum wave amplitude after the prescribed focusing location. Two different ap-
proaches were tried to account for the nonlinear wave propagation. Third-order correction and iterative cor-
rections were implemented. In the iterative method, the initial phase and amplitude of the individual wave
components were modified based on the difference in the spectral domain of the wave between the target
wave and the resulting wave field.

Using third-order dispersion relation is deemed to have a negligible effect on the results. A slight shift was
introduced to the results, and the resulting wave was closer to the desired point. However, the improvement
was insignificant as compared to the defocusing error. In this method, only the nonlinear propagation of the
individual wave components was considered and did not take into account the nonlinear interaction between
the wave components, which appeared to be more significant in causing defocusing.
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Using iterative correction methods with Fourier transform was based on the difference of the linear target
function and the resulting wave elevation in the spectral domain. After each iteration, the resulting wave
elevation was transformed to the spectral domain. The wave components were adjusted for the next iteration
step based on the difference of the target and the simulated waves representation in the spectral domain.
Several different implementations were tried where only the phase or both the phases and the amplitudes of
the individual wave components were modified. Changing only the phases led to a fast decrease in spatial
and temporal error. However, the wave amplitude also decreased. Applying amplitude correction led to a
better amplitude error. However, the focused wave still did not reach the target amplitude value.

Throughout all the simulations, another issue was present. The leading waves were higher than the focused
wave. Having higher leading waves than the focused wave is not acceptable when creating a breaking wave.
High leading waves would lead to premature breaking.

It was shown that the used methods are not suitable for creating focused waves with prescribed characteris-
tics. The second approach is described in the following chapter where focused, breaking waves are created,
and their characteristics are retrieved posteriorly.

2.3. Created breaking waves
After concluding that the iterative method to create focused waves is not suitable for the creation of breaking
waves, a different approach was tried. Breaking waves were created for the experiments based on available
data in the literature and by trial and error in the towing tank (See further details on the facility in chapter 3.2).
Three different waves were created. Their parameters can be found in table 2.6.

2.3.1. Waves in physical wave tank
The first wave (Wave 1) is based on the wave described by Bos and Wellens [8]. The wave consists of 10 wave
components, and their phase was calculated using the linear theory described above. On each wave, a win-
dowing function was applied. The window function consists of a cosine ramp up in one wave period, remains
at maximum amplitude for two periods, and ramps down in one. The steepness of the wave components is
constant H/λ= 1/50. The wavelength of the components was chosen, so the overlap between wave groups is
minimized [8]. The resulting wavelengths are shown in table 2.6.

The second wave (Wave 2) was created using the same window function used on Wave 1, but 32 wave com-
ponents were used. The wave components were calculated within a specified frequency band following the
wave formulation method of Sriram et al. [49]. The frequency band was defined with a mid-frequency fmi d

and a frequency bandwidth fr ang e around the mid-frequency. The frequencies of the wave components
were equally divided in the frequency band. The steepness of the wave components was kept constant at
λ/H = 0.0065. The resulting wavelength of the components range between Lmi n = 1.0 m and Lmax = 6.0 m.

The wave components of the third wave (Wave 3) were formulated similarly to Wave 2 by defining a mid-
frequency and a frequency range around it. Similar to the second wave, 32 wave components were used,
and the steepness of each component was the same λ/H = 0.0038. As opposed to the first two waves, no
individual groups were applied, but a three-second rump-up and rump-down at the beginning and end of
the signal. The resulting wavelength of the components range between Lmi n = 1.5 m and Lmax = 8.0 m.

Table 2.6: Created breaking waves. Wave 1 recreated based on literature [8], Wave 2 and Wave 3 designed waves using methods from
literature [8] [49].

Steepness Nr. of comp.
Components Window

λ/H n

Wave 1 0.02 10 L = [1.00,1.10,1.25,1.45,1.70,2.00,2.40,2.90,3.60,5.00] Groups
Wave 2 0.0065 32 fmi d = 0.85 Hz, fr ang e = 0.80 Hz Groups
Wave 3 0.0038 32 fmi d = 0.68 Hz, fr ang e = 0.68 Hz Full

For all three focused waves the focusing location was chosen to be x f ocus = 27.00 m from the wavemaker and
the focusing time was chosen to be t f ocus = 50 s. Only the focused wave breaks for Wave 1 and 3, while for
Wave 2, the leading wave shows an initial spilling characteristic. In all three cases, the focused wave shows
plunging behavior. There are advantages to the different techniques of wave formation. The nonlinear inter-
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action between different wave components is presumed to reduce when using windows for individual com-
ponents. Each regular wave component is released as a group of waves after one another. The method aims
to have less nonlinear interaction between the groups, resulting in a focused wave that is more predictable.
However, the method is quite dispersive, and the focused wave will be significantly smaller than what lin-
ear theory suggests [8]. Applying more components with the group window function leads to a smoother
wavemaker signal. Not having separate windows for the groups can lead to higher leading waves, but the
dispersion of the waves is smaller [49].

2.3.2. Breaking waves in numerical setting
Breaking waves are created in towing tank where all three waves showed plunging behavior. The waves were
recreated in a numerical setting to calculate the characteristics of the wave.

For the numerical analysis, ComFLOW was used. The physical towing tank was recreated in the numerical
model, and the waves were generated in two ways. Simulations were carried out mimicking the wavemaker
of the physical wave tank. The waves were generated with a body on which the wavemaker motions were
imposed. The second wave generation method imposed the free surface elevation and velocity profile at the
position of the wavemaker using linear wave superposition as described in section 2.2.1. The superposed
wave components were retrieved based on the Fourier transform of the free surface elevation at the wave-
maker position.

The dimensions of the numerical setup for both cases can be seen in table 2.7. The setup with piston mode is
larger by 0.5 m behind the origin, which is the nominal position of the wavemaker. The extra space is needed
for the piston motion of the wavemaker.

Table 2.7: Details of simulation domain to recreate breaking waves. The notations are in line with the NWT representation in figure 2.1

Unit
Wavemaker

motion
Linear

superposition

Inflow boundary XBC , i n [m] -0.50 0.00
Outflow boundary XBC , out [m] 35.00 35.00
Domain length Ldomai n [m] 35.00 35.00
Water depth h [m] 1.00 1.00
Domain height Hdomai n [m] 2.00 2.00
Resolution x ∆x [m] 0.02 0.02
Resolution z ∆z [m] 0.02 0.02
Element number N [-] 179k 177k

Interestingly having the same settings for the numerical simulation, described in chapter 2.2.1 the two meth-
ods did not result in similar solutions. The waves did not break using the same wavemaker motion for all three
waves used in the physical wave tank. However, resulting waves in the numerical setting did not break using
the wavemaker motion. Using the linear wave superposition and imposing the velocity profile of the waves at
the inflow boundary, the waves resulted in breaking waves for all three waves. The free surface elevation at the
focusing location is shown in figure 2.12. The free surface elevation is lagging using the wavemaker approach
compared to the waves using linear superposition. The wave heights are also smaller than using the linear
superposition method. Such behavior could be explained by having a moving body in the domain, which is
the wavemaker. The amplitude of the largest wavemaker motion happens with Wave 3 and is approximately
120mm. In general, the amplitude of the wavemaker motion is much smaller. With the used grid resolution
as shown in table 2.7 the wavemaker is moving twelve cells. Twelve cells might be too small for generating
waves, hence the lag and the nonbreaking behavior. The created wave field using linear wave superposition is
assumed to be more accurate than using a moving body as a wavemaker. Therefore the wave characteristics
are determined based on the simulations where the waves are generated by linear superposition.

The free surface elevation at the theoretical focusing location was measured for all three focused waves used
in the experiments. Figure 2.11 shows the spectrum of the three waves measured at x f ocus = 27.0 m. Table 2.8
shows the characteristic values of the sea state, such as the significant wave height and the peak period for all
three focused waves. The waves have increasing significant wave height and peak periods. However, the peak
period of Wave 1 and Wave 2 is close to each other.
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Table 2.8: Significant wave height and peak period of the three waves measured at the prescribed focusing location x f ocus = 27.0 m. The
values are based on simulation.

Hm0 [mm] Tpeak [s]

Wave 1 69.28 1.90
Wave 2 98.52 2.04
Wave 3 120.01 3.06
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Figure 2.11: Spectrum of the three focused waves. The spectrum is retrieved based on simulation, measured at the prescribed focusing
location x f ocus = 27.0 m.

2.4. Discussion of wave focusing and breaking wave creation
Breaking waves were created as loads for green water impact on a ship. Two methods were explored. The
goal of the first method was to create focused waves at a predetermined location and time. The investigation
was done in a numerical setting using ComFLOW. The nonlinear interaction between the wave components
caused the focused wave to shift both in time and location from the prescribed time and location. Corrections
with third-order theory and iterative methods with component phase and amplitude corrections were tried.
However, no convergence to the target function was found. In a numerical environment, it was shown that
the leading wave reached a higher amplitude than the focused wave. Therefore, making the iterative method
not suitable for creating breaking waves in a numerical setting.

After concluding that using the first method will not lead to the creation of breaking waves, another option
was implemented. Breaking waves were recreated from literature and created originally with heuristic meth-
ods in a physical wave tank. Three waves were created in this manner. The characteristics of the waves, such
as their focusing location and time, were investigated with numerical simulations. The spectrum of each wave
and its parameters, such as significant wave height and peak period, were retrieved from the simulations as
well.
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Figure 2.12: Comparison of the free surface elevation for the three waves using two different simulation methods. The solid line shows
the surface elevation of the wavemaker while the dashed line the linear wave superposition.





3
Experiments

To investigate green water loads resulting from breaking waves, both numerical and experimental methods
are used. First, experiments were conducted to reach the set goals. In this chapter, the conducted experi-
ments will be presented in detail. After the goal of the experiments is presented in chapter 3.1 the experimen-
tal setup is discussed in chapter 3.2 then the conducted experiments are described in chapter 3.3.

3.1. The goal of the experiments
The experiments are designed for interaction between a ship at forward speed and a focused, breaking wave.
The experimental setup was designed to enable systematic investigation of the effects of changing the ship’s
LCG with respect to the wave’s focusing location at the focusing time, of different ship velocities, and different
focused waves. The experimental facility, the model, and the experimental conditions are described below.

3.2. Experimental setup
The experimental setup is discussed in the following. The setup is further broken down into discussion of the
experimental facility, the details of the model, and the instrumentation of the model and the facility alike.

3.2.1. Experimental facility
The experiments were conducted in the facilities of the Maritime and Transport Technology department of
Delft University of Technology. The small towing tank was used, including its wave generator and motorized
carriage. The basin contains freshwater, and the wavemaker was used as a piston-type wavemaker. The
details of the tank can be found in table 3.1. The water depth was kept at 1.0 m throughout the experiments.
The water level was checked daily. Water loss, in the order of half a millimeter per day due to evaporation,
was compensated for to keep the water depth the same.

Table 3.1: Details of the used towing tank [51]

Length 85.00 m
Width 2.75 m
Max water depth 1.25 m
Carriage Manned, motor driven
Max carriage speed 3.00 m/s
Wave maker type Flap / piston type, electronic/hydraulic
Wavelength 0.40 - 6.50 m, regular and irregular

3.2.2. Model details
The model was chosen to fit the requirements of the study. The hull had to have an inclined bow shape which
is common for ships as opposed to FPSOs. The inclined results in large waterplane area changes with the
change in surface elevation. Due to the violent behavior of the process, the model needed to be watertight as
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much as possible, not to have water in the model after impacts, and to keep the electrical instruments dry.

The ship model was no. 523 of the Delft Systematic Deadrise Series (DSDS). It is a planing hull with a hard
chine and a 25 degrees deadrise angle, a 10 degrees twist angle, and a negative buttock angle of 1.69 degrees
[30]. In this experiment, the model was used as a displacement vessel. Details can be found in table 3.2 and
the lines plan of the model is shown in appendix B. Due to the violent behavior of the flow during impact, the
model deck was made watertight to protect electrical equipment placed in the hull. At the connection of the
carriage, a hole is present in the deck for free movement of the model. A breakwater was installed to prevent
spraying water from getting into the hull through the hole.

Table 3.2: Parameters of DSDS model no. 523

Name Symbol Units Value

Length between perpendiculars Lpp m 1.500
Length on waterline Lwl m 1.517
Breadth moulded B m 0.330
Depth moulded D m 0.207
Displacement ∇s m3 0.026
Mass ∆ kg 25.621
Vertical center of gravity V CG m 0.165
Longitudinal center of gravity LCG m 0.714
Pitch radius of gyration ky y m 0.350

3.2.3. Measurement setup
The carriage of the towing tank was used to impose forward velocity on the model. The model was connected
to a heave rod through a hinge which enabled the pitching motion of the model. The heave rod was connected
to the carriage through a linear bearing allowing the ship to have a free heave motion while limiting roll, surge,
and sway. The yaw motion was restricted with a limiter mechanism, resulting in only 2 degrees of freedom,
pitch, and heave. The setup of the model can be seen in figure 3.1 and 3.3.

Resistance wave
probe at LcG 

Optotrack Certus
motion tracking
system camera

Resistance wave
probe front of the ship

Acoustic wave probe
front of the ship,
row arrangement

Figure 3.1: Measurement instrument arrangement on the carriage: two resistance wave probes, in front of the ship and at its the LCG,
and the camera of the Optotrack Certus motion tracking system.

The sensors were set up to give information about the vessel’s motions, including the carriage movement, the
loads on the model, and the incoming waves. The instrumentation setup resulted in both the model and the
carriage being equipped with sensors. The following sensors were installed on the carriage and the ship:

• The motions were measured optically with the Optotrak Certus system. The camera system was at-
tached to the carriage. It was tracking the motions of a reference plate with LED markers attached to
the model.

• The velocity and position of the model were measured on the carriage with a measurement wheel.

• Vertical accelerations of the ship were measured at the bow and the CoG with accelerometers.

• Two force transducers were used. One measured the total surge force on the model, and one measured
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the axial forces on the superstructure. Both transducers were in-house analog transducers with a mea-
suring range of ±400 N.

• Pressures were measured with GE PDCR 42 transducers. The sensors have a circular sensing area with
a diameter of d = 6 mm, which results in point-like pressure measurement. The sensors are aerated
from the back through a metal tube. Thus, they measure the relative pressure, the pressure change with
respect to the atmospheric pressure. The layout of the pressure sensors can be found in figure 3.2. The
pressures were measured on the deck at 5 locations and on the vertical face of the superstructure at 3
locations.

Figure 3.2: Arrangement of pressure sensors on the deck and superstructure of the model. Five sensors are placed on the deck (P1 to P5)
while 3 sensors are placed on the superstructure (P6 to P8)

• Wetness sensors aiming to check for the presence of water were installed at 4 locations on the deck, mir-
roring the location of the four foremost pressure sensors along the centerline of the model. Assuming
a symmetrical flow on the deck, the absence of the water indicates that the pressures come from air or
entrapped air pockets.

• Wave probes were installed at two locations. Resistance-based probes at the ship’s side measure the
free surface elevation at the LCG of the ship and in front of the ship at its centerline, measuring the
incoming waves. Acoustics wave probes were installed in front of the ship, next to the resistance wave
probe. The acoustic sensors had a three-in-a-row arrangement, with the foremost one being the master
sensor. With such an arrangement, steep waves could be measured under speed. The reflected signal
cannot be picked up by the master sensor but is received by the following two transducers. The signal
is corrected for the reflection abnormalities by the sensor’s computer, and a processed, filtered signal is
forwarded to the acquisition system

The pressure-, force transducers and accelerometer were calibrated before installation, while the Certus sys-
tem was calibrated after the model was already in place. The resistance wave probes were calibrated daily.
The acoustic wave probe was pre-calibrated. With the use of a reference measurement, the changes in the
speed of sound were compensated. The wetness sensors did not need calibration as the voltage passing
through was measured directly.

The recorded signals were both analog and digital and varied in sampling frequency. The motion signals
were received digitally with a sampling frequency of 100 Hz. The position and velocity signals of the carriage
were also received digitally with a sampling frequency of 50 Hz. All other signals were analog and had to
be converted to a digital signal through an acquisition system. The acquisition system sampled the analog
signals with a 1000 Hz frequency through an analog low-pass filter with a cutoff frequency at 100 Hz. The
measured signals were synchronized between the three sources and saved for post-processing.

3.2.4. Timing of carriage startup
For the experiments, the objective was to control the position of the LCG of the ship in space and time with
respect to the stage of breaking of the focused wave. The timing of the ship’s movement with the wavemaker
is an essential aspect of the conducted experiments. Accurate timing between repeated runs leads to sounder
quantification of repeatability and statistical data.

The timing between the wavemaker signal and the carriage startup was not available by default. Two PCs were
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zship
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Superstructure
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Optical marker plate

Accelerometer at LCG

Total force sensor

Figure 3.3: Side view of the DSDS model no. 523 setup including placement of the mechanisms such as heave rod and yaw limitation,
optical tracking system, and instrumentation, such as force and pressure transducers, accelerometers, and wetness sensors.

used during the experiments, one to control the carriage movement and another to control the wavemaker. A
stable, wired connection for synchronization between the two control PCs was not present at the used facility.
In addition, the carriage could only be started up manually. Because of the manual start of the carriage and
the lack of a stable wired connection, a trigger signal, a flashing LED light, was built to indicate when to
start the carriage. The carriage was started up at the third flash of the LED. The manual start of the carriage
inherently creates errors in the timing between the carriage and the wave, but the error was kept small. The
errors are quantified later in chapter 4.1.1.

Wavemaker PCCarriage PC
- Controll

- Wavemaker and
  trigger signal file

- Trigger signal

- Wavemaker
   signal Wavemaker

LED
Wired connection
Wireless connection

Figure 3.4: Schematic of the data connections between the used computers (wavemaker and carriage PC) and equipment (carriage and
wavemaker) during the experiments.

For the timing of the wavemaker and the carriage movement, the following inputs were used. The initial
position of the carriage xi ni with respect to the wavemaker (see figure 3.7), the position of the model at the
theoretical focusing time of the waves x(t = t f ocus ), and the position trace of the carriage s(t ) which is shown
in figure 3.5. The position trace (s(t )) was measured for all the different velocities beforehand to be used in
the timing method. First, the distance the carriage needs to travel to the prescribed position x(t = t f ocus ) is
established.

∆xtr avel = xi ni −x(t = t f ocus ) (3.1)

From the measured position trace of the carriage (s(t )), which was different for different velocities, the time
to travel the distance could be retrieved (Fig. 3.5. Knowing the time of breaking and the needed travel time,
the time of the trigger signal with respect to the theoretical focusing time of the wave is calculated as:

ttr i g = t f ocus −∆ttr avel (3.2)
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After each run, the carriage returned to a slightly different position, changing xi ni . As the timing depends on
the initial position of the carriage, the timing between the wavemaker and the trigger signal had to be redone
for every experiment. The inputs were adjusted between different runs to make sure that the model was at
the desired position at the desired time.

Δttravel

t

x
s(t)Fr=0.4

s(t)Fr=0.2Δxtravel

s(t)Fr=0.3

Figure 3.5: Schematic representation of the position time trace of the carriage. The figure shows the relative distance traveled in time
from the startup of the carriage for three different ship speeds.

3.3. Conducted experiments
First, some of the model properties were identified through measurements, then the green water loads were
investigated using three different ways, where the ship’s position was changed to the location of the breaker
at the time of breaking, the vessel speed was changed, and three different types of breaking waves caused
loads were looked at.

3.3.1. Model properties
Model properties such as calm water resistance and the motion response to waves were identified first. The
calm water resistance was realized at three different speeds corresponding to Froude numbers of F r =0.2, 0.3,
and 0.4. The RAO for F r = 0.3 was determined with regular waves, which had a steepness of H/λ = 1/100,
and their length range can be seen in table 3.3. The resonance for a stationary ship is expected to occur at a
wave- to ship length ratio of λ/L = 1. The measured regular waves are chosen so it captures the resonance
frequency within their range.

Table 3.3: Response Amplitude Operator test conditions

F r L/λ

0.3 0.60, 0.80, 1.00, 1.20, 1.40, 1.60, 1.80, 2.00

Due to the ship having velocity during the RAO measurements, the resonance frequency shifts to higher wave-
length ratios. The resonance should happen at an encounter wavelength to ship length ratio, which is beyond
the tested waves shown in table 3.3. The encountered wavelength to ship length ratio, which is calculated
posthumous, is shown in table 3.4 The results are shown in figure 3.6. It can be seen that resonance is not
reached.

Table 3.4: Encounter wavelength under speed

F r L/λenc

0.3 0.15, 0.24, 0.33, 0.42, 0.52, 0.57, 0.75, 0.87

Natural frequencies of the vessel motion were identified through a free oscillation test in both heave and
pitch in separate measurements in calm water and without speed. To avoid reflected waves from the tank
walls to influence the results, only the first period is taken as the natural period of the motion, and the natural
frequency is calculated from that. The results can be found in table 3.5.
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Figure 3.6: Response Amplitude Operator (RAO) of DSDS model no. 523 with Fr=0.3

Natural frequencies of the two force sensors are also measured. An impulse-like load was applied on the box,
and the ship’s stern in the longitudinal direction is a separate measurement. The natural frequencies were
identified through the spectral analysis of the measured signals. The results can be found in table 3.5.

Table 3.5: Measured natural frequencies of model motions and force transducers

Heave motion fei g , heave 1.36 Hz
Pitch motion fei g , pi tch 1.31 Hz
Total force transducer fei g , Rtm 8.10 Hz
Box force transducer fei g , F box 107.20 Hz

The attached structure influences the natural frequencies of the force transducers. In the case of the total
force sensor (Rtm), the water surrounding the ship also influences the frequency. As both force transducers
are nominally identical, the significant change in their natural frequency is a result of having a larger mass
attached to the total force sensor. The natural frequency is relatively low and is in the range of important
frequencies during the measurements themselves.

3.3.2. Experimental conditions

x(t=tfocus)=xfocus +Δx 

Δx=0.5 m

xini

Δx=1.5 mΔx=2.5 m

x

z

xfocus

Figure 3.7: Sketch of towing tank setup (not to scale) including the ship and the axis systems of the towing tank. The beach is on the
left side, while the wavemaker is on the right. The initial position of the model (connected to the carriage) is shown at the start of the
experiment xi ni . The other three ship positions for different ∆x are illustrated at the focusing time.

In the experiments, the main focus was on the effects of changing the position of the LCG of the ship with
respect to the focus point of the breaking wave. Variations of ship speed were also performed, and different
focused, breaking waves causing impacts were studied.

Distance variations were done by changing ∆x, representing the distance between the LCG of the ship and
the theoretical focus point of the wave at the theoretical focusing time. Five different ∆x were studied. Wave
1 was used for all five ∆x, ensuring the same input energy. In figure 3.7 three positions out of the five ∆x are
shown. The initial position of the ship before each run is represented as well. At the focusing time t f ocus the
LCG of the ship has a distance of x(t = t f ocus ) from the wavemaker. The distance x(t = t f ocus ) is calculated as
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the sum of the theoretical focusing location and ∆x. For ∆x = 1.50 m, the wave breaks on the ship’s bow. The
other four ∆x were used. Two ∆x placing the ship closer to the wavemaker (∆x = 1.0 m and ∆x = 0.5 m), and
two placing the ship further from the wavemaker (∆x = 2.0 m and ∆x = 2.5 m) at the focusing time.

Three different speeds Vshi p = 0.771, 1.156, 1.541 m/s were tested with Wave 1. The three speeds corresponds

with Froude number F r = Vshi p /
√

Lwl · g = 0.2, 0.3, and 0.4. The wave must be in a similar breaking stage
during impact for all seeds to compare the loads for different velocities. As the vessel speed is varied, the
timing method for different velocities needs to be done in both space and time to achieve an impact with the
wave in the same breaking stage. A moment in time was selected when the total force on the ship reached
its maximum in series W1_d15_Fr03 (Wave 1, ∆x = 1.50 m, F r = 0.3), and translated to equivalent relative
positions of the ship at different velocities. This resulted in ∆x = 1.87 m for Fr = 0.2 and ∆x = 1.13 m for Fr =
0.4.

Three focused waves, Wave 1, Wave 2, and Wave 3, with increasing wave heights, were created for the exper-
iments. All three waves are focused at x f ocus and result in a plunging breaking wave. However, the distance
and time between focusing and breaking depends on the wave height and is different for all three. In chapter
2.3.1 the method of creating the focused waves was described. The green water events of the three different
focused waves were studied. ∆x was tuned for the wave to break on the bow of the ship in the same breaking
stage in all three cases. The tuning resulted in ∆x = 2.01 m for Wave 2, and ∆x = 1.31 m for Wave 3. Table 3.6
shows the main experiments.

Table 3.6: List experimental test conditions

Series name Wave Distance [m] Froude number [-]

W1_d25_Fr03 Wave 1 ∆x = 2.50 F r = 0.3
W1_d20_Fr03 Wave 1 ∆x = 2.00 F r = 0.3
W1_d15_Fr03 Wave 1 ∆x = 1.50 F r = 0.3
W1_d10_Fr03 Wave 1 ∆x = 1.00 F r = 0.3
W1_d05_Fr03 Wave 1 ∆x = 0.50 F r = 0.3
W1_d19_Fr02 Wave 1 ∆x = 1.87 F r = 0.2
W1_d11_Fr04 Wave 1 ∆x = 1.13 F r = 0.4
W2_d20_Fr03 Wave 2 ∆x = 2.01 F r = 0.3
W3_d13_Fr03 Wave 3 ∆x = 1.31 F r = 0.3

3.4. Discussion of experimental setup
In this chapter, the experimental setup was presented, which was used to investigate green water loads on
deck and deck structure. The setup was designed to measure the incoming waves, motion response of the
model, global, and local loads. The most crucial part of the experiment setup was to create a timing procedure
between the wavemaker and the carriage. Correct timing is needed to create a controlled interaction between
the ship and the focused breaking wave. An LED was used for timing which flashed three times. On the third
flesh, the carriage is started up manually. The solution inherently opens the possibility for human error,
which could influence the measurement repeatability and reliability.

The conducted experiments are also described in this chapter. The main research goal of the thesis is to
"investigate the effects of breaking waves on the load over the front deck and superstructure of a ship with
forward speed" as presented in chapter 1.3. The goal was investigated by changing three parameters. First,
the ship’s distance to the breaking wave was changed. The ship was sailed through different focused, breaking
waves, and the Froude number was varied for one of the breaking waves. The results of the experiments will
be discussed in chapter 4.





4
Results and Discussion

In the previous chapters, the background in green water research was presented, methods were discussed
of creating focused waves, and the experimental setup and conducted experiments were described. In the
present chapter, the results of the experiments will be discussed. As discussed in chapter 3.2 the timing of the
experiments was an important factor.

4.1. Post-processing
Before examining the results of the experiments the signals and data sets are processed. Most of the signals
are analog, therefore require filtering to clean them from noise. The different runs for the same set of ex-
periments are combined so they are comparable. Finally, a brief quality assessment of the retrieved data is
presented.

4.1.1. Synchronization of runs
The repeated runs for the same conditions needed to be synchronized with each other so they could be com-
pared and the variability of the results could be interpreted. A trigger signal was created that would indicate
when to commence the manual startup procedure. Manual startup means that synchronization between the
input signal sent to the wave maker and the measured signals from the ship requires attention.

The synchronization process involves a correction in space for the initial position of the ship and in time for
the beginning of the measurement. The initial position of the carriage varies slightly for the different runs.
The measurement always starts before the carriage start up, but the beginning of the measurement varies for
the different runs (see Fig. 4.1a). The initial location xi ni , the prescribed location of the ship’s LCG at the
focusing time x(t = t f ocus ) = x f ocus +∆x, and the position trace of the carriage s(t ) was used to synchronize
the different runs. For each run, the initial position of the ship’s LCG was measured from the wavemaker.
Based on the carriage position trace, the actual position of the ship’s LCG in the coordinate system of the
tank is known throughout each run. The focusing time of the wave t f ocus for each run is when the ship’s LCG
is at the prescribed location, as shown in figure 4.1a. The runs are synchronized setting the focusing time
to t f ocus = 0.0 s as show in figure 4.1b. After synchronization at t = 0.0 the ships LCG is at the prescribed
location for each run. The initial position of the ship’s LCG and the focusing time is presented in table 4.1
for four runs in two different series. The synchronization process assumes that the measurement wheel has
no slip therefore the measured position has no error, and the initial position measurement of the carriage is
accurate. With the synchronization the initial position error and the different beginning of the measurements
are corrected for and the runs can be compared with each other allowing statistical analysis of the results.

One (human) error in the synchronization process remains and needs to be quantified. It is the time between
trigger and manual startup of the carriage that cannot be guaranteed to always be the same. The (small)
timing error leads to an error in the prescribed position of the ship. The position error could influence the
characteristic of the impact. To verify that the error is indeed small, the position error will now be quantified.

The timing error will be based on the measured surface elevations, because the nonlinearity in the free sur-
face in the leading waves before breaking is small, the variability between runs is small. Taking the cross
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Figure 4.1: Schematic representation of the synchronization method of the different runs. The position trace of the ship’s LCG is shown
before (s(tr un )) and after (s(t )) synchronization for three runs in the same series. The initial position and the start of the measurement
are slightly different for each run. The synchronization is based on the time (t f ocus ) when the ship’s LCG is as the focusing location
(x f ocus ).

Table 4.1: The focusing time of the wave and initial position of the ship’s LCG for different runs. The complete table can be found in
appendix E.

Series name Run Nr. xi ni [m] t f ocus [s]

W1_p25_Fr03 709 73.362 75.89
730 73.328 78.84
732 73.324 79.12

...
W3_p13_Fr03 333 73.144 76.24

correlation of each pair of signals in a series of tests, the time delay between said pairs is calculated. The max-
imum of these time delays for each series is presented in table 4.2. The position error is calculated based on
the ships speed and the maximum time delay xer r = ter r ·Vshi p . The position error indicates the error range
of the location of the ship’s LCG due to the inaccuracy of the manual startup of the carriage.

The error is negligible for smaller ship speeds, but becomes considerable for larger speeds. At the largest ship
speed, there is a shift of 14.0 cm in the position of the ship, while a 2.8 cm shift is the smallest. Compared to
the length of the ship, that difference is 10%, which is significant and needs to be considered when discussing
the results.

Table 4.2: Range of timing differences of repeated runs based on the maximum value of the front wave probe, and calculated travel
distance of all runs in each series.

Series name ter r [s] xer r [m]

W1_d25_Fr03 0.024 0.028
W1_d20_Fr03 0.032 0.037
W1_d15_Fr03 0.093 0.108
W1_d10_Fr03 0.052 0.060
W1_d05_Fr03 0.026 0.030
W1_d19_Fr02 0.053 0.041
W1_d11_Fr04 0.090 0.139
W2_d20_Fr03 0.121 0.140
W3_p13_Fr03 0.117 0.135

4.1.2. Data filtering
The analog signals are filtered only as the digital signals are received already after filtering. The filtering pro-
cess is done by looking at the frequency spectra of the sensor in a situation where the noise is the same as
during an impact. Such scenarios are the calm water runs, where the vibrations from the carriage are re-
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ceived by the model and the sensors. Such scenarios are present at the beginning of all runs where waves are
not yet encountered but the carriage is already running as well as in separate measurements. After observing
the frequency spectra of the noise and comparing that with the spectra which involves an impact, the signals
are filtered based on where significant noise was found. The filtering is done with a second-order Butterworth
filter in all cases.

Resistance wave probes have small noise spectra. In the noise spectra, some energy can be observed above
10 Hz and a clear peak can be seen in several runs above 25Hz. The energy during impact is concentrated in
lower frequencies, below 5 Hz. The signals of the resistance wave probes are filtered above 10 Hz.

The noise spectra of the total force sensor show peaks around 8 Hz and above 16 Hz till 110 Hz. The reso-
nance of the model is 8 Hz which explains the peak around that frequency. However looking at the impact
of the signal, the spectrum is more widespread around the resonance frequency. During the impact the vet-
ted surface area of the hull changes a lot, therefore its added mass varies significantly which influences the
resonance frequency. It is assumed that the energy shown in the spectra around the resonance frequency is
a result of this and can be tied to resonance phenomena therefore it should be filtered out. The noise spectra
contain energy for higher frequencies while there is insignificant or no energy for higher frequencies during
the impact. For the total force sensor, 6.0 Hz and higher frequencies are filtered out. For one series on which
the comparison was made can be seen in figure 4.2.

Figure 4.2: Power spectral density (PSD) of total force Ftot for all nominally identical repeated experiment in the W1_p20_Fr03 series
during and before impact, under calm water condition which is considered as the noise spectra of the sensor. The continuous lines are
the impact spectres and the dotted lines are the noise spectres

The force sensor of the box shows similar characteristics to the total force transducer. The noise spectra also
show a peak around 8 Hz and a peak around 100 Hz. The latter is close to its eigenfrequency, while the first is
a resonance induced from the model itself. Between these frequencies energy still can be found in the noise
spectrum. Looking at the spectra of the impacts, energy is spread to higher frequencies as compared to the
total force sensor. This is due to the abrupt impact which results in a jump in the force value. As to be able
to show such behavior the cut-off frequency is chosen at 15 Hz. With this, the resonance of the total model is
still present in the signals, but the resonance of the box itself and other noise is cut out.

Pressure sensors barely show any noise characteristics, but in most cases, a clean spike can be observed at
50 Hz. Looking at the density spectra during the impact the frequency is spread to higher frequencies as
compared to other signals which are important to incorporate and cannot be left out of the analysis. The 50
Hz spike is assumed to originate from the electrical network, therefore, it should be excluded. The applied
filter for the pressure sensors is a low-pass filter with a cut off frequency at 45 Hz.
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Figure 4.3: Power density spectra of P7 pressure sensor for all nominally identical repeated experiment in the W1_p20_Fr03 series during
and before impact, under calm water condition which is considered as the noise spectra of the sensor. The continuous lines are the
impact spectres and the dotted lines are the noise spectres

The wetness sensors are only filtered above 49 Hz to avoid interference of the electrical network. Looking at
the power spectra there is insignificant energy above 15 Hz. The applied filter for the pressure sensors is a
low-pass filter with a cut off frequency at 45 Hz.

The noise spectra of the accelerometers are quite small and only observed in high frequencies. There is some
energy in the low-frequency end, however, that is expected while sailing through calm water. The spread of
power in the noise spectra does not overlap with the power of the signal during the impact therefore frequen-
cies above 13 Hz are cut from the signal.

Ship motions are recorded through optical means and filtered before the data is retrieved by the computer.
Therefore, the motion signals do not require any further filtering. Carriage position trace and velocity are
obtained from the measurement wheel which provides pulses. The signals are smooth due to their nature,
therefore, they do not need filtering.

4.2. Distance variation
Distance variation was done by changing ∆x, representing the distance between the LCG of the ship and the
theoretical focus point of the wave at the focusing time. Five different ∆x were used in the experiments. The
focused wave was the same, containing the same energy, for all different∆x. Changing∆x resulted in impacts,
where the wave is in three characteristically different breaking stages: broken, breaking, and unbroken. In
figure 4.4, a representation of the impact with three different stages of the wave is shown schematically. Out
of the five distance variations, one resulted in impact with the wave in its breaking stage, where the wave is
breaking onto the bow (∆x = 1.5 m), two in unbroken impacts, where the wave is unbroken during the impact
(∆x = 1.0 m and ∆x = 0.5 m), and two with broken stage, where the wave is already broken (∆x = 0.50 m and
∆x = 2.5 m). The experiments were repeated five times for each ∆x.

(a) Broken stage, ∆x = 2.5 m (b) Breaking stage, ∆x = 1.5 m (c) Unbroken stage, ∆x = 0.5 m

Figure 4.4: Schematic representation of the focused wave and the ship for three characteristically different breaking stages of the focused
wave. Corresponding images from experiments for the three different impact types are also shown.

4.2.1. Forces
In figure 4.5 the forces for the five repetitions are presented for all the different ∆x. The forces on the ship as a
whole and the forces on only the superstructure are shown. Figure 4.6 shows the peak forces during the green
water event for the whole ship and for the superstructure.
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Figure 4.5: Comparison of forces of five green water events caused by the same focused wave in different breaking stage. The different
stages are achieved by changing the position of LCG of the ship with respect to the theoretical focal point of the breaking wave with ∆x at
the theoretical focusing time. In each case the time development of the mean value of the forces is shown for five repeated runs for each
different ∆x. The minimum and maximum value is also presented. The mean surge force is subtracted from the recorded total force.

The development of the force on the ship as a whole has only small differences between breaking stages. In
contrast, the forces on the superstructure vary greatly with the change of ∆x. Looking at the forces on the
superstructure, impacts of the wave in an initially unbroken stage (∆x = 1.0 m and ∆x = 0.5 m) result in an
initial peak-like force development, while impacts of broken stage (∆x = 2.0 m and ∆x = 2.5 m) do not display
such behavior. The impact of the breaking stage (∆x = 1.5 m) still displays initial spike-like force development.
However, the peak for the breaking impact is less pronounced compared with unbroken impacts. Table 4.3
shows the average of the maximum forces on the ship and the superstructure for all the different ∆x. The
average of the total impulse on the superstructure is shown as well. Looking at the values, there is a factor
of three difference in the impulse on the superstructure between different breaking stages. Looking at the
impulse data and the force development on the superstructure, it can be said that the impulse contained in
only the peak of the impact with the wave in unbroken stage (∆x = 1.0 m and ∆x = 0.5 m) is approximately
the same or even higher as the impulse contained in the total load of a broken stage impact. The change in
∆x appears to have a large influence on the development of the force on the superstructure and, therefore,
on the impulse.

Table 4.3: Average of maximum force on the ship as a whole (Ftot ) and on the superstructure (Fbox ), and the total impulse of the impact
on the superstructure (Ibox ). The average values are calculated from the five repeated runs for each different ∆x

∆x [m] 2.5 2.0 1.5 1.0 0.5

Ftot [N] 42.55 44.37 45.13 45.36 47.91
Fbox [N] 3.51 4.84 15.06 22.69 23.17
Ibox [N·s] 0.80 0.95 1.82 2.20 2.33

Comparison of the force peak and impulse on the superstructure between the two impacts with the wave in
unbroken stage (∆x = 1.0 m and∆x = 0.5 m) shows only a slight change in magnitude (see table 4.3). The force
development on the superstructure is similar for both cases. The maximum recorded force is only slightly
higher for ∆x = 0.5 m. This maximum force is potentially the maximum force exerted on the superstructure
in the sea state which is represented by the focused wave (see 2.3.2). Further investigation needs to confirm
that this is indeed the maximum force.

The encounter of the ship with the breaking wave in varying stages of breaking, leads to large variations of
impact force and impulse on the superstructure, but not to large variations of force and impulse on the ship
as a whole, see figure 4.6. Table 4.3 presents the maximum forces on the ship and the superstructure for
all ∆x. The coefficient of variation (CV, calculated as the fraction of the standard deviation over the mean
value CV = σ

µ ) is calculated for the maximum force on the ship and the superstructure recorded in the five
different ∆x shown in table 4.3. The CV of the maximum force on the ship is CVFtot = 0.04 while the CV of
the maximum force on the superstructure is CVFbox = 0.61. One order of magnitude difference is found in the
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Figure 4.6: Comparison of peak forces of five green water events caused by the same focused, breaking wave in different breaking stages.
The peak forces are shown for the ship as a whole (circular markers) and for the superstructure (triangular markers). The different stages
are achieved by changing the position of LCG of the ship with respect to the theoretical focal point of the breaking wave with ∆x at the
theoretical focusing time. In each case, the peak value of the forces is shown for five repeated runs for each different ∆x. The mean surge
force is subtracted from the total force.

variation of the forces on the entire structure compared to the local structure on deck. A small perturbation
in the input, such as the variation of ∆x, has a pronounced effect on local forces but not on the global loads
on the structure.

It is concluded from figure 4.5 and 4.6 and table 4.3 that the breaking stages of the focused wave have a
negligible effect on the total forces. At the same time, the influence on the magnitude and development
of forces on the superstructure is considerable. For the same energy input, the impact with a wave in an
unbroken stage (∆x = 1.0 m and ∆x = 0.5 m) leads to the most severe forces on the superstructure. Even
when the wave is in its breaking stage (∆x = 1.5 m), the impact force on the superstructure is not as high as
with wave impacts in an unbroken wave stage.

4.2.2. Pressures
Pressures were also recorded on the deck and the vertical wall of the superstructure during impacts. In figure
4.7 a comparison of pressures of three ∆x is shown. The three ∆x correspond with the three characteristically
different wave breaking stages (Fig. 4.4). The figure shows the pressures recorded on pressure sensor P5,
which is located on the deck, closest to the superstructure (Fig. 3.2). Each sub-figure shows the impact of a
different breaking stage. 4.7a shows the impact of the wave in broken stage (∆x = 2.5 m), 4.7b the impact in
the breaking stage (∆x = 0.0 m), and 4.7c the impacts in the unbroken stage (∆x = 0.5 m). Five repetitions
were done for each ∆x. The figures show the pressures for all five repetitions.
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(a) Broken wave stage, ∆x = 2.5
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(b) Breaking wave stage, ∆x = 1.5
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(c) Unbroken wave stage, ∆x = 0.5

Figure 4.7: Development of the pressure during impact for three characteristically different green water events. The different stages are
achieved by changing the position of LCG of the ship with respect to the theoretical focal point of the breaking wave with ∆x at the theo-
retical focusing time. The figure shows the pressure development on pressure sensor P5 (located on the deck close to the superstructure)
for all five repetitions of the three breaking stages.

Negative pressures can be observed in all three cases before or after the impact. Such negative pressures are
recorded when the sensor is getting wet, or the water is leaving the sensor. These negative pressures are due
to the sensors changing temperature. Other explanations such as accelerations are unlikely to cause such
pressures. The accelerations were measured on the bow and at the LCG and no significant accelerations were
seen at the appearance of the negative pressures.
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As can be seen in figure 4.7 the pressures recorded during the broken wave impact (∆x = 2.5 m) are close to
zero. Some degree of disturbance can be observed from 0.1 s due to the presence of water on the sensors. The
wave impact causes significant pressures for the other two shown events, where the wave is in its breaking
stage (∆x = 1.5 m) and its unbroken stage (∆x = 0.5 m). The pressure build-up is steep for ∆x = 1.5 m and
∆x = 0.5 m, but the pressure build-down changes between the two different breaking stages. In the case of
impact with the wave in its unbroken stage (∆x = 0.5 m), the pressure starts with a spike where the build-
down is as steep as the pressure build-up. The build-down turns into a more gradual decrease. The pressure
development shows that the pressure impulses are more significant for impacts with the wave in an unbroken
stage (∆x = 0.5 m). These observations are in line with the observation done on the force development on the
superstructure.

A second green water event happens when the bow submerges again in the water after sailing through the
focused breaking wave. For ∆x = 2.5 m, a pressure peak can be discovered around 0.9 s, which corresponds
with the second submergence of the bow. The loads caused by the second event can be seen for the other two
impacts as well. However, the pressure development for the second event is less pronounced than for the first
event. The second green water event has dam-break-like characteristics.

For all five ∆x the average maximum peak pressures are shown for each pressure sensor in figure 4.8. The
average of the maximum peak pressure is calculated from the five repetitions of the impact for all five∆x. Only
a slight change can be seen in the recorded pressures on the deck for different ∆x. Pressure sensor P5, which
was discussed earlier, is an exception. P5 is located on the deck but close to the bottom of the superstructure.
The pressure development and the changes in the maximum peak pressure of P5 resemble the pressures on
the superstructure more than the pressures recorded on the rest of the deck. This is important for the design
of ships: impacts on the wall of the superstructure facing the wave also cause pressure peaks on the deck.
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Figure 4.8: Comparison of the average of the maximum peak pressures recorded by pressure sensors during five green water events
caused by the same focused, breaking wave in different breaking stages. The different stages are achieved by changing the position of
the ship’s LCG with respect to the focal point of the breaking wave with ∆x. The vertical line separates the pressure sensors located on
the deck and the superstructure. Due to sensor failure during the experiments, some data are missing from the figure.

In figure 4.8 a notable difference can be seen in maximum pressures on the superstructure (P6 to P8) and
on P5 for different ∆x. The difference is between impacts of breaking and unbroken (∆x = 1.5 m, ∆x = 1.0
m, ∆x = 0.5 m), and broken stages (∆x = 2.0 m, ∆x = 2.5 m). The wave in broken stage (∆x = 2.0 m, ∆x =
2.5 m) exerts moderate pressures on the superstructure, approximately twice as large pressures as on deck
(excluding P5). Breaking and unbroken stages of the wave (∆x = 1.5 m, ∆x = 1.0 m, ∆x = 0.5 m) result in
pressures that reachpressures 10 times as large as what was recorded on the deck (excluding P5). The pressure
peak magnitudes recorded on the vertical wall for impacts with wave in breaking and unbroken stages (∆x =
1.5 m, ∆x = 1.0 m, ∆x = 0.5 m) can be approximately 5 to 13 times higher than that of the wave in its broken
stage (∆x = 2.0 m, ∆x = 2.5 m).

The pressure distribution on the vertical wall increases from top to bottom. Regardless of the breaking stage,
the largest pressures are recorded at the bottom of the superstructure on sensor P6. In the case of ∆x = 0.5
m (impact of a wave in an unbroken stage), the high-pressure area does not reach high elevations on the
superstructure. Pressures on higher elevations, P7 and P8, are smaller than recorded for the other two high-
impact cases (∆x = 1.5 m, ∆x = 2.0 m). Buchner [9] described the pressure distribution on the superstructure
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of a stationary FPSO during green water events. They observed that the pressures are the largest at the bottom
and decrease toward the top. He made these conclusions based on dambreak-like green water events on a
stationary FPSO. The present study shows the impacts of a breaking wave on a ship with an inclined bow and
forward speed. It can be concluded that these observations of pressure distribution are valid in the present
study as well.

A notable distinction in loads between impacts of breaking and unbroken (∆x = 1.5 m, ∆x = 1.0 m, ∆x = 0.5
m), and broken stages (∆x = 2.0 m, ∆x = 2.5 m) were presented. The distinction can be seen in both the
forces and pressures on the superstructure. It is hypothesized, the difference could be explained by looking
at the different kinds of energy contained in the wave. The wave in breaking or unbroken stage still contains
its kinetic and potential energy. Upon impact, this energy is transferred to the structure causing large forces
and pressures on the superstructure. During wave breaking, energy is transferred to rotational energy, and
the wave loses both kinetic and potential energy. Therefore, the wave cannot exert as much load on the
superstructure as in its unbroken stage. The kinetics of the wave was not studied in the present experiments.
Further research has to be done to verify this theory.

A considerable variation in loads is seen for the same energy input by only a small perturbation of changing
the distance of the ship’s LCG with respect to the focal point of the wave. Such a variation in the loads poses
a challenge in determining the maximum force for a specific sea state.

4.3. Change in speed
Besides the distance variation discussed above, experiments with three different vessel speeds were done.
The different velocities are represented with the Froude number (F r ). The synchronization of different speeds
needed extra attention as it had to be done in both space and time. The timing between the wave and the ship
for different speeds is described in chapter 3.3.2. The aim of the timing was to create impacts with the wave
in the same breaking stage for different speeds.

For each F r , five repetitions were done. In figure 4.9 the forces for all five repetitions are presented for all
three F r . The total force development is similar in all three cases, but the maximum total force on the ship
increases with increasing velocity, see figure 4.10. The force build-up on the superstructure for the lowest
speed, F r = 0.2, is similar to that of the impact of a wave in its broken stage (∆x = 2.0 m and ∆x = 2.5 m) as
presented in chapter 4.2. The impacts with the higher ship speed, F r = 0.4 resemble more the impact where
the wave is breaking on the bow, which is the case for F r = 0.3 (used in all ∆x variations).
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Figure 4.9: Comparison of forces of three green water events caused by the same focused, breaking wave for three different Froude
number (F r ) of the ship. For the three different F r the forces are shown for all five repeated runs. The mean surge force is subtracted
from the total force.

From figure 4.10 it can be seen that higher speed results in higher forces on the whole structure, as well as
on the superstructure, as we would expect. But it may be a too strong conclusion as the impacts for F r = 0.2
look more like impacts with a wave in a broken stage, leaving mainly the comparison between F r = 0.3 and
F r = 0.4.

The effects of the speed variation on the superstructure are more pronounced than on the total forces on the
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Figure 4.10: Comparison of peak forces of three green water event caused by the same focused wave for three different Froude number
(F r ). For the three different F r the peak value is shown for five repeated runs. The peak forces are displayed for the total ship (circular
markers) and for the superstructure (triangular markers).

ship. Table 4.4 presents the average of the maximum forces on the ship and the superstructure for all three
velocities. The change in total force from F r = 0.3 to F r = 0.4 is 6.5 N out of 45.13 N, a 14.4% increase. The
change in forces on the superstructure is 23.71 N out of 15.06 N, a 157.4% increase. The increase of the force
on the superstructure is more than can be explained solely by the different breaking stages. Therefore, the
ship’s forward velocity appears to have a large influence on the maximum force on a ship sailing through a
breaking wave.

Table 4.4: Average of maximum total force on the ship as a whole (Ftot ) and on the superstructure (Fbox ), and the total impulse of the
impact on the superstructure (Ibox ). The average values are calculated from all five repeated runs for each different F r .

F r [-] 0.2 0.3 0.4

Ftot [N] 42.21 45.13 51.63
Fbox [N] 3.82 15.06 38.77
Ibox [N·s] 0.90 1.82 3.04

In conclusion, looking at the results, it is believed that increasing the speed also affects the loads. The speed
increase affects the superstructure more than the global forces. Further investigation into the breaking stage
of the wave during impact with different velocities is needed to draw compelling conclusions.

4.4. Different waves
As a third and final variation, three different focused, breaking waves were created, all of which resulted in
a plunging breaking wave. The wave generation is described in chapter 2.3. To compare the impacts of the
three waves, each wave during impact had to be in the same breaking stage. The timing between the wave
and the ship was described in chapter 3.3.2. In all cases, the waves break on the bow, i.e., the wave is in a
breaking stage.

Five repetitions were done for each wave. Figure 4.11 shows forces for the five repetitions for all three different
waves. The total force on the ship and the forces on the superstructure are increasing with increasing wave
height, as expected. The increase has a similar tendency for both the force on the ship as a whole and for
the force on the superstructure as shown in figure 4.12. A similar initial spike-like force development can be
observed in all three cases on the superstructure. This spike magnitude and the impulse contained in the
spike are increasing with increasing wave height. The second part of the force build-down after the spike
is similar for all three waves. Increasing the wave height only increases the initial spike, but the impulse
contained in the rest of the impact remains approximately the same.

In conclusion, with the increase in wave height, the wave energy is increasing in the system. The forces
increased with the increase of wave energy on both the ship and the superstructure. The increase in force is
similar in both cases.



46 Chapter 4. Results and Discussion

2 1 0 1 2
50

0

50

100

F t
ot

 [N
]

Wave 1

2 1 0 1 2

Wave 2

2 1 0 1 2

Wave 3

2 1 0 1 2
Time [s]

0

20

40

60
F b

ox
 [N

]

2 1 0 1 2
Time [s]

2 1 0 1 2
Time [s]

Figure 4.11: Comparison of forces of three green water events caused by three different waves. In all cases the synchronization of the
wave and the ship was tuned so the wave is breaking on the bow of the ship. In each case the forces is shown for the five repeated runs.
The mean surge force is subtracted from the recorded total force.
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Figure 4.12: Comparison of peak forces of three green water event caused by three different waves. For the three different waves the
peak value is shown for five repeated runs. The peak forces are displayed for the total ship (circular markers) and for the superstructure
(triangular markers). The mean surge force is subtracted from the recorded total force.

4.5. Variability of results
The variability of the results is an important aspect to address during the experiment series, as breaking wave
impacts demonstrate large variability [8, 10]. Bullock et al. [10] reported that the force and pressures have a
large variability on nominally identical breaking waves on vertical walls. They found that the forces on the ver-
tical wall vary by up to an order of magnitude, while considering the impulse on the structure smoothens out
the variability. In their experiments the variability of the impulse is significantly smaller than the variability of
the peak force. Bos and Wellens [8] modelled a maritime structure as a pendulum suspended above the mean
free surface of a wave tank. They investigated the motion response of the pendulum under breaking waves.
They found that the variability of the global motion, hence the impulse, is always, with approximately one or-
der of magnitude, larger than the variability of the free surface elevation measured in front of the pendulum.
That is, the variability of the input is amplified in the output.

In the present study, too, variability in the results is introduced by the physical process, such as the breaking
of the wave and the violent flow on deck after impact. Table 4.5 shows the average value and the coefficient of
variation (CV) for all different experiment series. The average value and the CV is presented for the maximum
free surface elevation at the wave gauge in front of the ship ζ f r t , the maximum force on the ship Ftot , the
maximum force on the superstructure Fbox , and the impulse on the superstructure Ibox . The surface eleva-
tion at the front wave probe is considered as an input for the wave impact, and the other values in table 4.5
are taken as output. Figure 4.13 shows the relation between the input’s CV and the CV of three outputs. The
linear relation between input’s and output’s CV is presented as well.

A general trend can be discovered between the CV for the different values. The variability of the input, the free
surface elevation, is amplified by the loads on the superstructure. The highest CV is found for the maximum
force on the superstructure. The CV of the impulse on the superstructure is somewhat smaller, while the
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Table 4.5: Average (avg) and coefficient of variation (CV) of the maximum of the front wave gauge ζ f r t , the maximum force on the total
ship Ftot , the maximum force on the superstructure Fbox , and the impulse on the superstructure Ibox . The data shown was calculated
from all five runs in each series.

Series name
ζ f r t Ftot Fbox Ibox

avg CV avg CV avg CV avg CV

W1_d25_Fr03 148.73 0.0227 42.55 0.0364 3.51 0.1314 0.80 0.0625
W1_d20_Fr03 138.14 0.0163 44.38 0.0075 4.84 0.0887 0.95 0.0484
W1_d15_Fr03 118.82 0.0439 45.10 0.0110 14.88 0.1769 1.80 0.0710
W1_d10_Fr03 98.38 0.0159 45.26 0.0093 22.69 0.0469 2.20 0.0136
W1_d05_Fr03 96.10 0.0067 47.92 0.0091 23.17 0.0175 2.33 0.0092
W1_d19_Fr02 130.94 0.0160 42.21 0.0076 3.82 0.1278 0.90 0.0713
W1_d11_Fr04 110.75 0.0373 51.64 0.0102 38.77 0.0477 3.04 0.0295
W2_d20_Fr03 157.91 0.0470 69.19 0.0220 35.49 0.0659 3.38 0.0550
W3_d13_Fr03 223.96 0.0151 103.76 0.0177 70.31 0.0066 5.40 0.0284

lowest CV was found for the maximum force on the ship. The CV of the ship is even smaller than that of the
incoming wave.

Looking at the size of the ship with respect to the wave could explain why the smallest CV was found for the
forces on the ship as a whole. The ship is a large structure, and as the forces act along the whole length of
the ship, the variability in the waves is smoothened out. On the other hand, the forces on the superstructure
are a result of an instantaneous impact. The forces are dependent on the volume of water on deck, and the
kinematics of the wave [9]. Both the volume of the shipped water and the dynamics of the wave are depen-
dent on the instantaneous free surface elevation. Therefore, the force on the superstructure is dependent on
an instantaneous process. The variability of the free surface elevation is amplified, causing a one order of
magnitude higher CV for the forces on the superstructure than for the surface elevation. The impulse of the
impact reduces the variability somewhat for the peak force on the superstructure. It is, however, still greater
than the CV of the input in terms of the free surface elevation.
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Figure 4.13: Relation between the input coefficient of variation of the front wave gauges CVi n (ζ f r t ), and the CV of multiple outputs. The
CVout is shown for the outputs of the maximum force on the total ship Ftot , the maximum force on the superstructure Fbox , and the
impulse on the superstructure Ibox . The linear relation between the input CVi n (ζ f r t ) and the output CVout is plotted with black dashed
line. The shown data was calculated from all five runs in each series.

The presented characteristics of the variability are in line with the observations of Bullock et al. [10]. They
found that the variance of the total impulse contained in the impact is less variable than the peak force. Bos
and Wellens [8] found that the CV of the global response, hence the impulse, is one order of magnitude higher
than the CV of the incoming waves. In the present research, the CV of the impulse on the superstructure is
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also higher than the CV of the incoming waves. However, an order of magnitude amplification is not found.

Comparing the three articles, we may be able to explain the similarities and dissimilarities in variability. The
vertical wall is fixed. The pendulum and the ship both have degrees of freedom. But consider that the ship
was also held restrained in surge direction by means of its connection to the towing carriage. Both vertical
wall and ship as a whole are fairly large with respect to the height of the breaking wave. These similarities
between wall and ship may explain the similarities in variability in impulse, for both lower than the variability
of the incoming wave. The size of the pendulum was fairly small compared to the height of the breaking
wave, and so was the superstructure on the deck of the ship. The similarity in size between pendulum and
superstructure may explain the similarities in variability of the impact force on pendulum and superstructure,
being larger than the variability of the free surface elevation.

In conclusion, the global loads are less variable than local loads as the ship acts like a filter that reduces the
variability of incoming waves, which is considered as the input. Significant variability was recorded for the
peak forces on the superstructure. The integrated force, the impulse on the superstructure, is less variable
than the force magnitude itself. The variability of the loads shows similar characteristics to the variability of
breaking wave impacts on a fixed vertical wall. The similarity between the two experiments and, to a lesser
extent, similarity in experiments with the breaking wave impacts on a pendulum can be explained with com-
paring the size of the structure to the wave. The ship is large compared to the wave, and the variability of
the forces on the ship as a whole is smaller than the variability of the incoming waves. Whereas the super-
structure is small and the variability of the forces on the superstructure is larger than the variability of the
incoming waves.

4.6. Discussion of experimental results
In the chapters above, the post-processing of the experiments is described, and the results are evaluated. The
post-processing was done in two steps. First, the runs for each series are synchronized so the results can
be evaluated. Second, the measured signals are filtered. The experiments were conducted systematically,
where the position of the ship was varied with respect to the focus point of the breaking wave at the focusing
time. Using the same wave input resulted in green water events and loads on deck structure with different
characteristics caused by different breaking stages of the focused wave. The effects of different ship velocities
and different focused breaking waves were also explored in the experiments.

Five distance variations were done in the experiments. In all five cases, the wave was the same. However,
changing the distance, the breaking stage of the wave varied during impact. A considerable variation in loads
is seen for the same energy input by only a small perturbation of changing the distance of the ship’s LCG with
respect to the focal point of the wave. Such a variation in the loads poses a challenge in determining the
maximum force for a specific sea state.

It is believed that increasing the speed also affects the loads on the ship and the superstructure. The speed
increase affects the forces on the superstructure more than the global forces on the ship. However, due to the
timing of the vessel, the wave during impact is in a different stage. Therefore further investigation into the
breaking stage of the wave during impact with different velocities is needed to draw compelling conclusions.

Three waves with increasing wave heights were investigated. In all three cases, the wave was in a breaking
stage during impact. With the increase in wave height, the wave energy is increasing in the system. The
forces increased with the increase of wave energy on both the ship and the superstructure. The increase in
force is similar in both cases.

The variability of the impacts was also discussed. It was discovered that the variability of the incoming waves
is amplified. The variability of the forces and the impulse on the superstructure are greater than the variability
of the incoming waves. However, the variability of the maximum total force on the ship was negligible. The
characteristics of variability are similar to what was observed in breaking wave impacts on a fixed vertical wall
but differ from breaking wave impacts on a pendulum.



5
Conclusions

Conventional green water events can lead to severe consequences on ship structure and safety. At the same
time, to date, the severity of breaking wave impacts was only mentioned but not studied systematically. The
present research discussed green water loads caused by breaking waves on a ship at forward speed. The goal
of the research was to establish the effects of breaking waves on the load over the front deck and superstructure
of a ship at forward speed. Two research question were formed to investigate the problem, which this thesis
answers:

1. How can the fully nonlinear problem be modeled in experimental and numerical settings?

2. How does the loads on the ship react to changes in the settings such as

(a) changing the distance of the ship with respect to the breaking wave,

(b) varying the speed of the vessel, and

(c) using different waves.

Breaking waves and their propagation are nonlinear processes. Therefore the main focus in answering the
first research question was on creating breaking waves. Two methods were implemented. First, a numeri-
cal investigation was done on creating focused waves with prescribed characteristics. The goal was to create
a focused wave at a predetermined time and location in a 2D numerical wave basin. The nonlinear inter-
action between the wave components caused the focused wave to shift both in time and location from the
prescribed time and location. Corrections with third-order theory and iterative methods with component
phase and amplitude corrections were tried. However, no convergence to the target function was found. It
was shown that the leading wave reached a higher amplitude in a numerical environment than the focused
wave. Therefore, making this method unsuitable for creating breaking waves in a numerical setting.
After concluding that using the first method will not lead to breaking waves, another option was implemented.
Breaking waves were recreated from literature and created originally with heuristic methods in a physical
wave tank. Three waves were created in this manner. The characteristics of the waves, such as their focusing
location and time, were investigated with numerical simulations. The spectrum of each wave and its param-
eters, such as significant wave height and peak period, were retrieved from the simulations as well.

Novel experiments were conducted investigating focused breaking wave interaction with a ship at forward
speed to answer the second research question. Systematic experiments, in which the ship was sailing through
the breaking wave, varied the location of the ship’s LCG with respect to the focal point of the wave at the fo-
cusing time. Variations in ship speed and different focused breaking wave heights were also investigated.
Distance variation — First, the ship was sailed through a breaking wave where the position of the LCG of
the ship was changed with respect to the theoretical focus point of the wave at the focusing time. Five po-
sitions were investigated, one where the wave brakes on the bow of the ship, two where the wave is already
broken, and two where the wave is not yet broken. In all five positions, the wave was the same; therefore,
the wavemaker’s energy input was identical during all five series. In changing the position of the ship’s LCG
with respect to the focus point of the wave at the focusing time, significant variations were found in load
magnitude and development for the same wave energy input.Loads of wave impacts in a broken stage are
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characteristically different from the impacts caused by the wave in its breaking or unbroken stage. Forces on
the superstructure are high and spike-like for impacts with the wave in an unbroken stage. The lowest forces
were found for impacts of the wave in a broken stage. High, peak-like pressures are recorded on the super-
structure when the wave is in its unbroken stage. In contrast, the development of the pressure has a longer
duration, and the magnitude is smaller for impacts of the wave in a broken stage. Potentially the maximum
force on the superstructure was recorded for impacts with the wave in the unbroken stage. The results of the
study are a step towards establishing the highest possible green water loads for a given sea-state. For the same
energy input, the magnitude and development of the pressures change with the stage of the breaking wave,
which makes the determination of the maximum loads for a particular sea state challenging.
Change in speed — A preliminary conclusion seems to be that the forces on the ship and the superstructure
are increasing with the increase of the ship’s forward speed. This is as expected, but more investigation is
required to quantify the effect. The variation in speed has more significant effects for the load of the local
structure on deck than for the global forces on the ship as a whole.
Different waves — The ship’s interaction with three different focused, breaking waves with increasing wave
height were studied. In all cases, the wave was in a breaking stage during impact. With increasing wave height,
the wave energy increases in the system. As expected, more energy leads to increased forces on both the ship
and the superstructure. Increasing the wave energy has similar effects on the change of total force on the ship
and on the force on the superstructure.

Other aspects were investigated in the research such as the variability of the impacts and compared with
literature. The coefficient of variation (CV) of the impact on the superstructure is amplified with respect to
the CV of the incoming waves. On the other hand, the variability of the maximum force on the ship as a whole
is smaller compared to the incoming wave’s variability. Both the CV of the maximum force and impulse on
the superstructure are greater than that of the incoming wave. The variability of the impulse is smaller than
the CV of the maximum force. These results are similar to breaking wave impacts on a vertical wall and to a
lesser extent to the breaking wave impact on a pendulum. The similarity between the present study and the
breaking wave impacts on a fixed structure is explained by the size of the structure with respect to the height
of the breaking wave.



6
Recommendations

In this chapter, suggestions are made for future work. The recommendations are divided into two parts. First
recommended research in a breaking wave caused green water events are proposed, then practical recom-
mendations for experiments are presented.

• One of the difficulties encountered during the experiments was to create an accurate timing procedure
between the ship and the wave. This has practical and theoretical roots. There needs to be a clear defi-
nition of when the wave is breaking for a good timing procedure. This needs to be defined beforehand
for a better timing application, and the timing can be adapted to the definition. This will help in the
comparison of different waves and speed variations.

• A better comparison method needs to be created to understand further how the ship’s speed and dif-
ferent waves affect the loads. It is suggested that the distance variation of the ship to the wave is to be
investigated with different waves as well as with different speeds. This way, the correct impacts, which
result from different stages of the wave breaking, can be compared with each other.

• The investigated waves all had a larger wavelength than the ship. During the impact, the ship was
climbing up on the wave before the impact, and out-of-phase motions were not covered in this research.
The combination of larger ships or shorter waves is recommended in future research so the effects of
the out-of-phase motions can be understood.

• An important aspect of the researched phenomena was only mentioned in this research: the probability
of occurrence. It is essential to know what are the chances of a ship encountering a breaking wave
during its voyage. It is recommended that research is done on the probability of such wave encounters,
so ships can be designed accordingly.

Based on the experience during the experiments, recommendations are made for future setups for investigat-
ing loads of a breaking wave impact on a ship with forward speed:

• During the experiments, the timing of the carriage startup relied on human involvement, which inher-
ently introduces errors to the experiments. It is recommended for further experiments to automate
the timing between the wavemaker motions and the carriage motions. Automation will improve the
repeatability of the experiments. It is also recommended to measure the timing signals, which will help
in the synchronization of the data sets during post-processing.

• Due to the violent flow, high pressure, and large accelerations during impact, water got into places
where it was not expected. The violent flow during impact overshot the protective barrier/breakwater,
and water got into the hull of the ship. High pressures pushed water into small gaps, while accelerations
and the motion of the ship made water residing in the bottom of the hull reach electrical equipment.
Force sensors and pressure sensors became wet, and their signal unreliable.
It is recommended to take extra care during the design of the setup so no water can get to electrical
equipment or to use waterproof transducers.

• When determining the RAO of the ship, it is recommended to include the resonance frequency taking
into account the forward speed of the vessel.
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• In the force measurements, the natural frequency of the model is visible, which hinders the acquired
data. Due to the impact loads during a breaking wave impact, the force sensor’s resonance and setup
need to be taken into account. There is a trade-off to be made between the accuracy and the resonance
of the sensor. This needs careful evaluation before experiment setup.

• A good research facility where further research is done on the topic should provide solutions for the
above-listed problems. The facility be able to provide

– reliable wave generation even with short waves, or

– ability to run experiments with larger ship model,

– the (automatic) operation of both the wavemaker and the carriage from the same location, and

– a synchronized data acquisition system of stationary measurement and measurements on the
moving carriage.



A
ComFLOW

For numerical simulations, ComFLOW is used. ComFLOW is a numerical method that is based on the Navier-
Stokes equation and can simulate fluid flow with free surface [40]. The solver is based on the finite volume
discretization method. To resolve the free surface Volume of Fluids (VOF) method is used. ComFLOW has
been successfully implemented to simulate run-up, breaking wave, and green water events [29]. Here only
a short introduction will be made to the numerical tool. Full and detailed description can be found in the
online documentation [40] and in the thesis of Kleefsman [34].

A.1. Governing equations
ComFLOW solves the three dimensional fluid flow which can be described by the continuity equation and the
Navier-Stokes equation. For water, which is an incompressible Newtonian fluid, the equations are written in
general form as

∇·u = 0 (A.1)

∂u

∂t
+u ·∇u =− 1

ρ
∇p + µ

ρ
∇·∇u+F (A.2)

where t is time, u = (u, v, w) is the three dimensional velocity vector in x, y, and z direction, ρ is the den-
sity, p is the pressure, µ is the dynamic viscosity, and F = (Fx ,Fy ,Fz ) is the external body force vector which
in the present case reduces to gravity force. The continuity (A.1) and the Navier-Stokes (A.2) equation are
describing mass and momentum conservation respectively. The equations are defined and solved in the
three-dimensional domain Ω which has the boundary of ∂Ω.

A.2. Boundary conditions and free surface
For solving the Navier-Stokes equations boundary conditions are needed. At solid boundaries, no fluid can
go through the boundary and that the fluid sticks to the wall because of viscous effects. Therefore the velocity
at solid boundaries is u = uw , where uw is the velocity of the solid boundary.

The evolution of the free surface is determined with the following equation:

Ds

Dt
= ∂s

∂t
+ (u ·∇)s = 0 (A.3)

where the free surface position is given as s(x, t ) = 0. Boundary conditions at the free surface are also de-
fined for pressures and velocities. The continuity of the normal and tangential stresses are defined with the
following equations:

−p +2µ
∂un

∂n
=−p0 +σκ (A.4)

µ

(
∂un

∂t
+ ∂ut

∂n

)
= 0 (A.5)
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Here un and ut are the normal- and tangential component of the velocity at the free surface, p0 is the atmo-
spheric pressure, σ is the surface tension, and 2H represents the total curvature.

A.3. Numerical model
To solve the mathematical model the equations are discretized in space and time. The simulation domain σ

is covered with a Cartesian staggered grid where the equations are solved. The variables and pressures are
defined in the cell centers while the velocities on the cell boundaries.

Complex geometries can be represented in the Cartesian grid, therefore, cells can assume different character.
To represent the different characters edge and volume apertures are introduced which are responsible for
tracking which part of a cell is open to fluid flow. Moreover, the Volume of Fluid (VOF) function is introduced,
which represents the fraction of the cell which is filled with fluid. Depending of the values of the VOF function
and the apertures, each cell is categorized as boundary (B), empty (E), surface (S), and fluid (F) cells. In figure
A.1 an example is given which shows how the ComFLOW labeling works based on the VOF function.

F FF F BB

F FF F BF

S SS S FS

S EE E SS

E EE E EE

Figure A.1: Illustration of the labeling system of the Cartesian staggered grid in ComFLOW to distinguish different cell categories. The
boundary B cells define solid wall, E cells are empty, F cells are occupied with fluid and S cells contain the free surface.

The nonlinear convection term can be modelled using different discretization. The solver can implement first
and second order upwind, and second order central discretized. Using central discretization scheme a mod-
min flux limiter can be used as well. Central discretization is more accurate than first order upwind scheme,
and introduces less artificial diffusion in the simulation [34]. On the other hand, central discretization is less
stable compared with upwind schemes. However, applying flux limiter increases stability but also introduces
artificial diffusion.

A.3.1. Time step control
The discretization in time is done with a forward Adams-Bashforth method, leading to second-order accuracy.
The time step is controlled by the CourantFriedrichsLewy (CFL) condition. The CFL number is calculated as

C F L = max
i , j ,k

( ∣∣ui j k
∣∣δt

hx,i
+

∣∣vi j k
∣∣δt

hy, j
+

∣∣wi j k
∣∣δt

hz,k

)
(A.6)

where u, v, w are the velocity components, and hx ,hy ,hz are the mesh size in the corresponding direction.
The CFL condition is set to 0.4 < C F L < 0.85 which ensures that information in a cell can only travel to a
neighbouring cell in a time step.



B
Lines plane of the DSDS model nr. 523
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Figure B.1: Lines plane of the DSDS model nr. 523. The lines plan is retreived from the open access database of the DSDS series http:
//dsds.tudelft.nl [30]
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C
Dimensions of experimental setup

The experimental setup was described in chapter 3.2. The lines plane of the model is shown in appendix
B. In this appendix, the dimensions of the built superstructure and the placement of the sensors are shown.
Figure C.1 shows the relative position of the wave probes with respect to the ship. The dimensions of the
superstructure and its placement on the ship are shown in C.2. The arrangement of the pressure sensors on
the bow is shown in figure C.3. The figure shows the placement of the wetness sensors as well.

xship

1849

1140

yship

WpLCG

Wpfrt

Figure C.1: Placement of the wave probes at the side (WpLCG) and in front (Wpfrt) of the ship. All dimensions are in mm (not to scale).
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Figure C.2: Dimensions of the built superstructure and the position of the marker plate. All dimensions are in mm (not to scale).
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40 40 4045 12015

2x20

15

6P5
P4 P3 P2 P1

W4 W3 W2 W1

P6

P7

P8

Figure C.3: Placement of the pressure sensors and water probes on the front deck and superstructure. On the left figure, the front view
of the ship with the superstructure can be seen. The right figure shows the bow section of the ship in top view. All dimensions are in mm
(not to scale).



D
Comments on experiments

D.1. Malfunction of sensors
For each experimental condition, five repetitions were made to have a statistical data set for each scenario.
Although care was taken to seal the deck and prevent water from reaching sensors, some sensors did get wet.
Wet sensors resulted in sensor malfunction and erroneous results. Such was the case for the force sensors
and some pressure sensors. In case of force sensor failure, the run was repeated to have all five repetitions.
However, pressure sensor failure could not permanently be fixed due to lack of time. Therefore, some of the
pressure signals had to be excluded from further post-processing. A list of the excluded signals is shown in
table D.1.

Table D.1: Summary of pressure sensor failure for series or runs in failures. In all cases pressure sensor P3 was faulty, which is not
indicated separately for all runs.

Series name Comments

W1_d25_Fr03 Runs are good
W1_d20_Fr03 P2 pressure signal is unreliable for the series
W1_d15_Fr03 P2 pressure signal is unreliable for the series
W1_d10_Fr03 P1 and P2 pressure signals are unreliable for the series
W1_d05_Fr03 P1 and P2 pressure signals are unreliable for the series
W1_d19_Fr02 Pressures are not reliable for series
W1_d11_Fr04 Pressures are not reliable for series
W2_d20_Fr03 Pressure sensors are good
W3_d13_Fr03 Pressure measurements are not available for Run nr. 331 and 333

D.2. Motion sensor
The motion response was recorded with the Optotrak Certus system as described in chapter 3.2. A stereo
camera system was fixed to the carriage, and a marker plate was placed on the ship with LEDs. The camera
tracked the motion of the marker plate, reconstructing the motion of the ship.

An error was discovered in the calibration of the tracking system during the post-processing of the data. The
Certus motion tracing system was calibrated before experiments. The calibration process involved describ-
ing the position of the marker plate with respect to the ship’s CoG. During the calibration, the longitudinal
position of the marker plate was given with the wrong sign. Therefore the recorded signals were corrected in
the post-processing. The corrected heave motion is calculated as

ξ3 = ξ3,measur ed −2 ·a · sin(ξ5) (D.1)

where ξ3,measur ed is the measured heave motion with the wrong calibration, a = 516 mm is the longitudinal
distance between the ship’s CoG and the center of the marker plate (see Fig. C.2), and ξ5 is the pitch response
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of the model.

In some cases, the combination of the spraying water and the ship’s motions were unfavorable, and the cam-
era could not detect the marker plate placed on the ship. In these cases, the motion data is only partial and
reported only when the signal is complete. A significant part of motion data is missing for the experiments
with the two higher waves, Wave 2 (W2_p20_Fr03) and Wave 3 (W3_p13_Fr03), where the motions of the ship
are the largest.



E
Synchronization values of runs

The synchronization procedure for the runs is described in chapter 4.1.1. The procedure relies on the initial
location xi ni , the prescribed location of the ship’s LCG at the focusing time x(t = t f ocus ) = x f ocus+∆x, and the
position trace of the carriage s(t ). Based on these the focusing time t f ocus is calculated. The initial position
of the ship’s LCG and the focusing time are presented in table 4.1 for all five repetition in the nine series.

Table E.1: The focusing time of the wave and initial position of the ship’s LCG for different runs.

Series name Run Nr. xi ni [m] t f ocus [s]

W1_d25_Fr03 709 73.362 75.89
730 73.328 78.84
732 73.324 79.12
734 73.322 79.28
812 73.312 74.52

W1_d20_Fr03 707 73.364 80.30
722 73.342 81.14
724 73.338 75.90
726 73.334 75.48
728 73.330 78.72

W1_d15_Fr03 705 73.369 76.10
713 73.355 75.88
715 73.352 75.86
718 73.349 74.02
720 73.344 75.40

W1_d10_Fr03 711 73.358 75.88
905 73.274 75.27
909 73.267 74.16
921 73.249 73.10
923 73.246 75.85

W1_d05_Fr03 911 73.264 73.85
913 73.261 72.01
915 73.258 72.95
917 73.256 72.67
919 73.255 71.50

...
...

...
...

Series name Run Nr. xi ni [m] t f ocus [s]

...
...

...
...

W1_d19_Fr02 103 73.239 79.41
105 73.235 75.60
107 73.231 75.46
111 73.229 77.89
113 73.225 77.68

W1_d11_Fr04 115 73.225 70.15
117 73.221 73.08
119 73.221 72.50
121 73.216 73.91
123 73.214 75.34

W2_d20_Fr03 311 73.163 71.76
313 73.161 74.34
315 73.159 75.38
317 73.157 73.78
319 73.156 74.89

W3_d13_Fr03 325 73.150 73.86
327 73.149 75.70
329 73.148 75.86
331 73.145 73.46
333 73.144 76.24
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F
Motions

The general development of a green water event is similar in all cases. First, the ship climbs the wave until
the wave becomes steep, and the ship cannot follow the slope of the wave, resulting in the bow submerging in
the wave. The wave comes on deck resulting in an impact on the superstructure. The first green water event
happens. After the first impact, the ship comes out of the wave and plunges back to the wave trough with a
forward pitch. Here the bow submerges again, and a more conventional dam-break-like green water event
happens as water comes on deck again.
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(a) Heave response
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(b) Pitch response

Figure F.1: Comparison of heave and pitch motion response of the ship for five different green water events. The breaking wave is the
same in all cases (Wave 1), while the ship position is varied with ∆x to the breaking wave at the time of breaking. In each case, the
time development of the envelope of the maximum and minimum values are shown for the five repetition. In periods when error is
registered in the optical motion sensor due to spraying water and large motions, the data is not shown resulting in discontinuous motion
representation.

In figure F.1 the comparison of the pitch and heave motions can be seen for cases where ∆x was changed. ∆x
represents the distance of the ships LCG to the focusing location of the focused wave at the focusing time.
Looking at the motion response, it can be seen that there is hardly any change in the maximum positive,
forward pitch angle. In contrast, the maximum backward pitch varies with the distance (see figure F.1b). The
maximum forward pitch happens after the impact when the ship plunges back to the trough. The maximum
negative backward pitch angle is the lowest in the case where the wave is already broken, with a position shift
of ∆x = 2.5 m (series W1_d25_Fr03). When the ship climbs the wave in its unbroken stage (∆x = 2.5 m), the
backward pitch angle is the highest. On the other hand, when the wave is already broken (∆x = 0.5 m), the
pitch angle is the smallest.

In figure F.2 the comparison of motion response, when the ship velocity is varied, can be seen. Looking at the
motions response under different velocities, it can be seen that the maximum forward pitch angle decreases
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Figure F.2: Comparison of heave and pitch motion response of the ship for three different ship velocity. In each case, the time develop-
ment of the envelope of the maximum and minimum values are shown for the five repetition. In periods when error is registered in the
optical motion sensor due to spraying water and large motions, the data is not shown resulting in discontinuous motion representation.

with the increase of ship speed. As discussed in chapter 4.3, due to timing, the comparison is not perfect
and the wave is in a slightly different breaking stage during the impacts. The encountered wave is the same,
but the maximum heave motion is still smallest in the case of higher speed F r = 0.4. The found behaviour is
similar to the "tunneling" phenomenon, which was reported by Bennett et al. [6], as a ship under high-speed
sails through a focused wave without having significant pitch motion. They found that the maximum pitch
angle decreases with the higher speeds while the heave motion increases. The authors concluded that the
amount of water increases with the rise in the velocity of the ship and dampens out the pitch motion. It is
theorized that as opposed to the water on deck would influence the pitch motion, there are inertial effects
in play in this phenomenon. As the ship speed increases there is smaller time for the ship to respond to the
changes in free surface elevation, therefore, leading to a smaller maximum pitch motions.

This change in motions with the change of speed could affects the loads on the ship. With higher speed
the pitch is smaller during impact. The smaller pitch motion (and the smaller heave motion) increases the
relative wave height which results in higher volume of water on deck.

With the highest wave (Wave 3), there is an additional movement on the motion response at≈0.75s when com-
pared to the wave probe signal at the LCG. This indicates a nonlinear motion response. This phenomenon
can also be observed for impacts with Wave 1 and Wave 2, but it is the most dominant with the highest wave
impact, Wave 3. The impact happens earlier than the extra motion, at ≈-0.25s and the wetness sensor only de-
tects water on deck for a short period during impact. The second impact happens after ≈0.25s which can be
seen in both the wetness and the pressure signals. However, neither the first nor the second impact explains
the nonlinear motion response which is present in the heave, and more dominantly in the pitch motion. This
motion can be explained with the rapid change in the wetted surface, and wetted waterplane area while sail-
ing through a breaking wave. As the bow plunges back to the water it changes the waterplane area, therefore
the restoring coefficient varies largely for both heave and pitch motion. While the bow falling back to the
wave trough the wetted surface increases rapidly, resulting in additional movements as compared to the free
surface elevation. The wave elevation at the LCG and the nonlinear motion response of the ship can be seen
in figure F.3.

Significant drop can be observed in both Bow and LCG acceleration for all the runs after an acceleration peak.
This happens just before the wetness sensors get wet for a second time which indicates it is at the time when
the ship falls back to the water after it experiences the first breaking wave event. This phenomenon is the
most significant with the highest wave (W3_d15_Fr03 series) which can be seen in figure F.3

Nonlinear behavior in the motions was observed in all cases. Most significant is the reduction in pitch motion
with the increasing ship’s velocity. The reduction in motion is assumed to be from inertial effects and affects
the green water loads. Nonlinear motion behavior is identified after the wave impact when the ship comes
out of the wave crest and plunges back to the trough. The behavior is caused by the large change in wetted
area of the ship but does not affect the green water loads.
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Figure F.3: Free surface elevation at LCG (ζLCG ), heave (ξ3) and pitch (ξ5) motion response, and vertical acceleration at the LCG (aLCG ) of
the ship for impact with the highest wave, Wave 3 ( W3_p00_Fr03 series). All five repetition of the nominally identical event is presented.
In periods when error is registered in the optical motion sensor due to spraying water and large motions, the data is not shown resulting
in discontinuous motion representation of heave (ξ3) and pitch (ξ5)
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