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Table 1: Summary of the important symbols

Symbols Description

m Number of reference nodes
n Number of load nodes
e Number of edges
A Branch-nodal incidence matrix (gives the flow entering and leaving a node)
A1 Branch-nodal incidence matrix of the reference nodes
A2 Branch-nodal incidence matrix of the load nodes
Ak Branch-nodal incidence matrix of the branches in a loop
As Branch-nodal incidence matrix of the branches not in a loop
At Branch-nodal incidence matrix of the branches in the spanning tree
Ac Branch-nodal incidence matrix of the branches in the co-tree
k Number of loops
B Branch-loop incidence matrix
Bt Branch-loop incidence matrix of the branches in the spanning tree
Bc Branch-loop incidence matrix of the branches in the co-tree
p Pressures in the nodes
p1 Pressure in reference nodes
p2 Pressure in load nodes
q Flow rate on the edges
qk Flow rate in the loop branches
qs Flow rate in the branches that are not in a loop
qt Flow rate in the branches of the spanning tree
qc Flow rate in the branches of the co-tree
∆p Pressure drops over each edge
L Load at the nodes

∆q Correction to the flows
∆qc Correction to the chord flows
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1 Introduction

In recent years, there has been a renewed interest in district heating networks. These networks

supply the heat from a source, such as waste heat from a power plant, to different consumers,

such as residential houses. Using district heating networks could make the supply of heat

more sustainable. Therefore, district heating networks have become an inseparable part of

the infrastructure in many countries (Kuosa, 2013, p.450). In the renewed interest in district

heating networks there are three major challenges: energy savings on the demand side, efficiency

improvements in energy production, and the replacement of fossil fuels by various sources of

renewable energy (Kuosa, 2013, p.451). The advantages of district heating networks cover

practical, environmental, and safety aspects. They reduce pollutant and thermal emissions in

city areas. Moreover, they can increase safety conditions and eliminate the transportation of

fuel in city areas, by removing combustion systems at the final users of the thermal energy

systems. Furthermore, district heating networks allow the reduction of the occupied space and

maintenance at the final users of the thermal energy, by the absence of boilers (Ancona et al,

2014, p.1226).

Because of the many advantages of district heating networks it is worthwhile to the deter-

mine the flow trough the pipes in the networks in the most efficient and robust way. In this

thesis, the nodal method, the loop method and the loop-node method are considered in order

to make computer simulations. These computer simulations make it possible to investigate the

district heating networks and gas networks. The simulations allow us to predict the behaviour

of the hydraulic networks under different conditions. These predictions can then be used to

make decisions about the network in the real world (Osiadacz, 1988, p.25). The ability to eval-

uate the performance of different hydraulic networks is important for several reasons, such as

proper design, understanding the effects of dynamic changes, and to ensure meeting the demand

requirements within acceptable operational limits (Altman & Boulos, 1995, p.35).

In solving the flow distribution problem for district heating networks it is important to

examine the most efficient way to get the heat to the consumer. To determine this, district

heating networks can be described in an abstract, mathematical way. The most efficient way to

do this is graph theory, which is used in this thesis. The district heating network is modeled as a

graph with nodes and branches. Then, a steady-state load flow analysis is used to determine the

pressures and flows throughout the network, given a constant heat demand at the loads. The

4



loads are the locations where the heat leaves the district heating networks, for example a house.

This part of the analysis of the district heating network is called the hydraulic model. After

this, the thermal equations can be added, to determine the heat transfer through the district

heating network. This part of the analysis of the district heating networks is called the thermal

model. The design of a district heating network is also characteristic for other technical systems

such as natural gas distribution systems (Stevanovic et al, 2007, p. 1537).

Thus, gas networks have the same characteristics in analysis as the hydraulic model of district

heating networks. In general, the models are even derived from the same type of equations.

Namely, both networks are based on Kirchhoff’s first law, Kirchhoff’s second law, and a resistance

law. In fact, a gas low gauge pressure network analysis also hold for a network with water as

a carrier, such as a district heating network. The main difference between the models is the

pipe constant and the fact that for water the pressures are absolute pressures and for gas the

pressures are gauge pressures. Thus, other than these fact, is is possible to derive the models

using the same steps, the same analysis (Stevanovic et al, 2007, p. 1537).

The steady-state load flow analysis of the hydraulic model of the district heating network

consists of a system of nonlinear equations. The hydraulic resistance depends on the flow

rate, which is dependent on the friction factor, which is a complicated function of the relative

roughness and the Reynolds number. This leads to a system of nonlinear equations, which

means that the problem needs to be solved iteratively (Brkic, 2011, p.2952). In this thesis, the

Newton-Raphson method is used to solve the nonlinear equations. There are several methods

that each have different ways of solving these nonlinear equations. Overall, there are two main

groups of methods: (1) methods based on the solution of loop equations, and (2) methods

based on the solution of the node equations (Brkic, 2011, p.1954). In this thesis the three most

used methods will be examined, namely the nodal method, the loop method, and the loop-

node method. In solving the hydraulic model of district heating networks, the loop method is

mostly used. However, as stated before, gas networks have the same characteristics in design as

district heating networks. Interestingly, in gas networks the method mainly used in solving the

steady-state flow problem is the nodal method.

We see that both district heating networks and gas networks lead to nonlinear steady-state

load flow problems that need to be solved iteratively. Since the analysis of the models uses the

same steps, the description of gas networks as stated by Osiadacz (1987) is used. For this reason

we will call the networks hydraulic networks in this thesis. In both gas networks and district
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heating networks there is no clear reason for using the nodal method, the loop method, or the

loop-node method. Therefore, in this thesis, these methods are investigated. The goal is to

determine when to use which of these methods. In order to determine this, a comparison will

be made in terms of efficiency and robustness of the methods. This comparison will be made

in order to answer the question: For which network, with specific characteristics, is the nodal

method, the loop method, or the loop-node method preferred, if any is preferred?

In this thesis, the district heating networks and the gas networks are described. Then,

a mathematical description of the networks is given and a steady-state analysis is described.

Following this, the different methods, nodal, loop, and loop-node, are described. Finally, a

comparison between these methods is made, based on computer storage, sensitivity to starting

values, convergence properties, and computational time. This will lead to a conclusion on when

to use which method.

2 Description of the networks

2.1 District heating networks

A district heating network is a network in which heat from a source, such as a power plant,

is distributed through pipes to consumers, such as residential houses. Thus, a district heating

network consists of supply pipes, which transport hot water and distribute the hot water from

one or more heat source to several consumers, and return pipes that contain cooled water from

the consumers that is transported back to the heat sources (Stevanovic et al, 2007, p. 1537).

An example of such a district heating network is given in figure 1.

Figure 1: District heating network, Y-network (Kuosa et al, 2013, p.453))

A district heating network as given in figure 1 is also called a Y-network. These type

of networks are traditionally built in Finland. It is called a Y-network, since it consists of
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numerous Y-connections of three pipe branches. The mass flow rate is determined according

to the consumption of the different consumers, which is the demand at the loads. The supply

temperature is dependent on the outdoor temperature and the temperature of the water at the

source, such as a heating plant. The water flows at each of the consumers points are throttled

by control valves (Kuosa et al, 2013, p.252).

The drawback of Y-networks is that they need a large number of valves. For this reason,

another type of district heating network is designed, called a ring network, see figure 2. This

type of district heating network is suitable in case every consumer has their own centrifugal

pump, instead of a valve. In ring networks, every consumer in the district heating network has

equal pipe lengths, and therefore equal pressure losses (Kuosa et al, 2013, p.452).

Figure 2: District heating network, ring network (Kuosa et al, 2013, p.453)

District heating networks can also contain non-pipe elements. During the flow of hydraulics

through pipes, this flow loses part of its initial energy due to frictional resistance. This results in

a loss of pressure over each pipe. To control this loss of pressure over large networks, non-pipe

elements can be added to the network. One of these non-pipe elements is valves. In district

heating networks, water flows at local consumers are throttled by valves. The water flow has a

tendency to flow through the shortest routes, where the pipes have the lowest resistance. This

is why the valves of the closest consumers are throttled most in the network when compared to

those of the other consumers. This causes large local pressure differences and losses, which can

complicate the use of the network. District heating networks can also contain pumps. These

pumps are used to control the pressure in the network. There are two types of pumps, namely

a main pump and a pump at the consumers (Kuosa, 2013, p.452).
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2.2 Gas networks

A gas network is a network in which gas is distributed from a source to several different con-

sumers, also called loads. The gas network consists of pipes, through which the gas flows, and

loads, at which gas is consumed. There are different types of gas networks. The first type is

low-pressure networks. These are networks that operate between 0-75 mbar gauge (Osiadacz,

1987, p.76). The second type of networks is medium-pressure networks. These are networks

that operate between 0.75-7.0 bar gauge (Osiadacz, 1987, p.77). The third type of networks is

high-pressure networks. these are networks that operate above 7.0 bar gauge (Osiadacz, 1987,

p.78).

Just like district heating networks, gas networks can contain non-pipe elements. One of these

elements is valves, which control the flow through the pipes of the network (Osiadacz, 1987, p.33).

Another non-pipe element of gas networks is a pressure regulator, which automatically vary the

rate of gas flow through a pipe to maintain a (preset) outlet pressure (Osiadacz, 1987, p.26).

Gas networks can also include compressors, which compensate the loss of pressure in a network

(Osiadacz, 1987, p.17).

3 Mathematical description

To solve a problem involving a hydraulic network, graph theory is used. Any network can be

described by a set of matrices based on the topology of the network (Osiadacz, 1987, p.40).

All different hydraulic networks, whether gas or water, can be represented as a directed graph

(Abeysekera et al, 2016, p.993). Graph theory is used, since it enables the calculations to be

performed in the most simple way. Graph theory represents a network by means of incidence

properties of network components. An advantage of this is that the network representation is

explicit (Osiadacz, 1987, p.35). In a graph, the pipelines are represented as edges (or branches)

and the interconnections of the pipelines, loads, and sources are represented as nodes (Abeysek-

era et al, 2016, p.993). Here, a definite direction is assigned to each branch. This means that a

graph of a hydraulic network is a directed graph, where each branch has a certain ordered pair

of nodes (Osiadacz, 1987, p.36).

For the analysis of hydraulic networks it is necessary to make a distinction between two types

of nodes, because in each network there is at least one source, at which the pressure is known,

and the other nodes, the load nodes, at which the pressure is unknown. The first type of node
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is a reference node (or slack node). Mathematically, this node is referred to as the independent

node, on which all nodal and branch quantities are dependent. In hydraulic networks there

is a source node which is often used as the reference node since here, usually, the pressure is

known. Let the amount of reference nodes be denoted by m. The other type of node is the load

node, which are the points in the network where loads (positive or zero) are demanded on the

network. Here, a positive load a demand and a zero load represents for example a junction. Let

the amount of these nodes be denoted by n. For a steady-state condition the total load on the

network is balanced by the inflow into the network at the source node (Osiadacz, 1987, p.41).

In the case of a district heating network, or a gas network, we have a directed graph. Let the

total number of edges be denoted by e. Furthermore, the graph is connected, which means that

there is a path between any pair of nodes (Altman & Boulos, 1995, p.36). We can describe which

nodes are connected by which pipes, including the orientation of the edge, by a branch-nodal

incidence matrix. Let A denote the branch-nodal incidence matrix that has a row for each node

and a column for each edge (Arsene et al, 2004, p.63):

A(i, j) =


1, branch j enters node i

0, branch j is not connected with node i

−1, branch j leaves node i

The branch-nodal incidence matrix of the full network has m + n rows and e columns. This

matrix can be divided into other matrices. First, A can be divided into A1 and A2. Here,

A1 denotes the branch-nodal incidence matrix with m rows and e columns. This denotes the

incidence matrix of the reference nodes. A2 denotes the reduced branch-nodal incidence matrix,

which has n rows and e columns. This represents the network without the reference nodes.

Another way to divide A uses a spanning tree. A tree is a connected graph without loops.

In a tree there is one, and only one, simple path between each pair of nodes in a tree (Osiadacz,

1987, p.37). A simple path is a sequence of alternate nodes and branches which begins and ends

with a node, in which no branch occurs more than one time (Osiadacz, 1987, p.36). A tree of a

connected graph is called a spanning tree. This is a subgraph of the graph, which includes all its

nodes. The branches of a spanning tree are called tree branches and the branches of the graph

that do not belong to the spanning tree are called chords, which form a co-tree (Osiadacz, 1987,

p.37). Therefore, a spanning tree has its own branch-nodal matrix At and a co-tree incidence

matrix Ac, such that A = [At Ac] (Arsene et al., 2004, p.63).
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To obtain a spanning tree, different search strategies can be employed, such as the depth-

first search or breadth-first search. In this thesis, the breadth-first search is used to obtain the

spanning tree and the co-tree. This method selects a node v, often the reference node or source,

and then examines all the nodes that are incident to v. After this all the nodes u, that are

incident to each of the new examined nodes are examined. If for the node u it holds that it has

not been examined yet, the edge from v to u is added to the spanning tree, otherwise the edge

from v to u is added to the co-tree. Next, all the nodes incident to each of the nodes examined

before are examined. This is continued until all nodes have been examined (Osiadacz, 1987,

p.52). In this thesis, the function bfsearch of Matlab is used.

In a directed graph, loops can occur. A loop is a closed path which does not use the same

node more than once, except for the beginning and end nodes (Osiadacz, 1987, p.36). Let the

amount of loops be denoted by k, where k = e− (n+m) (Hamam & Brameller, 1971, p.1608)

The loops in a graph can be described by a branch-loop incidence matrix. Let B denote the

branch-loop incidence matrix that has a row for each loop and a column for each edge (Osiadacz,

1987, p.42):

B(v, w) =


1, if edge w has the same direction as loop v

0, if edge w in not in loop v

−1, if edge w has opposite direction to loop v

This matrix can also be expressed as B = [Bt Bc], where Bt contains the edges of the spanning

tree and Bc contains the edges of the co-tree. Furthermore Bt can be expressed using the

branch-nodal incidence matrix:

BT
t = −A−1

t Ac

4 Steady-state analysis

As shown before, hydraulic networks can be described by a directed graph. Here, steady-state

flow analysis of gas networks is used to compute the nodal pressures and pipe flows for the given

values of the reference nodes and the demand of the load nodes. A steady-state flow analysis

is an analysis independent of time, in which steady flow is assumed (Abeysekera et al, 2016,

p.992). The goal is to determine the pressures p at the nodes and the flow rate q through the

edges, given the pressure at the reference nodes p1 and the loads L at the nodes. It is important
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to note that for pressure it holds that the pressure drops along a pipe in the direction of the

flow. This is due to the loss of pressure to overcome friction. For this reason it is important to

define the pressure drop ∆p as the drop of pressure along a pipe. All these values need to satisfy

the pipe flow equations and the first and second Kirchhoff’s laws, which will be described below

(Abeysekera et al, 2016, p.993).

4.1 Kirchhoff’s first law

The flow rate q on the edges need to satisfy Kirchhoff’s first law. This law states that the

algebraic summation of the flow at any given node is zero. That is, the load at any node is equal

to the sum of the edge flows into and out of the node. In matrix form this can be written as

L = A2q (1)

Here, L is the load vector of dimension n, A2 is the reduced branch-nodal incidence matrix with

n rows and e columns, and q is a vector of dimension e that gives the flow rate in each branch

(Osiadacz & Pienkosz, 1988, p.1312).

4.2 Kirchhoff’s second law

The pressures p at the (load) nodes need to satisfy Kirchhoff’s second law. This law states that

the pressure drops around any closed loop is zero. In matrix form this can be written as

B∆p = 0 (2)

Here, B is the (k×e) loop-branch incidence matrix and ∆p is the vector of length e that expresses

the pressure drops across the edges. If the pressure drop over an edge that goes from node i to

node j is defined as ∆p = pi − pj , the pressure drop can be written as

∆p = −AT2 p

Here, A2 is the nodal-branch incidence matrix with n rows and e columns and p is the vector of

dimension n which gives the pressure at each node (Osiadacz & Pienkosz, 1988, p.1312).
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4.3 Pipe flow equations

The flow of gas through a pipe can be described by many different pipe flow equations. Since

the effects of friction are difficult to quantify, none of these pipe flow equations are universal

(Osiadacz, 1987, p.69). The pipe flow equations describe the relation between the pressure

drops ∆p over the pipes and the flow q through the pipes. This relation is derived from the

common pressure loss and continuity equations (Kuosa et al, 2013, p.454). To derive general

flow equations, several simplifying assumptions need to be made (Osiadacz, 1987, p.73):

1. Steady flow, so that the flow is constant along the pipes;

2. Isothermal flow due to heat transfer with the surrounding through the pipe wall;

3. Negligible kinetic energy change in the pipe;

4. Constant compressibility of the hydraulic over the length of the pipe;

5. Validity of Darcy friction loss relationship;

6. Constant friction coefficient along the pipe length.

The flow rate can be expressed as a function φ of the pressure drops:

q = φ(∆p) (3)

Conversely, the pressure drops can be expressed as a function ψ of the flow rates:

∆p = ψ(q) (4)

The relation φ or ψ depends on the type of hydraulic network that is described. The flow of

gas can vary in low-pressure, medium-pressure and high-pressure distribution systems (Osiadacz,

1987, p.73-74). For hydraulic network problems the relation is generally nonlinear (Hamam &

Brameller, 1971, p.1608). There are some commonly used pipe flow equations, dependent on

the pressure level that characterizes the gas network (Ociadacz & Pienkosz, 1988, p.1313).
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4.3.1 Lacey’s equation

For low-pressure networks which operate between 0-75 mbar gauge, Lacey’s equation is often

used. This equation is given by

∆p = pi − pj = Kq2

Here, K is Lacey’s coefficient K = 11.7 · 103 · L
D5 , with L the length of the pipe in meters and

D the diameter in millimeters of the pipe, and p is given in mbar and q is given in m3h−1

(Osiadacz, 1987, p.76-77).

4.3.2 The Polyflo equation

For medium-pressure networks which operate between 0.75-7.0 bar gauge, the Polyflo equation

is often used. This equation is given by

∆P = Pi − Pj = p2
i − p2

j = Kq1.848

Here, K is a constant given by K = 27.24 L
E2D4.848 , with L the length of the pipe in meters, E

an efficiency factor and D the diameter of the pipe in millimeters, and p is given in bar and q

is given in m3h−1 (Osiadacz, 1987, p.77-78).

4.3.3 The Panhandle ‘A’ equation

For high-pressure networks which operate above 7.0 bar gauge, the Panhandle ‘A’ equation is

often used. This equation is given by

∆P = Pi − Pj = p2
i − p2

j = Kq1.854

Here, K is a constant given by K = 18.43 L
E2D4.854 , with L the length of the pipe given in meters,

E an efficiency factor and D the diameter of the pipe given in millimeters, and p is given in bar

and q is given in m3h−1 (Osiadacz, 1987, p.78).
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4.3.4 The Weymouth equation

Another equation used for low-, medium-, and high-pressure networks is the Weymouth equation

(Osiadacz, 1987, p.79). The general pipe flow equation is given by:

Ψ(q) = K · qm1 (5)

Here, K is a pipe constant and m1 is the flow exponent given by :

m1 =


2, for low-pressure networks

1.848, for medium-pressure networks

1.854, for high-pressure networks

We see that for low-pressure networks we have:

∆p = pi − pj = Kq2 (6)

or

q = Sij

(
Sij(pi − pj)

K

) 1
2

(7)

where pi is the absolute pressure in node i and

Sij =


1, if pi > pj

0, if pi = pj

−1, if pi < pj

For the medium and high pressure networks we have

∆P = Pi − Pj = p2
i − p2

j = Kqm1 (8)

or

q = Sij

(
Sij(p

2
i − p2

j )

K

) 1
m1

(9)

where pi is the absolute pressure in node i

Sij =

 1, if Pi>Pj(pi>pj)

−1, if Pi<PJ(pi<pj)
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5 Solving a system of nonlinear equations

In this thesis, the Weymouth equation (5) is used as a pipe flow equation in the steady-state

flow analysis. The Weymouth equation is used, since it holds for low, medium and high pressure

networks. The Weymouth equation leads to a system of nonlinear equations that need to be

solved iteratively, which will be shown in section 6. There are different methods that can be

used to solving a system of nonlinear equations iteratively, such as the Newton-Raphson method

and the Hardy-Cross method. Since the Newton-Raphson method is the most commonly used

method, this method will be used in this thesis (Osiadacz, 1987, p.83).

5.1 Newton-Raphson method

Let the system of nonlinear equations be given by

f(x) = 0

for f : Rn → Rn and x ∈ Rn. For the nonlinear equations in this thesis, the variable x are the

pressures p or the flow q, depending on the method used (see section 6). The function f is then

given by equation (3) or equation (4). Then for fi the function and variable x = (x1, ..., xn), for

i = 1, ..., n we have:

fi(x1, ..., xn) = 0

To solve this system, the Newton-Raphson method requires a starting value for x, an initial

estimation to the final solution, called x0. Then, in each iteration, the first step is to calculate

f(xh). The second step is to determine the Jacobian matrix J(xh). Here, the Jacobian matrix

is given by (Osiadacz, 1987, p.86):

J(x) =



δf1
δx1

δf1
δx2

· · · δf1
δxn

δf2
δx1

δf2
δx2

· · · δf2
δxn

...
...

. . .
...

δfn
δx1

δfn
δx2

· · · δfn
δxn


The third step is to determine the next approximation of the final solution:

xh+1 = xh − (J(xh))−1f(xh)
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After this, the next iteration is started and the method returns to the first step. The Newton-

Raphson method continues making new approximations until the difference between the solu-

tions of the iteration h and the iteration h+ 1 is close enough. Depending on the method used,

the error can, for example, be given by ||xh − xh+1||2 < ε, for some ε small (Osiadacz, 1987,

p.87). In this thesis, the epsilon is taken as ε = 10−5. Furthermore, the iteration process in the

Newton-Raphson method is stopped when it reaches the 100th iteration, in order for the process

not to take too much time. Otherwise, the iteration process could take an infinite amount of

time, because the starting value could cause the process to diverge.

6 Solving the steady-state problem

There are several methods for solving the steady-state problem as described in section 4. In

this thesis, we take a look at the most used methods, which include the nodal method, the loop

method and the loop-node method. In this thesis, theory and computer simulations will be used

to compare the nodal method, the loop method, and the loop-node method.

6.1 Nodal method

In the steady-state problem the pressure p and the flow rate q needs to be calculated. The nodal

method focuses on the nodes in the network. This means that this method takes the pressure

at the nodes p as unknowns. For the flow equations, this method uses equation (3). Using

Kirchhoff’s first law (1), this gives the following set of equations (Osiadacz & Pienkosz, 1988,

p.1318): 
L = A2q

∆p = −AT p

q = φ(∆p)

where L is a vector of length n, q is a vector of length e, ∆p is a vector of length e, and p is a

vector of length n+m. Combining these equation gives

L = A2φ(∆p) = A2φ(−AT p)

Thus the nonlinear system of equations which needs to be solved is

A2φ(−AT p)− L = 0
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In the Newton-Raphson method, the first step is to make an initial approximation of the pres-

sures. There are several ways to do this (Osiadacz, 1987, p.106). The best way to do this will

be investigated in section 8.1.1.

The nodal error gives the imbalance of the approximation of the pressures. It is a function

of the nodal pressures, except for the reference nodal pressure (which is fixed). It is given by

F (p2) = A2φ(−AT p)− L

and it will tend to zero as the pressures approach their true values. As stated before, the Newton

Raphson method is used to approach the pressures p iteratively until the nodal errors are small

enough. That is, the Newton-Raphson process is continued until either ||F (p2)||2 < ε or 100

iterations are reached. The iterative scheme is given by (Osiadacz, 1987, p.106):

ph+1
2 = ph2 − (J−1)h(F (p2))h

with h the iteration number. Here, J is the Jacobi matrix defined by J = −A2 ·diag( 1
m1

q
∆p) ·AT2

(Osiadacz, 1987, p.108).

6.2 Loop method

The loop method focuses on the pipes in the network. This means that this method takes the

flow rate at the edges q as unknowns. For the flow equations, this method uses equation (4).

Using Kirchhoff’s first law (1), this gives the following set of equations (Osiadacz & Pienkosz,

1988, p.1314): 

L = A2q

∆p = −AT p

∆p = ψ(q)

B∆p = 0

where L is a vector of length n, q is a vector of length e, ∆p is a vector of length e, and p is a

vector of length n+m.

In the Newton-Raphson method, the first step is to make an initial approximation of the flow

pattern. In the loop method, the first initial flow pattern must be chosen to satisfy Kirchhoff’s

first law (Brkic, p.2956). In section 8.1.2 it is shown how this is done. Since the flow is an

approximation of the true values, a loop flow is introduced. This is the flow correction which is
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added to the first approximation to attain their true values. In general, the branch flows q are

a function of their initial approximations Q0 and of all the loop flows qk, given by

q = Q0 +BT qk (10)

where q is the approximation of the branch flows, Q0 is the initial approximation of the final

solution, and qk is the flow trough the pipes in the loops (Osiadacz, 1987, p.126).

The advantage of the loop method is that Kirchhoff’s second law (2) can be used, since this

decreases the number of equations that need to be solved. The loop method requires that a set

of loops is defined in the network (Osiadacz, 1987, p.125). This can be done by dividing the

matrix A2 in two matrices, namely A2 = [A2s A2k], where A2k is the nodal-branch incidence

matrix that consists of all edges that are in the loops. The same can be done for the flow, so

q = [qs qk], where qk are the flows of the branches in the loops and qs are the remaining branches

(Osiadacz & Pienkosz, 1988, p.1314). Combining Kirchhoff’s second law (2), equation (4), and

equation (10) we obtain:

B∆p = Bψ(q) = Bψ(Q0 +BT qk) = 0

where B is the branch-loop incidence matrix of dimension k rows by e columns. With this

equation the flow in the loops qk can be determined (Osiadacz, 1987, p.126). In each loop there

is a loop error, which is a function of all the loop flows. The vector of the loop errors is given by

F (q) = Bψ(Q0 +BT qk)

These errors will tend to zero as the loop flows approach their true values.

To solve the equations, the iterative Newton-Raphson method is used. The Newton-Raphson

process is continued until either ||F (q)||2 < ε, or 100 iterations are reached. The scheme that

needs to be solved is:

qh+1 = qh − (J−1)h(F (q))h

where h gives the iteration number (Osiadacz, 1987, p.127). J gives the Jacobi matrix defined

by J = BMBT with M = diag(m1Ki|qi|m1−1) (Osiadacz, 1987, p.129).
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6.3 Loop-node method

The loop-node method essentially solves the set of loop equations, just like the loop method,

so: f(q) = Bψ(q) (Osiadacz, 1987, p.148). For the loop-node method, the spanning tree needs

to be constructed. So here we obtain: A2 = [A2t A2c] and q = [qt qc], where A2c is the nodal-

branch incidence matrix that consists of all edges that are in the co-tree, A2t is the nodal-branch

incidence matrix that constists of all edges that are in the spanning tree, qc are the flows of the

branches in the co-tree, and qt are the flows of the branches in the spanning tree. Kirchhoff’s

first law (1) then becomes:

L = A2q = A2tqt +A2cqc

Which can be rewritten as:

qt = (A2t)
−1(L−A2cqc) = (A2t)

−1L− (A2t)
−1A2cqc (11)

This can be solved as long as (A2t)
−1 exists (Osiadacz, 1987, p.149).

The loop-node method does not actually solve the loop equations, but the loop equations

are transformed to an equivalent set of nodal equations which are then solved to give the nodal

pressures. These nodal pressures are used to calculate the corrections to the chord flows ∆qc

(the branches of the co-tree), and the branch flows are then obtained from them by using

equation (11). Using the Newton-Raphson method, this process is repeated iteratively until the

final solution is obtained. This happens when the corrections to the chord flows are less then

some error, namely when ||∆qc||<ε, or when 100 iterations are reached. For each iteration the

correction ∆q is given by

∆qh = (Rh)−1(∆ph+1 −∆ph) = (Rh)−1(−AT ph+1 −∆ph) (12)

where h is the iteration number and R is given by R = m1K|q|m1−1, with K a pipe constant

(Osiadacz, 1987, p.151). Furthermore, we know that:

−AT p = −A1p1 −A2p2 = ∆p

where p1 is a vector of unknown pressures in the load nodes and p2 is a vector of the known

pressure(s). Using this and equation (12) we obtain than the nodal pressures ph+1 can be
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calculated using the Jacobian matrix J = −A2diag(R−1)AT2 , namely

ph+1 = J−1(A2R
h(∆ph +AT1 p1))

where p1 is the pressure of the reference node and A1 is the matrix A with only the rows of the

reference nodes. The new values of the chord flows are then given by

qh+1
c = qhc + ∆qhc

where ∆qhc is the part of ∆qh that is in the co-tree (Osiadacz, 1987, p.152).

7 Theoretical comparison

In order to determine when best to use which method, a comparison will be made between the

nodal method, the loop method, and the loop-node method. The goal is to determine what type

of network needs what type of method. In this section, a theoretical comparison will be made.

After this, a comparison will be made by doing some computer simulations, which is done in

section 8.

7.1 Computer storage

Every computer program requires storage from the computer. The larger the data used, the

more storage is needed. For large networks, it can be worthwhile to use methods to decrease the

amount of storage needed. One of these methods is to use the fact that the Jacobi matrix in the

three methods is sparse. A matrix is sparse if it contains a large quantity of zero elements. In

that case specials methods can be used to operate on the non-zero elements only and not save

the zero elements to the computer (Osiadacz & Pienkosz, 1988, p.1987). This can become more

worthwhile when the number of nonzero elements increases, such as for the Jacobi matrix that

is used in the different methods. To determine the sparsity of the Jacobi matrix, the sparsity

coefficient can be used. This gives the proportion of zero coefficients in the Jacobi matrix

(Osiadacz, 1987, p.110).
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7.1.1 Nodal method

The Jacobi matrix of the nodal method is square (n×n) and symmetrical. An advantage of the

nodal method is that its Jacobi matrix will contain many elements with a zero coefficient. For

the nodal Jacobi matrix, its sparsity coefficient depends only on the structure of the network

and is therefore a constant (Osiadacz & Pienkosz, 1988, p.1318). In fact, the sparsity coefficient

of the nodal coefficient matrix is given by

1− n+ 2b

n2

where b is the number of branches in the network that connect any two load nodes (i.e. without

the branches that connect to the reference node) (Osiadacz, 1987, p.110).

7.1.2 Loop method

The Jacobi matrix of the loop method is square (k × k) and symmetrical. The loop method

defines loops and the sparsity in the Jacobi matrix is highly dependent on the method of loop

generation. For networks without loops, the loop Jacobi matrix is not defined. This is because

for networks without loops the loop method does not require any number of iterations in the

iterative process, as will be shown later in this thesis. Therefore, the sparsity coefficient for

networks without loops is not defined. For networks with loops, the defined loops should be the

ones which are least interconnected, leading to a Jacobi matrix with a high degree of sparsity.

The sparsity coefficient of the loop method is given by

k + 2ik
k2

where ik is the number of loops that share one or more common branches. Thus, to ensure a

high degree of sparsity in the Jacobi matrix the definition of the loops is important (Osiadacz,

1987, p.130). However, in general it is very difficult to define the loops that will give maximum

sparsity in an automatic and efficient way (Osiadacz, 1987, p.132).

7.1.3 Loop-node method

The Jacobi matrix of the loop-node method is square (n×n) and symmetrical. In fact, this matrix

has identical symmetry and degree of sparsity as the nodal Jacobi matrix of the nodal method.
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Thus the Jacobi matrix of the loop-node method contains many zero elements (Osiadacz, 1987,

p.155).

7.1.4 Final remarks

As shown, the three methods use two different Jacobi matrices. Namely, the nodal Jacobi

matrix for the nodal method and the loop-node method, and the loop Jacobi matrix for the

loop method. The sparsity coefficient of the nodal Jacobi matrix is larger than the sparsity

coefficient of the loop Jacobi matrix in each case. This means that the nodal method and the

loop-node method require less computer storage for large networks than the loop method. For a

good loop-generation method, the loop method will still require more computer storage, but the

difference with the nodal method and the loop-node method will be smaller than in the case of a

bad loop-generation method. However, to make a good loop-generation method is very difficult.

Thus it is reasonable to conclude that in terms of computer storage the loop method is worse

than the nodal method and the loop-node method for every size network (Osiadacz, 1988, p.30).

7.2 Sensitivity to starting values

For all methods, one of the requirements is to have a starting value. For the nodal method

this means an initial estimation of the pressures at the nodes. For the loop method and the

loop-node method this means an initial estimation of the flow through the pipes. A “good”

starting value can lead to fast convergence to the final solution, whereas “bad” starting value

can lead to a slow convergence to the final solution or even divergence.

7.2.1 Nodal method

For the nodal method, it is required to make an initial estimation to the pressures in the

nodes. This estimation does, in theory, not have to follow any requirements. Thus the initial

approximation can, in theory, be anything. However, in practice, this is not the case. The nodal

equations described in section 6.1 lead, with the Weymouth equation, to a pipe flow equation of

the form of equations (7) and (9). The terms in these equations are square-root for low-pressure

networks and close to square-root for medium- and high-pressure networks. This means that if

the initial values are too far removed from the final solution, the iterative process will diverge

(Osiadacz, 1987, p.109). Therefore, for the nodal method it is important to take a good starting

value.
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7.2.2 Loop method

The loop method has good convergence characteristics. The loop equations, with the Weymouth

equation, gives the pipe flow equation as in equations (6) and (8). The terms in these equations

are quadratic for low-pressure networks, and nearly quadratic for medium- and high-pressure

networks. This leads to fast convergence and insensitivity to the starting values (Osiadacz, 1987,

p.136). Thus it is not that important what the starting value is for the loop method, as long as

it satisfies Kirchhoff’s first law (Brkic, 2011, p.1956).

7.2.3 Loop-node method

For the estimation of the flow through the pipes in the loop-node method it is only required to

estimate the flow in the chords. To make this estimation, Osiadacz (1987, p.155) takes the value

of 0.5m
3

h for the chord flows of a specific network (network 6 in appendix A). In section 8.1.3 we

will see that this is actually a reasonable value to use for other networks as well. Then, using

Kirchhoff’s first law, the flow trough all pipes can be determined, making sure that the initial

approximation satisfies the flow balance at each node. It is important that the initial values

of the chord flows are not zero, because if they were zero the value of R (see section 6.3) will

be zero, resulting the Jacobi matrix to have entry values that are infinity, which is impossible

(Osiadacz, 1987, p.155).

The loop-node method corrects the flows through the chords, which are equivalent to the

loop flows of the loop method. This means that the fast convergence of the loop method also

hold for the loop-node method (Osiadacz, 1987, p.150). This means that for the loop-node

method it also is not that important what the starting value is, as long as the flows through all

the pipes satisfies Kirchhoff’s first law.

7.2.4 Final remarks

Thus, we see that the loop method and the loop-node method are not sensitive to starting values.

The loop-node method even has a preset starting value, which leads to fast convergence. The

nodal method on the other hand, is very sensitive to starting values. If the starting values are

too far removed from the final solution, the iterative process will even diverge. It is important

to investigate how sensitive the nodal method is. Furthermore, it is interesting to see if there is

a reasonable starting value that works, independent of the network that needs to be solved.
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7.3 Computational time

The computational time gives the amount of time needed by the computer to do a simulation. For

the nodal, loop, and loop-node method this is dependent on several properties of the methods.

The first property of the methods that influences the computational time is the sparsity of the

Jacobian matrices, as stated in section 7.1. This would lead us to conclude that the loop method

requires the most computer storage and thus more computational time than the nodal method

and the loop-node method.

Another property that influence the computational time is the number of equations that

needs to be solved in the iterative process. In the loop method and the loop-node method,

which are both based on the loop equations, the number of equations that need to be solved is

the total number of loops k, whereas the number of equations that need to be solved for the

nodal method is the total number of load nodes n. This means that the number of equations

that needs to be solved for the nodal method is the most of the three methods (Stevanovic et al,

2007, p.1537). Furthermore, the loop-node method has more matrix-vector equations than the

loop method (Osiadacz & Pienkosz, 1988, p.1317). Thus, the loop method has the least amount

of equations that needs to be solved. This means that the loop method should be the fastest in

solving the iterative Newton-Raphson process, whereas the nodal method should be the slowest

in solving this process.

Something else that influences the computational time is that the loop method and the loop-

node method both require a loop generation method. This requires computations, which for a

“bad” loop generation method can take much longer. The loop method also needs to compute

the branch-loop matrix B, which also requires extra computations (Osiadacz & Pienkosz, 1988,

p.1318).

8 Computer simulations

So far we have seen the theoretical comparison between the nodal method, the loop method, and

the loop-node method. In this section computer simulations will be done to show the differences

between the methods. In order to do this, several different networks are used that represent

different types of networks. These networks are shown in Appendix A.
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8.1 Sensitivity to starting values

The theoretical comparison in section 7 showed that there is a difference between the nodal

method, the loop method, and the loop-node method when talking about sensitivity to starting

values. According to this, the nodal method is very sensitive to starting values, whereas the loop

method and the loop-node method are not sensitive to starting values. Computer simulations

can show if this is really the case. Furthermore, computer simulations can show what would be

a good starting value for each method, independent of type of network.

8.1.1 Nodal method

As stated before, the nodal method diverges if the initial values are too far removed from the

final solution. This means that for the nodal method it is important to take a good starting

value. In order to investigate what would be a good starting value for the nodal method, there

are different types of starting values to look at. Note that in a network there is at least one

node at which the pressure is known. It is important not to vary this given pressure value in

the starting value. If this pressure is set at a different value, a different solution will be reached.

What the other values can be will be investigated below.

One type of starting value is to take every value in the starting value equal to the known

pressure in the reference node. This will result in a vector in which every value is the same (and

equal to the known pressure). Doing this will result in a singular Jacobian matrix, which means

that no solution will be reached. The Jacobian matrix will be singular since, by the Weymouth

equation, the vector of the flows q and the vector of the pressure drops ∆p will both be a vector

consisting of zeros, see equation (9). As a consequence, the nodal Jacobian matrix, given by

J = −A2 · diag( 1
m1

q
∆p) · AT2 , will be a matrix containing NaN’s, since we are dividing by zero.

This will lead to a singular Jacobian matrix.

Another type of starting value is to take every value in the starting value, except the known

pressure at the reference node, equal to each other, but not equal to the pressure at the reference

node. This will also result in a singular Jacobian matrix, which means that no solution will be

reached. This is also a result of the Weymouth equation (7), since this will result in a vector of

the flows q and a vector of the pressure drops ∆p, both with many zero values, except at the

edges that are connected to the reference node. As a consequence, the nodal Jacobian matrix,

given by J = −A2 · diag( 1
m1

q
∆p) · AT2 , will be a matrix containing NaN’s, since we are dividing

by zero. This will lead to a singular Jacobian matrix.
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Now, it is interesting to look at what happens when every value in the starting value is taken

differently. It is reasonable to assume that the pressure will decrease in the pressure vector p.

So, first, let the pressures be a vector of dimension n + m in which all values are equal to the

known pressure, denoted by p1 ·ones(n+m). Then, we subtract from this vector a vector from 0

to n, with increments of 1, denoted by (0 : n), multiplied by a percentage of the known pressure.

The results of this are shown in figure 3 and figure 4.

Figure 3: Convergence plot of the starting values for the nodal method using a vector with only the
known pressure, denoted as p1 · ones(n+m, 1), minus a vector from 0 to n, with increments of 1, denoted
as (0 : n) times a percentage of the known pressure, for a network with loops (network 6)

Figure 4: Convergence plot of the starting values for the nodal method using a vector with only the
known pressure, denoted as p1 · ones(n+m, 1), minus a vector from 0 to n, with increments of 1, denoted
as (0 : n) times a percentage of the known pressure, for a network without loops (network 7)
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From these figures, it is visible that for a greater percentage of the known pressure, the

iteration number increases fast. This is also visible in table 2. From this table it is also clear

that all these number of iterations are not small. In fact, in most cases the number of iterations

is large. Furthermore, the number of iterations differ between the different starting values, even

though the difference between the starting values is small. This would lead us to believe that

none of these starting values are “good” staring values to use in the nodal method for arbitrary

networks.

Table 2: Number of iterations for the starting values for the nodal method approaching zero, using a
vector with only the known pressure, denoted as p1 · ones(n + m, 1), minus a vector from 0 to n, with
increments of 1, denoted as (0 : n) times a percentage of the known pressure

Number of iterations

Starting value Network with loops Network without loops

p1 · ones(n+m, 1)− (0 : n) · 0.001 · p1 15 7
p1 · ones(n+m, 1)− (0 : n) · 0.0025 · p1 21 13
p1 · ones(n+m, 1)− (0 : n) · 0.005 · p1 29 24
p1 · ones(n+m, 1)− (0 : n) · 0.0075 · p1 32 36
p1 · ones(n+m, 1)− (0 : n) · 0.01 · p1 29 47
p1 · ones(n+m, 1)− (0 : n) · 0.015 · p1 40 70
p1 · ones(n+m, 1)− (0 : n) · 0.02 · p1 46 94
p1 · ones(n+m, 1)− (0 : n) · 0.04 · p1 70 100+

Thus, we have seen that taken a relative difference from the known pressure as a starting

value does not result in a starting value we can take for an arbitrary network. Another possibility

for a starting value is taking a vector consisting of only small values, or taking a vector consisting

of only large values. Since the pressure will decrease in the network, taking large values will not

result in a “good” starting value. Thus we will look at a vector consisting of small values.

In this case the unknown pressures are taken as a vector from 1 to n, with increments of

1, denoted by (1 : n). This vector is then multiplied by something small, such that the vector

consists of values close to zero. In this case the final solution is reached. Here, we look at the

absolute difference. Since the known pressures for network 6 and network 7 are in the order of

103, this difference is large enough to know it reasonable to talk about. The results are shown

for a network with loops and a network without loops, as shown in figure 5 and figure 6.
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Figure 5: Convergence plot of the starting values for the nodal method approaching zero, using a vector
from 1 to n, with increments of 1, denoted as (1 : n), for a network with loops (network 6)

Figure 6: Convergence plot of the starting values for the nodal method approaching zero, using a vector
from 1 to n, with increments of 1, denoted as (1 : n), for a network without loops (network 7)

In these figures it is clearly visible that the investigated starting values all need about the

same number of iterations to reach the final solution. This is also visible in table 3. It is

interesting to note that the number of iterations needed by all these starting values is very close

to each other. Furthermore, the number of iterations needed to reach the final solution is not

high. This means that taking one of these starting values as starting value will be a good initial

approximation in many different networks. In fact, going forward in this thesis we will take

(p1, (1 : n) · 1e− 01) as the starting value for the nodal method for every network.
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Table 3: Number of iterations for the starting values for the nodal method approaching zero, using a
vector from 1 to n, with increments of 1, denoted as (1 : n)

Number of iterations

Starting value Network with loops Network without loops

(p1, (1 : n) · 1e− 01) 7 8
(p1, (1 : n) · 1e− 02) 7 8
(p1, (1 : n) · 1e− 03) 8 8
(p1, (1 : n) · 1e− 04) 8 8
(p1, (1 : n) · 1e− 05) 8 8
(p1, (1 : n) · 1e− 06) 9 8
(p1, (1 : n) · 1e− 07) 9 8
(p1, (1 : n) · 1e− 08) 9 9

Another starting value for the nodal method to look at is when only a small deviation from

the final solution is taken. In this case, the pressures from the final solution at all nodes is taken.

Then for all these values, except values at the reference node, we have taken this value plus or

minus some percentage of the known pressure at the reference node. First, we take a look at

the final solution plus some percentage of the pressure at the reference node. The results of this

are shown in figure 9 and figure 10.

Figure 7: Convergence plot of the starting values for the nodal method: final solution plus some
percentage of the reference pressure, for a network with loops (network 6)
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Figure 8: Convergence plot of the starting values for the nodal method: final solution plus some
percentage of the reference pressure, for a network without loops (network 7)

From these figures it is visible that the number of iterations increases as the starting value

differs more from the final solution. This is also visible from table 4. However, it is also visible

that the process of the nodal method does not diverge for these networks, even though the

starting value is taken far from the final solution.

Table 4: Number of iterations of starting values for the nodal method: final solution plus some percentage
of the reference pressure

Number of iterations

Starting value Network with loops Network without loops

Final solution 1 1
Final solution + 1% 3 4
Final solution + 10% 4 5
Final solution + 50 % 7 8
Final solution + 75 % 10 9
Final solution + 100 % 8 12
Final solution + 150 % 9 15
Final solution + 200 % 9 18

That the nodal method does not diverge for these networks is also visible if we take a look

at the final solution minus some percentage of the pressure at the reference node. The results of

this are shown in figure 9, figure 10, and table 5. We see that similar results are obtained when

the final solution is taken minus some percentage of the pressure at the reference node is used.
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Figure 9: Convergence plot of the starting values for the nodal method: final solution minus some
percentage of the reference pressure, for a network with loops (network 6)

Figure 10: Convergence plot of the starting values for the nodal method: final solution minus some
percentage of the reference pressure, for a network without loops (network 7)
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Table 5: Number of iterations of starting values for the nodal method: final solution minus some
percentage of the reference pressure

Number of iterations

Starting value Network with loops Network without loops

Final solution 1 1
Final solution - 1% 3 4
Final solution - 10% 4 5
Final solution - 50 % 5 7
Final solution - 75 % 5 7
Final solution - 100 % 6 7
Final solution - 150 % 7 10
Final solution - 200 % 11 13

From these last figures and tables, we see that the nodal method is not as sensitive to the

starting values for these networks. This contradicts what stated in section 7.2, where we stated

that the nodal method is sensitive to the starting values. This can lead us to think that network 6

and network 7 are very robust networks, that do not give a good representation of the sensitivity

of the nodal method to the starting values.

8.1.2 Loop method

To estimate the flow through the pipes for the loop method there is a simple method to use.

This method is to use Kirchhoff’s first law (1). Since the loads at the nodes are known and the

branch nodal incidence matrix is known, it is possible to obtain an initial approximation to the

flow through the pipes, namely one of the infinite number of flow combinations. In this thesis,

this is done by using:

Q0 = A2\L

Consequently, this initial approximation ensures that a flow balance exists at each node, which

is a requirement of the loop method.

8.1.3 Loop-node method

As stated before, Osiadacz (1987, p.155) takes the chords flows at the value of 0.5m
3

h . After that,

using Kirchhoff’s first law, the flow trough all pipes can be determined, making sure that the

initial approximation satisfies the flow balance at each node. To show that this indeed makes

a reasonable initial approximation, we can take a look at different starting values for the chord

flows for a network with loops (network 6), as shown in figure 11. Here it is visible that for

values smaller than 0.5m
3

h the convergence is similar. For larger values however, the convergence
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becomes less fast for values larger than or equal 1000. This means that taking too large values

for the starting value of the chord flows would not be optimal.

Figure 11: Convergence plot of Newton-Raphson for different starting values of the chords for the
loop-node method (for network 6)

Furthermore, to show that 0.5m
3

h would indeed be a reasonable starting value for the chords

for different type of networks we can look at the number of iterations needed to obtain the final

solution as shown in table 6. Here only the networks with loops are taken into consideration,

since otherwise there would be no chords. In table 6 it is shown that on average 0.5m
3

h would

be a reasonable starting value. Furthermore, in most cases, taking values of 1000m
3

h or larger

results in a longer iteration process.

Table 6: Iteration of different starting values of the chords for the loop-node method

Number of iterations

Starting value Network 2 Network 3 Network 4 Network 5 Network 6

1e-05 4 5 6 7 8
1e-02 4 5 6 7 8

1 4 5 6 7 8
1e3 8 8 9 10 7
1e4 12 11 12 13 11
1e5 14 14 16 17 15
1e8 24 24 26 27 25

8.1.4 Final remarks

In this section we have seen the sensitivity of the starting values of the different methods. The

nodal method is the only method of the three that is very sensitive in taking starting values,
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even though this was not visible in the computer simulations. A very good approximation of

the final solution will lead to fast convergence to the final solution. However, making a good

approximation of the final solution in the nodal method is difficult. A slight difference from the

final solution will lead a longer iterative process, with more iterations. The loop method and the

loop-node method on the other hand both have straight-forward methods to get a good starting

value.

8.2 Computational time

It is interesting to investigate the computational time of the different methods, both in terms of

the iterative process and the whole method. To do this a network with loops (network 6) and a

network without loops (network 7) are investigated. All networks have used maximum sparsity

techniques. To determine the computational time, each method is run a 1000 times, after which

the mean is taken and stated as the computational time.

8.2.1 Network with loops

The results for the network with loops is given in table 7. From this it is clear that the loop

method would be the fastest method to use in a network with loops. The loop method is also

the fastest when only looking at the Newton-Raphson iterative process. Since the number of

iterations of the three different methods does not differ much, this means that the iterative

process of the loop method is in fact the fastest method in the iterative process.

Table 7: CPU time (in seconds) of the different methods for a network with loops (network 6)

Method Whole program Only Newton-Raphson Iterations

Nodal method 0.011 0.0094 7
Loop method 0.0019 0.00070312 8

Loop-node method 0.011 0.0016 8

It is also interesting to note, that even though the nodal method requires the least amount

of iterations, it takes the most time. Thus, for this network with loops, the nodal method is a

very slow method.

8.2.2 Network without loops

The results for the network without loops is given in table 8. From this table it is clear that

the loop-node method is the fastest method for solving a network without loops. The loop-
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node method does not even have to start the iterative process before reaching the correct final

solution.

Table 8: CPU time (in seconds) of the different methods for a network without loops (network 7)

Method Whole program Only Newton-Raphson Iterations

Nodal method 0.0097 0.0087 8
Loop method 0.001 0.00015625 1

Loop-node method 0.000875 0 0

Again, the nodal method is the slowest method in solving the network. This method also

needs several iterations before reaching the correct final solution. Both the loop method and

the loop-node method do not have to make several, if any, iterations. Thus, for this networks

without any loops, the nodal method is a very slow method.

8.2.3 Final remarks

In this section we have seen the computational time needed by each method for a network with

loops and for a network without loops. In doing this, we distinguished between only the iterative

Newton-Raphson process and the whole method. From these investigations it followed that the

loop method is the fastest method for a network with loops, and that the loop-node method is

the fastest method for a network without loops. In both the case of a network with loops and a

network without loops the nodal method is the slowest method. Thus, we can conclude that the

nodal method is the slowest method of the three methods, when speaking about computational

time.

8.3 Convergence

In order to determine how fast each method converges to the final solution it is interesting to

look at different types of networks. For the nodal network, the starting values are taken as a

small value, since section 8.1.1 showed this to be a good starting value.

8.3.1 Network without any loops

First, we take a loop at a simple network without any loops. These networks are given by a

straight line, as in network 1, or by a tree, as in network 7. To look at how fast the three

different methods converge to the final solution we take a look at convergence plots, as shown

in figure 12 and figure 13.
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Figure 12: Convergence plot of a network without any loops: network 1

Figure 13: Convergence plot of a network without any loops: network 7

From these figures, we see that the nodal method is the only method that needs several

iterations to approach the final solution. The loop method needs one iteration, whereas the

loop-node method needs no iterations. This is also shown in table 9.

Table 9: Total number of iterations needed to determine the final solutions for the networks without
any loops

Number of iterations

method Network 1 Network 7

Nodal method 7 8
Loop method 1 1

Loop-node method 0 0
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The slow convergence of the nodal method for networks without loops is also visible when

looking at the number of iterations needed to reach the final solution, as shown in table 9. From

these iterations it is clear that the loop-node never has to use the iterative process to approximate

the final solution. This is because, since there are no loops, the error of the chord flows is empty

since there are no chord flows. The loop method, on the other hand, needs the iterative process

exactly one time in both networks to reach the final solution. The nodal method however needs

several iterations to approximate the final solution. The amount of iterations needed for the

nodal method even increases slightly for a more complicated network (i.e. network 7).

8.3.2 Network consisting of a few of loops

Next, we take a look at small networks with only a few loops, namely network 2, network 3, and

network 4. These networks have one or two loops. This means that in this case the loop method

and the loop-node method will also have some iterations to reach the final solution, and not

only the nodal method. This is also visible in the convergence plots shown in figure 14, figure

15, and figure 16.

Figure 14: Convergence plot of a network with a few loops: network 2
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Figure 15: Convergence plot of a network with a few loops: network 3

Figure 16: Convergence plot of a network with a few loops: network 4

From these figures, it is clearly visible that the nodal method needs the most iterations to

reach the final solution for all three networks. Thus, the nodal method is the slowest method in

reaching the final solution. The curve of the nodal method even flattens in network 3. Whereas

the other two methods approach the final solution quicker. From table 10 it also becomes clear

that the nodal method needs the most iterations for all three networks. The loop method and

loop-node method, on the other hand, need the same number of iterations in network 2 and

network 3, and the loop method only needs one iterations more in network 4. Thus, the loop

method and the loop-node method are close in terms of convergence.
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Table 10: Total number of iterations needed to determine the final solutions for the networks with a
few loops

Number of iterations

method Network 2 Network 3 Network 4

Nodal method 10 13 10
Loop method 4 5 7

Loop-node method 4 5 6

Network 4 is a network with two loops, whereas network 2 and network 3 are networks with

one loop. From the figures, it is clear that in the case of network 4 the convergence of the three

methods is closer to each other than in the other two networks. This is also shown in table 10.

This can imply that the more loops there are in the network, the closer the nodal method is in

terms of convergence to the loop method and the loop-node method.

8.3.3 Network consisting of multiple loops

Now, we take a look at networks that have multiple loops, namely network 5, which has 4 loops,

and network 6, which has 15 loops. The convergence plots of these two networks are shown in

figure 17 and figure 18.

Figure 17: Convergence plot of a network with multiple loops: network 5
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Figure 18: Convergence plot of a network with multiple loops: network 6

From these figures, we see the same as in the previous subsection 8.3.2. Namely, we see that

the more loops, the closer the convergence of the three networks is, and the fewer iterations the

nodal method requires. This is also shown in table 11.

Table 11: Total number of iterations needed to determine the final solutions for the networks with
multiple loops

Number of iterations

method Network 5 Network 6

Nodal method 9 7
Loop method 6 8

Loop-node method 7 8

We see that in network 5 the nodal method still requires the most iterations. However, in

network 6 we see that the nodal method requires one iteration less than the loop method and the

loop-node method. Thus, the more loops there are in a network, the better the nodal method

works. However, the loop method and the loop-node method have about the same convergence

as the nodal method. Thus, the nodal method does not work better than the loop method and

the loop-node method.

8.3.4 Network consisting of two (or more) sources

Until this point we have only looked at networks with one source. However, in reality we often

deal with networks that have multiple sources. Solving networks with two (or more) sources is

more difficult than solving networks with one source. To show this difficulty, we will use network
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8, which is a simple network with two sources.

For the nodal method, solving a network with multiple sources is not more difficult than

solving a network with one source. Just like with other networks, this method reviews every

node, with the pressures at the nodes unknown. The main difference is that the number of

reference nodes is taken as two, since the number of sources is two, at which the pressure is

known.

For the loop method and the loop-node method however, solving a network with multiple

sources is much more difficult than solving a network with one source. In the loop method

and the loop-node method the flow through the branches of the co-tree are determined in the

iterative process. However, we have seen before that when there are no loops in the network, as

in network 8, the iterative process is not even started. Thus, the solution these methods reach

is the same as the starting value. However, this starting value does not have to be equal to the

correct final solution.

To solve a network with multiple sources using the loop method or the loop-node method

an addition to the method is needed. One way to do this is to add a branch to the network

between the source nodes. Looking at network 8, this means adding a branch between the two

sources (node 1 and 2). Then, the flow through this branch is set at zero. After doing this,

there is a loop in the network and both methods can solve this network and reach the correct

final solution. A consequence of this addition to the methods is that both methods will take

more computational time and more computer storage, whereas this is not the case for the nodal

method.

8.3.5 Non-pipe elements

Thus far we have looked at fairly simple networks but, in reality, most large networks contain

non-pipe elements. These non-pipe elements can be valves, pumps, pressure regulators, and

compressor stations. It is important to note how networks containing one or more of these

non-pipe elements are modeled.

Valves and pumps are pressure controlling devices. Since the nodal method solves directly

for such pressures, inclusion of such non-pipe elements is relatively straight forward. In the case

of the loop method and the loop-node method, this is a bit more difficult. That is because in

these methods one solves for flow rates, and pressures become available only after a second step

(Haghighi, 1992, p.302). Often, in many types of calculations it is even justified to neglect the
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pressure losses through the different types of valves (Osiadacz, 1987, p.34).

In order to solve a network with compressor stations and pressure regulators, however, mod-

ifications to the methods are needed. Variables associated with compressor stations are the

flow trough the compressor, the inlet pressure, and the outlet pressure. The compressors in the

compressors station also have several constraints that need to be taken into account (Osiadacz,

1987, p.157). The variables associated with regulators is the outlet pressure. Furthermore, the

regulator has several constraints (Osiadacz, 1987, p.158). The nodal method does not solve net-

works containing compressor stations or pressure regulators. There are modifications possible

for the loop method and the loop-node method. Since these modifications are difficult, they will

not be discussed further in this thesis. Osiadacz & Pienkosz (1988, p.1318) state that for gas

networks with compressors and regulators the loop method is not as suitable as the loop-node

method. Thus, the loop-node method would be the best method to use for a network with

compressors or regulators.

8.3.6 Final remarks

In this section we looked at different type of networks to investigate in which case it is best to

use which method when looking at convergence rate, a summary of this is shown in table 12. It

became clear, as we have seen before, that the best method for a network without loops is the

loop-node method, and the worst method is the nodal method. For a network with only a few

loops the loop method or the loop-node method would be the best method to use. When looking

at networks consisting of multiple loops however, the difference between convergence rates of

the different methods became smaller. For such a network there is not one method significantly

better than the other methods.

When looking at a network with two or more sources, it became clear that the nodal method

is the best method to use. That is because this method does not require extra computations in

order to be able to reach a correct final solution. These extra computations are needed for the

loop method and the loop-node method, which makes these methods less preferred in the case

of a network with multiple sources.

If a network also contains non-pipe elements, the nodal method is not as usable as the loop

method and the loop-node method. This is because the nodal method can not be rewritten

to solve networks with compressors. Both the loop method and the loop-node method can be

rewritten to solve networks with these kind of non-pipe elements. Therefore, these methods are

42



preferred for solving a network containing non-pipe elements. From Osiadacz & Pienkosc (1988,

p.1318), it followed that the loop-node method is preferred over the loop method.

Table 12: When to use best the nodal method, the loop method, or the loop-node method, based on
the findings of this thesis (+ + Suitable method, + good method, - bad method, - - not recommended
method)

Nodal method loop method loop-node method

Network without loops - - + + +

Network with a few loops - - + + +

Network with multiple loops + + +

Network with multiple sources + + - -

Network with non-pipe elements - - + + +

9 Conclusion

In this thesis, we have looked at different methods to solve the steady-state flow problem of gas

networks and district heating networks in order to determine when best to use which method.

The networks are described as a directed graph. A steady-state flow analysis is performed in

order to determine the pressures at the nodes and the flow trough the edges, given the pressure

at the reference nodes and the loads at the load nodes. These values need to satisfy Kirchhoff’s

first law, Kirchhoff’s second law, and a pipe flow equation. The pipe flow equation used in this

thesis was the Weymouth equation. This leads to a system of nonlinear equations that needs to

be solved using a iterative process. In this thesis, the Newton-Raphson method was used.

There are multiple ways to solve the steady-state flow problem. In this thesis, three methods

were compared, namely the nodal method, the loop method, and the loop-node method. The

nodal method focuses on the nodes in the network, and takes the pressures at the nodes as

unknowns. The loop method and the loop-node method, on the other hand, focus on the pipes

in the network, and therefore take the flow rate through the edges as unknowns. Both these

methods solve a set of loop equations, which means that they only determine the flow trough the

loops, in case of the loop method, or the flow trough the chords, in case of the loop-node method.

The main difference between the loop method and the loop-node method is that the loop-node

method does not actually solve the loop equations, but first transforms the loop equations to an

equivalent set of nodal equations, which are then solved.

As stated before, the goal of this thesis was to determine for when best to use each method,

by looking at different types of networks. First, a general analysis of the method was done.

From this it followed that the nodal method and the loop-node method are better in terms of
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computer storage than the loop method. Furthermore, it followed that the nodal method is very

sensitive to the starting values, whereas the loop method and the loop-node method are not. It

also followed that the loop method is the fastest method in terms of CPU time for a network

with loops, and that the loop-node method is the fastest in terms of computational time for

a network without loops. When looking at the convergence rate of the different methods, the

method best to use is dependent on the type of network. The findings of these investigations

are used to determine for what type of network which method is best used.

For a network without any loops, it is clear from the computational time and the convergence

rate that the loop-node method is the best method to use. The loop method however is a close

second. The nodal method is worse than these methods, and thus is not recommended to use

for a network without loops.

For a network with a few loops, it follows again from the computational time and the

convergence rate that the loop method is the best method to use, with the loop-node method a

close second. Again, the nodal method has worse convergence rate, and thus is not recommended

to use for a network with a few loops.

For a network with multiple loops, the difference between convergence rates of the different

methods became smaller. For such a network there is not one method significantly better than

the other methods when talking about the convergence rates. Thus, it comes down to the other

properties of the methods. An advantage of the nodal method is the good storage space usage,

but it has the worst computational time, and is sensitive to the starting values. An advantage

of the loop method is the good computational time, however it has the worst usage in storage

space. An advantage of the loop-node method is the storage space usage, and the computational

space is not the worst, but also not the best. Thus, the best method to use is dependent on

what is more desired. We can not conclude which method is best to use for this type of network.

For a network with two or more sources, it is clear that the nodal method is the best method

to use. This method does not require extra computations to reach a correct final solution. These

extra computations are however needed for the loop method and the loop-node method, which

makes these methods less preferred in the case of a network with multiple sources.

For a network that contains non-pipe elements, the nodal method is not recommended, since

this method can not be rewritten to solve networks with compressors. Both the loop method and

the loop-node method can be rewritten to solve networks with these kind of non-pipe elements.

Therefore, these methods are preferred for solving a network containing non-pipe elements.
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Furthermore, it followed that the loop-node method is preferred over the loop method.

Thus, there are clear recommendation in the usage of the three different methods. However,

further research could make even more clear distinctions between the methods. Networks with

two or more sources and networks containing non-pipe elements have not had an in-depth inves-

tigation in this thesis. Both these types of networks however are very likely to occur in reality

for both district heating networks and gas networks. Furthermore, in this thesis we have not

investigated the differences between district heating networks and gas networks. At the start

we have assumed that gas networks have the same characteristics in design as district heating

networks. However, the difference in the analysis is the pipe constant and the fact that for

water the pressures are absolute pressures and for gas the pressures are gauge pressures. These

difference could have influence on when to best use which method. This would be interesting to

do further research on.
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A Networks

A.1 Network 1

A.1.1 Parameters

L = [ 2 5 0 ; 2 0 0 ; 2 0 0 ] ; % Loads (mˆ3/h)

p1 = 75 ; % Pressure source (mbar gauge )

diameter = [ 1 6 0 ; 1 6 0 ; 1 1 0 ] ; % Diameter p ipe s (mm)

length = [ 3 0 0 ; 3 0 0 ; 3 0 0 ] ; % Length p ipes (m)

A.1.2 Solution

p = [ 7 5 . 0 0 0 0 ; 6 0 . 6 1 5 5 ; 5 5 . 1 6 8 1 ; 4 6 . 3 0 1 3 ] ;

q = [ 6 5 0 . 0 0 0 0 ; 4 0 0 . 0 0 0 0 ; 2 0 0 . 0 0 0 0 ] ;

A.2 Network 2
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A.2.1 Parameters

L = [ 2 5 0 ; 1 0 0 ] ; % Loads (mˆ3/h)

p1 = 30 ; % Pressure source (mbar gauge )

diameter = [ 1 5 0 ; 1 0 0 ; 1 0 0 ] ; % Diameter p ipe s (mm)

length = [ 6 8 0 ; 5 0 0 ; 6 0 0 ] ; % Length p ipes (m)

A.2.2 Solution

p = [ 3 0 . 0 0 0 0 ; 2 3 . 6 6 0 2 ; 2 3 . 6 7 1 5 ] ;

q = [ 2 4 5 . 9 9 0 5 ; 1 0 4 . 0 0 9 5 ; −4 . 0 0 9 5 ] ;

A.3 Network 3

A.3.1 Parameters

L = [ 2 5 0 ; 1 0 0 ; 1 8 0 ; 1 0 0 ] ; % Loads (mˆ3/h)

p1 = 30 ; % Pressure source (mbar gauge )

diameter = [ 2 4 0 ; 1 5 0 ; 1 0 0 ; 1 0 0 ; 1 0 0 ] ; % Diameter p ipe s (mm)

length = [ 4 2 0 ; 6 8 0 ; 5 0 0 ; 6 0 0 ; 3 4 0 ] ; % Length p ipe s (m)

A.3.2 Solution

p = [ 3 0 . 0 0 0 0 ; 2 7 . 5 5 0 6 ; 2 4 . 7 8 6 6 ; 2 2 . 0 5 1 2 ; 2 1 . 7 0 0 6 ] ;

q = [ 6 3 0 . 0 0 0 0 ; 1 6 2 . 4 2 2 6 ; 1 0 0 . 0 0 0 0 ; 6 2 . 4 2 2 6 ; −1 1 7 . 5 7 7 4 ] ;
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A.4 Network 4

A.4.1 Parameters

L = [ 2 5 0 ; 1 0 0 ; 1 8 0 ] ; % Loads (mˆ3/h)

p1 = 30 ; % Pressure source (mbar gauge )

diameter = [ 1 5 0 ; 1 0 0 ; 1 5 0 ; 1 0 0 ; 1 0 0 ] ; % Diameter p ipe s (mm)

length = [ 6 8 0 ; 5 0 0 ; 4 2 0 ; 6 0 0 ; 3 4 0 ] ; % Length p ipe s (m)

A.4.2 Solution

p = [ 3 0 . 0 0 0 0 ; 2 5 . 0 3 5 4 ; 2 5 . 7 6 8 6 ; 2 6 . 6 5 7 5 ] ;

q = [ 2 1 7 . 6 8 1 7 ; 8 5 . 0 4 7 5 ; 2 2 7 . 2 7 0 8 ; 3 2 . 3 1 8 3 ; −4 7 . 2 7 0 8 ] ;

A.5 Network 5

A.5.1 Parameters
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L = [ 2 1 9 ; 1 9 2 ; 1 7 5 ; 2 2 8 ; 1 5 7 ; 4 3 . 8 ; 2 0 6 ; 4 8 ; 4 2 ; 3 0 ] ; % Loads (mˆ3/h)

p1 = 75 ; % Pressure source (mbar gauge )

diameter = [ 1 6 0 ; 1 6 0 ; 1 1 0 ; 1 1 0 ; 1 1 0 ; 1 1 0 ; 1 1 0 ; 8 0 ; 8 0 ; 8 0 ; 8 0 ; 8 0 ; 8 0 ; 8 0 ] ;

% Diameter p ipe s (mm)

length = [ 5 0 ; 5 0 0 ; 5 0 0 ; 5 0 0 ; 6 0 0 ; 6 0 0 ; 5 0 0 ; 6 0 0 ; 6 0 0 ; 7 8 0 ; 7 8 0 ; 2 0 0 ; 2 0 0 ; 2 0 0 ] ;

% Length p ipes (m)

A.5.2 Solution

p = [ 7 5 . 0 0 0 0 ; 6 4 . 9 7 0 4 ; 4 3 . 7 0 8 4 ; 4 4 . 6 1 9 8 ; 3 8 . 9 2 7 1 ; 3 5 . 5 3 9 8 ; 3 6 . 4 6 4 9 ; 3 4 . 4 6 3 5 ;

2 6 . 1 8 1 7 ; 2 2 . 4 7 9 8 ; 2 1 . 8 3 7 1 ] ;

q = 1 .0 e + 0 3 ∗ [ 1 . 3 4 0 8 ; 0 . 6 1 7 3 ; 0 . 2 3 6 7 ; 0 . 2 6 7 8 ; 0 . 1 3 6 9 ; 0 . 1 2 8 9 ; 0 . 1 5 9 5 ; 0 . 0 6 1 7 ;

0 . 0 3 9 8 ; 0 . 0 1 9 7 ; 0 . 0 2 6 8 ; 0 . 1 2 0 0 ; 0 . 0 7 2 0 ; 0 . 0 3 0 0 ] ;

A.6 Network 6

A.6.1 Parameters

L = 1 0 0 ∗ [ 1 7 ; 1 2 ; 1 7 ; 1 2 ; 2 0 ; 1 6 ; 1 5 ; 1 8 ; 1 0 ; 9 ; 1 6 ; 1 0 ; 1 0 ; 1 2 ; 2 0 ; 1 7 ; 8 ; 1 3 ; 9 ; 1 6 ; 1 5 ] ;

% Loads (mˆ3/h)

p1 = 3431 ; % Pressure source (mbar gauge )

diameter = 1 0 0 ∗ [ 5 ; 4 ; 4 ; 7 ; 7 ; 5 ; 5 ; 4 ; 5 ; 5 ; 4 ; 4 ; 4 ; 5 ; 5 ; 4 ; 5 ; 4 ; 4 ; 4 ; 5 ; 4 ; 5 ; 4 ; 4 ;

7 ; 4 ; 4 ; 4 ; 4 ; 4 ; 5 ; 4 ; 5 ; 4 ; 5 ] ; % Diameter p ipe s (mm)

length = 1 0 0 0 ∗ [ 4 5 ; 1 5 ; 4 3 ; 5 2 ; 5 0 ; 4 0 ; 6 0 ; 1 7 ; 2 7 ; 5 2 ; 6 0 ; 4 2 ; 8 5 ; 3 5 ; 3 1 ; 2 7 ; 4 1 ; 5 3 ; 2 2 ;

3 5 ; 3 2 ; 4 2 ; 4 5 ; 2 7 ; 2 7 ; 5 2 ; 3 1 ; 3 1 ; 1 7 ; 2 2 ; 2 8 ; 5 3 ; 2 7 ; 2 2 ; 2 7 ; 1 7 ] ; % Length p ipe s (m)
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A.6.2 Solution

p = 1 .0 e + 0 3 ∗ [ 3 . 4 3 1 0 ; 1 . 1 7 1 0 ; 1 . 4 2 9 0 ; 1 . 1 5 2 5 ; 1 . 1 4 2 9 ; 1 . 0 3 7 5 ; 1 . 0 9 8 1 ; 1 . 0 7 8 9 ;

1 . 1 3 8 3 ; 0 . 6 9 5 2 ; 0 . 6 8 7 3 ; 0 . 9 8 9 8 ; 0 . 9 8 9 9 ; 0 . 7 2 5 7 ; 0 . 9 4 6 2 ; 0 . 6 1 7 7 ; 0 . 6 9 9 5 ;

0 . 6 1 5 4 ; 0 . 9 7 4 9 ; 0 . 7 3 1 6 ; 0 . 7 0 8 5 ; 0 . 5 9 9 2 ] ;

q = 1 .0 e + 0 4 ∗ [ 1 . 1 5 8 2 ; 1 . 0 8 0 8 ; 0 . 6 8 1 0 ; 0 . 2 2 5 8 ; 0 . 2 8 3 8 ; 0 . 2 9 8 5 ; 0 . 1 8 0 1 ; 0 . 4 2 4 5 ;

0 . 5 3 6 3 ; 0 . 1 6 7 2 ; 0 . 2 5 8 3 ; 0 . 3 1 1 4 ; 0 . 1 0 4 2 ; 0 . 0 5 9 6 ; 0 . 2 0 2 8 ; 0 . 1 8 7 2 ; − 0 . 1 9 6 7 ;

0 . 2 4 1 5 ; 0 . 2 2 9 7 ; 0 . 2 1 9 1 ; 0 . 0 8 1 5 ; 0 . 1 2 7 2 ; −0 . 0 5 0 4 ; 0 . 1 5 0 2 ; 0 . 1 5 2 6 ; −0 . 0 2 2 1 ;

0 . 0 6 4 8 ; 0 . 0 6 5 2 ; 0 . 1 1 6 2 ; −0 . 0 4 8 2 ; 0 . 0 7 3 5 ; 0 . 3 2 8 9 ; 0 . 0 7 7 4 ; −0 . 1 0 4 2 ; 0 . 0 7 2 6 ;

0 . 1 9 0 7 ] ;

A.7 Network 7

A.7.1 Parameters

L = 1 0 0 ∗ [ 1 7 ; 1 2 ; 1 7 ; 1 2 ; 2 0 ; 1 6 ; 1 5 ; 1 8 ; 1 0 ; 9 ; 1 6 ; 1 0 ; 1 0 ; 1 2 ; 2 0 ; 1 7 ; 8 ; 1 3 ; 9 ; 1 6 ; 1 5 ] ;

% Loads (mˆ3/h)

p1 = 8431 ; % Pressure source ( ( mbar gauge )

diameter = 1 0 0 ∗ [ 5 ; 4 ; 4 ; 7 ; 5 ; 5 ; 4 ; 5 ; 4 ; 4 ; 5 ; 4 ; 4 ; 4 ; 4 ; 5 ; 4 ; 4 ; 4 ; 4 ; 4 ] ; % Diameter p ipe s (mm)

length = 1 0 0 0 ∗ [ 4 5 ; 1 5 ; 4 3 ; 5 0 ; 4 0 ; 6 0 ; 1 7 ; 2 7 ; 6 0 ; 4 2 ; 3 1 ; 2 7 ; 5 3 ; 2 2 ;

4 2 ; 4 5 ; 2 7 ; 3 1 ; 2 2 ; 2 8 ; 2 7 ] ; % Length p ipe s (m)

A.7.2 Solution

p = 1 .0 e + 0 3 ∗ [ 8 . 4 3 1 0 ; 6 . 6 0 8 7 ; 6 . 9 8 0 4 ; 3 . 9 0 3 1 ; 6 . 6 0 3 7 ; 6 . 2 4 9 1 ; 6 . 4 5 6 9 ; 6 . 2 3 3 7 ;
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6 . 9 4 7 6 ; 1 . 2 6 7 9 ; 3 . 7 6 4 4 ; 6 . 1 5 1 5 ; 6 . 4 2 6 0 ; 5 . 4 9 1 9 ; 6 . 1 9 7 5 ; 0 . 6 8 0 0 ; 1 . 2 1 9 2 ;

3 . 7 4 4 7 ; 6 . 0 9 1 7 ; 5 . 4 7 1 6 ; 5 . 4 1 0 0 ; 0 . 6 1 0 6 ] ;

q = 1 .0 e + 0 4 ∗ [ 1 . 0 4 0 0 ; 0 . 9 2 0 0 ; 0 . 9 6 0 0 ; 0 . 1 2 0 0 ; 0 . 4 9 0 0 ; 0 . 2 6 0 0 ; 0 . 6 2 0 0 ; 0 . 1 8 0 0 ;

0 . 6 2 0 0 ; 0 . 1 7 0 0 ; 0 . 2 9 0 0 ; 0 . 1 0 0 0 ; 0 . 3 5 0 0 ; 0 . 1 2 0 0 ; 0 . 3 5 0 0 ; 0 . 1 7 0 0 ; 0 . 0 8 0 0 ;

0 . 1 3 0 0 ; 0 . 0 9 0 0 ; 0 . 1 6 0 0 ; 0 . 1 5 0 0 ] ;

A.8 Network 8

No computations where made using this network.
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