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PREFACE

About a year after I started my PhD, my mother asked me whether I had imagined to
end up doing the same as my father when starting my study civil engineering. In fact,
by that time I could have never imagined it. Especially because the main thing I knew
about my father’s job was that it had to do with computers and that it was complicated.
Although the final goal of hydrological modelling is certainly not to produce a lot of com-
puter code, writing and debugging of some code is certainly important to get the results
you would like to get. So, after almost five years of modelling research I understand what
keeps you going after midnight when a computer does not do what you want it to do.

Having said that, I guess I have experienced the 20-80 rule in its fullest1. I have spent
by far the largest trunk of time on solving errors, dealing with log-files on linux clusters,
closing numerical(!) water balances and calibrating model configurations. On the other
hand, most ‘breakthroughs’ happened when calculations on the linux cluster were not
working, so I had to use some creativity and the calculation power of my laptop.

Breakthroughs which were in the end presented in peer review publications. An impor-
tant step for a good publication is a thorough review process. A task which is taken free of
charge and with best intentions by fellow researchers. Despite the hard work reviewers
deliver, somehow a strong tendency exists in which reviews are submitted anonymously.
Even positive and highly qualitative reviews are posted anonymously. I am really con-
fused about a field in which we do not seem to dare to put our name on something we
were asked to do, which is necessary to do and which we do with our best intentions.

By reading this, it might seem that the last four years went from fight to disappointment
and back. This is certainly not true! I really enjoyed working on this piece of research,
as I also really enjoyed all discussions about science and its side aspects. I hope you will
enjoy reading (parts of) it and that the contents might turn out to be useful someday.

Tanja de Boer
Delft, October 2016

1for those who did not experience it yet: it assumes that 20% of the work is done in 80% of the time and vice
versa
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SUMMARY

Why do equal precipitation events not lead to equal discharge events across space and
time? The easy answer would be because catchments are different, which then leads to
the second question: Why do hydrologists often use the same rainfall-runoff model for
different catchments? Probably because specifying and distributing hydrological pro-
cesses across catchments is not straightforward. It requires catchment data and proper
tools to evaluate the details and spatial representation of the modelled processes. How-
ever, making a model more specific and distributed can improve the performance and
predictive power of the hydrological model. Therefore, this thesis evaluates the added
value of including spatial characteristics in rainfall-runoff models.

Most model experiments in this thesis are carried out in the Ourthe catchment, a
subcatchment of the Meuse basin. This catchment has a strong seasonal behaviour, re-
sponds quickly to precipitation and has a large influence on peak flows in the Meuse.
It has a variety of landscapes, among which steep forested slopes and flat agricultural
fields.

This thesis proposes a new evaluation framework (Framework to Assess Realism of
Model structures (FARM)), based on different characteristics of the hydrograph (hydro-
logical signatures). Key element of this framework is that it evaluates both performance
(good reproduction of signatures) and consistency (reproduction of multiple signatures
with the same parameter set). This framework is used together with various other model
evaluation tools to evaluate models at three levels: internal model behaviour, model per-
formance and consistency, and predictive power.

The root zone storage capacity (Sr ) of vegetation is an important parameter in con-
ceptual rainfall-runoff models. It largely determines the partitioning of precipitation
into evaporation and discharge. Distribution of a climate derived Sr -value (i.e., based
on precipitation and evaporation) was compared with Sr -values derived from soil sam-
ples in 32 New Zealand catchments. The comparison is based on spatial patterns and
a model experiment. It is concluded that climate is a better estimator for Sr than soil,
especially in wet catchments. Within the Meuse basin, climate derived Sr -values have
been estimated as well; applying these newly derived storage estimates improved model
results.

Two types of distribution have been tested for the Ourthe catchment: the distribu-
tion of meteorological forcing and the distribution of model structure. The distribution
of forcing was based on spatially variable precipitation and potential evaporation. These
were averaged at different levels within in the model, thereby creating four levels of
model state distribution. The model structure was distributed by using two hydrological
response units (HRUs), representing wetlands and hillslopes. Eventually, a lumped and
a distributed model structure were compared, each with four levels of model state (forc-
ing) distribution. From this, it is concluded that distribution of model structure is more
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viii SUMMARY

important than distribution of forcing. However, if the model structure is distributed,
the forcing should be distributed as well.

Knowing that distribution of model structure is relevant, more detailed process con-
ceptualisations have been tested for the Ourthe Orientale, a subcatchment of the Ourthe.
An additional agricultural HRU was introduced for which Hortonian overland flow and
frost in the topsoil are assumed to be relevant. In addition, a degree-day based snow
module has been added to all HRUs. Adding these process conceptualisations improved
the performance and consistency of the model on an event basis. However, the imple-
mented processes and the related signatures are sensitive to errors in forcing and model
outliers and should therefore be implemented carefully.

This thesis finishes with two explorative comparisons; one comparing the newly de-
veloped model of the Ourthe Orientale catchment with other catchments; the second
between the newly developed model and other models, including the HBV configura-
tion currently used for operational forecasting in the Meuse basin. These comparisons
were carried out based on visual inspections of parts of the hydrograph. The results show
that the newly developed model can be applied in neighbouring catchments with sim-
ilar performance. The comparison with other models demonstrates that a very quick
overland flow component and a parallel configuration of fast and slow runoff generating
reservoirs is important to reproduce the dynamics of the hydrograph related to different
time scales. Both aspects are included in the newly developed model. As a results, the
newly developed model is better able to reproduce most of the dynamics of the hydro-
graph than the operational HBV configuration, used at the moment of writing.

Distribution and detailed process conceptualisation are very beneficial for rainfall-
runoff modelling of the Ourthe catchment. However, they should be applied with care.
Conceptual models are a strong simplification of reality. When confronting them only
with discharge data, there is a risk of misinterpreting other hydrological processes.

This thesis suggests two possible opportunities to further improve conceptual mod-
els. First, catchment understanding could be increased by adding more physical mean-
ing to the models, such as the climate derived root zone storage capacity. And second,
remote sensing and plot scale data could be combined to link hydrological processes at
different scales. In this way conceptual models can probably be used to get more insight
into scaling issues, which occur when moving from hillslope to catchment scale.



SAMENVATTING

Waarom leiden dezelfde regenbuien niet altijd en overal tot dezelfde rivier afvoeren? Het
makkelijke antwoord is omdat stroomgebieden van elkaar verschillen, wat leidt tot de
volgende vraag: Waarom gebruiken hydrologen vaak hetzelfde regen-afvoer model voor
verschillende stroomgebieden? Waarschijnlijk omdat het niet eenvoudig is om hydro-
logische processen te specificeren en toe te wijzen aan verschillende stroomgebieden.
Echter, het meer specifiek en ruimtelijk gevarieerd maken van een model, kan de pres-
tatie en het voorspellend vermogen van het hydrologische model vergroten. Daarom
evalueert dit proefschrift de toegevoegde waarde van het opnemen van ruimtelijke ka-
rakteristieken in regen-afvoer modellen.

De meeste modelleerexperimenten in dit proefschrift zijn uitgevoerd voor het stroom-
gebied van de Ourthe, een substroomgebied van het Maas stroomgebied. Dit stroomge-
bied heeft een sterk seizoensgebonden karakter, reageert snel op neerslag en heeft veel
invloed op de afvoer in de Maas. Het heeft een variëteit aan landschappen, waaronder
steile beboste hellingen en vlakke akkers en weilanden.

Dit proefschrift stelt een nieuw evaluatiekader voor (Kader ter beoordeling van rea-
lisme van model structuren), gebaseerd op verschillende karakteristieken van de hydro-
graaf (hydrologische signaturen). Een essentieel onderdeel van dit kader is dat het zowel
prestatie (het goed reproduceren van signaturen) als consistentie (het reproduceren van
verschillende signaturen met dezelfde parameterset) beoordeelt. Dit kader is gebruikt
samen met diverse andere model evaluatie technieken om modellen op drie niveaus te
evalueren: intern model gedrag, model prestatie en consistentie, en voorspellend ver-
mogen.

De bergingscapaciteit van de wortelzone (Sr ) van vegetatie is een belangrijke para-
meter in conceptuele regen-afvoer modellen. Het bepaalt voor een groot deel de verde-
ling van neerslag naar verdamping en afvoer. Een ruimtelijk gevarieerde Sr -waarde af-
geleid uit klimaatgegevens (i.e., neerslag en verdamping) is vergeleken met Sr -waarden
afgeleid van bodem monsters voor 32 stroomgebieden in Nieuw Zeeland. De vergelij-
king is gebaseerd op ruimtelijke patronen en een modelleerexperiment. De conclusie
is dat het klimaat een betere indicatie geeft voor Sr dan bodemeigenschappen, zeker in
zeer natte stroomgebieden. De klimaat afgeleide Sr -waarden zijn ook vor een deel van
het Maas stroomgebied berekend; het toepassen van deze klimaat afgeleide bergingsca-
paciteiten heeft de model resultaten verbeterd.

Vervolgens zijn twee mogelijkheden voor het toepassen van ruimtelijke variabiliteit
getest voor het Ourthe stroomgebied: ruimtelijke variabiliteit in meteorologische invoer
data en ruimtelijke variabiliteit in gemodelleerde afvoerprocessen. Toepassen van een
ruimtelijke verdeling voor de meteorologische invoer data is gebaseerd op ruimtelijk va-
riabele neerslag en potentiële verdamping. Deze zijn gemiddeld op vier verschillende
niveaus in het model, zodat het effect van middeling op verschillende niveaus binnen
het model getest kan worden. De gemodelleerde afvoerprocessen zijn ruimtelijk ver-
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x SAMENVATTING

deeld door twee hydrologische eenheden (HE) te gebruiken, deze representeren valleien
en hellingen. Uiteindelijk zijn een model structuur met en zonder ruimtelijke verdeling
van gemodelleerde afvoerprocessen met elkaar vergeleken, allebei met de vier niveaus
voor middeling van meteorologische invoer. Hieruit is geconcludeerd dat het ruimtelijk
verdeeld toekennen van gemodelleerde afvoerprocessen belangrijker is dan het ruimte-
lijk verdeeld toekennen van meteorologische invoer data. Als er echter een ruimtelijke
verdeling wordt toegepast voor de gemodelleerde processen, moet dit ook gebeuren voor
de meteorologische invoer data.

Wetende dat het relevant is om een ruimtelijke verdeling toe te kennen aan de gemo-
delleerde afvoerprocessen, zijn gedetailleerdere conceptualisaties getest voor de Wes-
telijke Ourthe, een substroomgebied van de Ourthe. Een extra hydrologische eenheid
gericht op landbouw is geïntroduceerd, waarin oppervlakte afvoer ten gevolge van hoge
neerslag intensiteit en ten gevolge van vorst in de toplaag van de bodem van belang zijn.
Verder is een op temperatuur gebaseerde sneeuw module toegevoegd aan alle hydro-
logische eenheden. Door deze processen toe te voegen, is de prestatie en consistentie
van de modellen verbeterd voor specifieke korte periodes. Echter, de geïmplementeerde
processen en de bijbehorende signaturen zijn gevoelig voor fouten in invoer data en mo-
del uitschieters en moeten daarom zorgvuldig worden geïmplementeerd.

Deze thesis eindigt met twee verkennende vergelijkingen; in de eerste wordt gekeken
hoe het nieuw ontwikkelde model voor de Westelijke Ourthe presteert in andere stroom-
gebieden; in de tweede wordt het nieuw ontwikkelde model vergeleken met andere mo-
dellen, waaronder de HBV configuratie die op dit moment wordt gebruikt voor operati-
onele voorspellingen in het Maas stroomgebied. Deze vergelijkingen zijn uitgevoerd op
basis van visuele inspecties van delen van de hydrograaf. De resultaten laten zien dat
het nieuw ontwikkelde model vergelijkbaar presteert in naburige stroomgebieden. De
vergelijking met andere modellen laat zien dat een zeer snelle oppervlakte afvoer com-
ponent en een parallelle configuratie van snelle en langzame afvoerproductie belangrijk
is om de dynamiek van verschillende tijdschalen in de hydrograaf te kunnen reprodu-
ceren. Beide aspecten zijn opgenomen in het nieuw ontwikkelde model. Dit resulteert
erin dat het nieuw ontwikkelde model de meeste dynamiek van de hydrograaf beter kan
reproduceren dan de operationele HBV configuratie, gebruikt op het moment van schrij-
ven.

Ruimtelijk verdeelde en gedetailleerde proces conceptualisaties hebben een meer-
waarde voor regen-afvoer modelering in het Ourthe stroomgebied. Echter, ze moeten
zorgvuldig worden toegepast. Conceptuele modellen zijn sterke simplificaties van de
werkelijkheid. Als je ze alleen confronteert met afvoer data, is er een risico dat andere
hydrologische processen verkeerd worden geïnterpreteerd

Deze thesis doet een suggestie voor twee mogelijke kansen om conceptuele mo-
dellen verder te verbeteren. Ten eerste, zou het begrip van een stroomgebied vergroot
kunnen worden door meer fysische processen toe te voegen aan de modellen, zoals de
klimaat gebaseerde bergingscapaciteit van de wortelzone. Ten tweede, zouden satelliet
data en puntmetingen gecombineerd kunnen worden om hydrologische processen op
verschillende schalen aan elkaar te linken. Op deze manier zouden conceptuele model-
len gebruikt kunnen worden om meer inzicht te krijgen in de schalingsvraagstukken die
van belang zijn als je van de hellingschaal naar de stroomgebiedsschaa gaat.
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1
INTRODUCTION

It is particularly incumbent on those who never change their opinion, to be secure of
judging properly at first.

Jane Austen (Pride and Prejudice)

This chapter is partly based on:
Euser, T., Winsemius, H.C., Hrachowitz, M., Fenicia, F., Uhlenbrook, S., and Savenije, H.H.G., A framework to
assess the realism of model structures using hydrological signatures, Hydrology and Earth System Science 17,
1893-1912 (2013).
Euser, T., Hrachowitz, M., Winsemius, H.C. and Savenije, H.H.G., The effect of forcing and landscape distribu-
tion on performance and consistency of model structures, Hydrological Processes 29, 3727–3743 (2015).
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1.1. DISTRIBUTION IN HYDROLOGICAL MODELS?
1.1.1. HYDROLOGICAL MODELLING
The origin of hydrological models depends on the definition used. If one defines a hy-
drological model as a (simplified) perception of the hydrological cycle (i.e., perceptual
model; Beven, 2001), hydrological models are very old. In early writings philosophers
already thought about the water cycle, but Leonardo Da Vinci (1452-1519) is named as
one of the first hydrologists working with hypotheses and experiments to describe the
hydrological cycle (Pfister et al., 2009). If one, however, defines a hydrological model as
something being able to simulate or predict a hydrological process (i.e., conceptual or
procedural model; Beven, 2001), hydrological models are younger. The work of Thomas
Mulvaney (1822-1892) on the rational method can be seen as one of the first methods to
simulate or predict discharge after a precipitation event (Stephenson, 1981).

The existence of two different definitions of a hydrological model already hints to-
wards the double and interlinked purpose of model development. On one hand the more
scientific purpose of increasing understanding of catchment functioning (e.g., Savenije,
2010; Zehe et al., 2013; Martínez-Carreras et al., 2015; Nippgen et al., 2015; Wrede et al.,
2015; Hrachowitz et al., 2016), and on the other hand the more practical purpose of
making (reliable) discharge predictions or forecasts (e.g., Cloke and Pappenberger, 2009;
Werner et al., 2013; Nicolle et al., 2014). Naturally, a good understanding of the catch-
ment functioning is essential for making reliable predictions (e.g., Blöschl et al., 2013).

These two purposes, combined with large differences between catchments, have
caused a wide variety of models and an almost 1:1 ratio of modellers to models. Models
now come in many different versions: operational or scientific, physically based or con-
ceptual, lumped or distributed, and in many more diversities. This abundance of models
has advantages: different concepts can be tested for different areas and models can be
selected based on the availability of data and required output. A disadvantage, however,
is that new insights and developments are very scattered and difficult to combine (e.g.,
Weiler and Beven, 2015).

In addition to these general variations between models, there is also an often ne-
glected contrast between operational and scientific models. Where scientific models
are used for exploring catchment behaviour, operational models are used as a tool for
decision making. Operational models set requirements for river routing, robustness,
calibration, uncertainty analysis and bias correction, while these are less stringent for
scientific models. On the other hand, the scientific models are essential to supply oper-
ational models with a good representation of the hydrological processes in a catchment.
A combined effort may lead to sufficient understanding of the average catchment re-
sponse, but the question remains how a catchment functions under extreme conditions
and how it recovers after extreme events; under these conditions reliable forecasts are
most relevant.

1.1.2. ‘DISTRIBUTION’
The Oxford Dictionary1 gives the following definition of ‘distribute’: ‘Give a share or a
unit of (something) to each of a number of recipients’. In hydrology ‘distribute’ or ‘dis-

1Oxford Dictionary of English, second edition, Oxford University Press, 2003
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tribution’ has a lot of different definitions mainly focussing on spatial distribution. As a
consequence, the methods of distribution need to be explicitly defined for each study.
In this thesis I stick to the more general meaning, but applied to catchment hydrology:
‘spatial distribution refers to any model or data selection that is not considered represen-
tative for a catchment as a whole’.

This definition gives a lot of options to apply distribution in catchment modelling. In
conceptual models there are mainly two options: spatial distribution of meteorological
forcing (e.g., Oudin et al., 2004; Fenicia et al., 2008b; Lobligeois et al., 2014) and spatial
distribution of dominant runoff processes. The latter again has many forms, for example
incorporating different models, model concepts or model parametrisations for different
parts of the catchment (Knudsen et al., 1986; Flügel, 1995; Beven and Freer, 2001; Uh-
lenbrook et al., 2004; Savenije, 2010; Hrachowitz et al., 2014). Especially distribution of
runoff processes leads to including more specific process dynamics.

1.2. PROCESS DYNAMICS VERSUS MODEL COMPLEXITY
Including more process dynamics, i.e. more detailed representation of runoff processes,
in a model can lead to an improved model (e.g., Uhlenbrook et al., 2004; Clark et al.,
2011; Brauer et al., 2014; Gharari et al., 2014a; Hrachowitz et al., 2014; Fenicia et al.,
2016). However, when implemented carelessly, it quickly leads to a too complex model,
of which the parameters are poorly identifiable and which will only function for the pe-
riod it is calibrated on. Therefore, a balance should be found between the amount of rep-
resented process dynamics and the resulting model complexity (e.g., Perrin et al., 2001;
Atkinson et al., 2002; Orth et al., 2015; Avanzi et al., 2016).

1.2.1. CREATIVE USE OF DATA
Almost all hydrological modellers would answer ‘more data’ on the question what would
be really helpful to improve their model. However, more data (i.e., measurements) is not
always, or often not, available and if available, it is difficult to assess for which part of
the study area it is representative. On the other hand, any form of distribution should be
based on some form of data or expert knowledge: without known differences between
two areas there is no point in using different models for those areas. In addition to data
requirements for distribution, many catchment are ungauged (Hrachowitz et al., 2013a),
meaning data is not at all available. These information requirements have led to various
methods for creative use of available data sources.

In absence of ground measurements, satellites are increasingly used as a data source
(Famiglietti et al., 2015). Estimates for all kinds of hydrologically interesting variables
can be derived from different wavelengths measured by a large variety of satellites. Well
known examples are land cover (LANDSAT, MODIS); soil moisture (SMOS/SMAP); vege-
tation parameters (MODIS) or snow cover extent (MODIS). These data cover large areas
and spatial and temporal resolutions quickly increase. In addition to increased resolu-
tion, data becomes more and more available as complete products, enabling many peo-
ple to use the data. Satellite data can among others be used to increase understanding
of system functioning (e.g., Wang-Erlandsson et al., 2014; Humphrey et al., 2016; Simons
et al., 2016), derive parameters (e.g., Winsemius et al., 2008; Gao et al., 2014b; Wang-
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Erlandsson et al., 2016) or constrain and evaluate models (e.g., Gharari et al., 2014a; Sri-
wongsitanon et al., 2016).

However, satellite data is far from fully replacing ground data: ground measurements
are still required to check satellite derived data. Serving as a support for satellite data is
not or should not be the final destination of ground data, but until now ground data is of-
ten under exploited. Time series of ground data are often used for modelling and system
understanding. However, by using a variety of hydrological signatures (i.e., specific char-
acteristics of the data) a lot more information can be extracted from ground data (e.g.,
McMillan et al., 2011; Berghuijs et al., 2014). In some cases the hydrological signatures
can even help to derive specific model parameters. (e.g., Fenicia et al., 2006).

1.2.2. MODEL CONCEPTUALISATION
When the available data gives reason to incorporate specific process dynamics, the model
conceptualisation or model structure can be adapted. One of many methods to take into
account specific process dynamics is by using stepwise model approaches and thus tun-
ing your model structure to the dominant runoff process in the catchment (e.g., Fenicia
et al., 2008b; Clark et al., 2008b; Fenicia et al., 2011; Clark et al., 2015). This works espe-
cially well in smaller areas with one or two strong dominant runoff processes (Fenicia
et al., 2013).

When catchments become larger and more heterogeneous the output of the catch-
ment generally becomes a mixture of different dominant processes. In these cases it
is often not helpful any more to assume one or two dominant processes in the entire
catchment. Instead, assigning different model structures to different parts of the catch-
ment may be more suitable. Dominant processes can vary between different subcatch-
ments, but it is more likely that they differ between different hydrological response units
(HRUs). Thus, using spatial distribution of runoff processes based on HRUs may be ben-
eficial to enhance the predictive power of a model (e.g., Hrachowitz et al., 2014; Fenicia
et al., 2016).

Distribution based on HRUs requires division of the catchment into areas with com-
parable expected dominant runoff processes and selection of a model structure for each
area. The division into HRUs and the selection of accompanying model structures are
catchment dependent, because of the large variability of physical characteristics be-
tween catchments. However, many studies have shown the link between runoff pro-
cesses and topographical indices, landscape elements or land cover (e.g., Beven and
Kirkby, 1979; Rodhe and Seibert, 1999; Winter, 2001; Detty and McGuire, 2010; Savenije,
2010; Nobre et al., 2011), which can be helpful in delineating HRUs.

Sensibly delineating a catchment into HRUs and linking them to model conceptual-
isations is one way to include some physical meaning to conceptual models (e.g., Birkel
et al., 2010). By increasing the physical basis of a conceptual model, the model is likely to
be wider applicable and it can help to increase understanding of catchment functioning.
Another option to add physical meaning is by linking a specific parameter to a physical
catchment characteristic; for example, linking interception capacity to leaf area index
(e.g., Bulcock and Jewitt, 2010; Wöhling et al., 2013) or linking root zone storage capacity
to climate (Gao et al., 2014b; Wang-Erlandsson et al., 2016).
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1.2.3. MODEL EVALUATION
Once distribution has been implemented in a model, the modeller needs to carefully
check if the added process really adds value or only complexity. It is increasingly ac-
knowledged that model evaluation based on single objective optimisation, often per-
formed with Standard Least Squares optimisation, is insufficient to appropriately iden-
tify this added value. The use of hydrological signatures for (multi-objective) evaluation
of the performance of hydrological models can give more information about the hydro-
logical behaviour of the modelled catchments (e.g., Willems, 2009). The use of such hy-
drological signatures can therefore strengthen the link between a model and the under-
lying hydrological processes (e.g. Gupta et al., 2008; Yilmaz et al., 2008; Hingray et al.,
2010; Wagener and Montanari, 2011).

In addition, the use of constraints based on expert knowledge (e.g., Gharari et al.,
2014a; Nijzink et al., 2016) can help to narrow the parameter space to more realistic
model realisations. During the entire evaluation process, it is important to assess whether
the results represent possible catchment behaviour and really contain additional infor-
mation and not only additional data (Das et al., 2008). This requires an adequate evalu-
ation based on a broad set of diagnostic tools and performance metrics, which provide
insight into different dominant behaviour of a catchment (Uhlenbrook et al., 2004; Clark
et al., 2011; Gupta et al., 2008).

1.3. HYDROLOGICAL MODELLING IN THE MEUSE BASIN
The Meuse is a dominantly rain-fed river with quick hydrological response. Its catch-
ment area is densely populated and the river is intensively used for, among others, nav-
igation, cooling and drinking water intake. Therefore, pollution and flooding have large
societal impacts, implying a need for reliable discharge predictions. To make reliable
discharge predictions, the hydrological and hydraulic processes in the catchment need
to be properly understood.

1.3.1. PREVIOUS MODELLING STUDIES
Due to the importance of reliable discharge predictions, a lot of hydrological modelling
studies were performed for the Meuse basin. A part of the research focussed on (parametri-
sation of) the HBV-96 model, the rainfall-runoff model used by Rijkswaterstaat2 at the
moment of writing, partly under changing climate and land use conditions (Ashagrie
et al., 2006; Tu, 2006; Booij, 2005). Other studies focussed more on other models to pre-
dict discharges (de Roo et al., 2000; van Deursen, 2000). In addition, de Wit et al. (2007)
took into account the travel time of the flood waves in the tributaries.

1.3.2. WHAT IS NEW?
So, if so much work has already been done in the Meuse basin, what is the added value
of another PhD thesis on modelling in Meuse basin? To start with, under extreme condi-
tions the current operational model is not always able to give reliable predictions. This
could for a large part be caused by the fact that the HBV model has been calibrated to

2Dutch public authority responsible for the design, construction, management and maintenance of the main
infrastructure facilities
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mimic the performance of specific areas, but that it has not been tailored to represent the
dominant runoff processes in specific catchments. Parallel conceptual models based on
a limited number of HRUs could help achieving this. Another cause of the limited perfor-
mance of the current model is the absence of certain relevant runoff processes. Adding
these processes, with their physical meaning, may improve the predictive power of the
model.

Although this thesis focusses on the Meuse, it also tries to add to the general scien-
tific discussion regarding the use and evaluation of distributed models in areas that are
interesting from an operational forecasting point of view.

1.4. RESEARCH QUESTIONS
Despite the diversity of studies carried out in the field of hydrological modelling, applica-
tion of parallel landscape-based model structures combined with a range of model eval-
uation techniques did not yet receive full attention, especially not in the Meuse basin.
Therefore this thesis tries to answer the question: ‘What is the added value of distribu-
tion for rainfall-runoff modelling in the Meuse basin’. In order to answer this question,
four other questions are relevant:

1. How can the results from distributed model experiments be evaluated?

2. How can the added value of distribution be tested?

3. What are the options to apply distribution and how useful are they?

4. How can the results be transferred to other catchments or entire basins?

The overall research question focusses on the Meuse basin; therefore, Chapter 2 will
give a description of the Meuse basin including the Ourthe catchment, in which most of
the model experiments have been carried out. The first two subquestions are strongly
interlinked and are therefore combined into Chapter 3: this chapter gives a description
of all model evaluation techniques used, together with the methods used for parameter
selection.

The third question is investigated by a set of model experiments, which are described
in Chapters 4 to 6. Chapter 4 has a special location among these chapters: it explores the
option of using climate data to derive spatially variable root zone storage capacities, by
using a set of New Zealand catchments. Chapters 5 and 6) adopt this experiment and in-
vestigate different distribution options in the Ourthe catchment: distribution of forcing
and model structure (Ch. 5) and the implementation of more detailed runoff processes
(Ch. 6).

Chapter 7 combines the results of the previous chapters and explores how the model
persists when applied to neighbouring catchments or compared to other models, in-
cluding the operational HBV configuration. To conclude, Chapter 8 summarises the re-
sults from all Chapters and discusses the implications, opportunities and consequences
of the results. The research outline is schematised in Figure 1.1.
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Figure 1.1: Schematic overview of the research presented in this thesis.





2
STUDY AREAS

Van mijn gedrag zou het dus afhangen of de Nederlandsche universiteiten toen reeds voor
goed voor de vrouwen zouden worden opengesteld.

Thus, my behaviour would determine whether the Dutch universities would then forever
be opened to women.

Aletta Jacobs (Herinneringen)

The Meuse basin is the overall area of interest for this thesis, but the Ourthe and the Ourthe

Orientale were used for most of the model experiments. This chapter describes the catch-

ment characteristics, hydrological response units and catchment response for a selection

of subcatchments of the Meuse basin. In addition, a set of New Zealand catchments was

used for two side experiments, the characteristics of these catchments are described in this

chapter as well.

This chapter is partly based on:
Euser, T., Winsemius, H.C., Hrachowitz, M., Fenicia, F., Uhlenbrook, S., and Savenije, H.H.G., A framework to
assess the realism of model structures using hydrological signatures, Hydrology and Earth System Science 17,
1893-1912 (2013).
Euser, T., Hrachowitz, M., Winsemius, H.C. and Savenije, H.H.G., The effect of forcing and landscape distribu-
tion on performance and consistency of model structures, Hydrological Processes 29, 3727-3743 (2015).
Euser, T., McMillan, H.K., Hrachowitz, M., Winsemius, H.C. and Savenije, H.H.G., The effect of climate and soil
on root zone storage capacity, Water Resources Research 52 (2016).
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The Meuse basin is in principle the focus area of this thesis; however, the basin is rela-
tively large for detailed model experiments, thus most model experiments were carried
out in the Ourthe catchment and its subcatchments. This chapter describes all catch-
ments used in this thesis, including those in New Zealand, which were used for the side
studies in Chapters 3 and 4.

2.1. MEUSE BASIN
The Meuse basin (Fig. 2.1) was selected for this research, because of its importance for
flood forecasting in the Netherlands. The response times of the subcatchments and
the travel times through the rivers are relatively short, making proper discharge (and
weather) predictions essential. The average precipitation ranges from 700 mmy−1 in the
downstream part of the catchment to 1250 mmy−1 in the Ardennes (higher elevated part
of eastern Belgium and Luxemburg); the average discharge in the Meuse is just over 300
mmy−1. The discharge has a strong seasonal behaviour, which is caused by the seasonal-
ity in potential evaporation (de Wit et al., 2007). Liquid precipitation mainly dominates
the runoff regime, but snow melt can have a large influence during some events.

The topography of the Meuse basin varies throughout the catchment. The upstream
part is mainly gently hilly with wide valleys. In the Ardennes the slopes are steeper and
the valleys narrower, especially along the larger streams. The downstream part of the
catchment consists mainly of the Belgium and Dutch lowlands (de Wit, 2008). The to-
pography and stream network largely influence the catchment’s behaviour under high
flow conditions: floods in the Meuse are rather caused by the coincidence of peak flows
from the different tributaries than by a flood peak travelling down the river (de Wit,
2008). There are even examples where there was a flood in the French part of the Meuse,
but hardly an extreme discharge in the Dutch part (de Wit et al., 2007).

2.2. OURTHE CATCHMENT

2.2.1. WHY THE OURTHE CATCHMENT?
Within the Meuse basin, the Ourthe catchment (Fig. 2.2 and Tab. 2.1) is an interesting
study area, as it is a mesoscale catchment of a size that is relevant for operational fore-
casting. The Ourthe contributes significantly to the total flow volume in the Meuse dur-
ing floods, especially at the Dutch border. The Amblève and Vesdre catchments (located
directly north ot the Ourthe catchment) have a large influence as well, but in these catch-
ments the influence of artificial reservoirs is much larger than in the Ourthe. In addition,
the large variability in topography and land use indicate that different runoff processes
may be dominant in different areas of the Ourthe catchment. Finally, there is a clear spa-
tial variability in precipitation (800-1250 mmy−1), making this catchment interesting for
investigating different distribution options.

2.2.2. CHARACTERISTICS OF OURTHE CATCHMENT

The catchment area of the Ourthe at Tabreux has a size of 1600km2. The elevation ranges
between 150m and 650m, with mild slopes in the upstream part of the catchment and
steeper slopes along the main streams. The catchment responds quickly to precipita-
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Figure 2.1: Meuse basin and river, with used subcatchments indicated; a) with elevation (Hy-
droSHEDS, 2013); b) with land use (CORINE Land use map, European Environment Agency, 2006).

tion, due to shallow soils (Rakovec et al. (2012); the maximum travel time along the river
is approximately 30 hours (Rakovec et al. (2012). The largest part of the catchment is
used for agriculture (28% crops and 28% pasture), followed by forest cover (46%), while
a small part of the catchment (6%) is built-up area (CORINE Land use map, European
Environment Agency, 2006).

Distribution of model structure is based on hydrological response units (HRUs). In
this thesis three different HRUs are used: wetlands, hillslopes and plateaus. During a
field visit, it was observed that flat areas were present along most of the streams. For
these areas it is expected that the groundwater levels are shallow and rise quickly during
precipitation events; they are defined as wetlands. Flat areas are also located further
away from and higher above the streams, these areas are mainly used for agriculture
(i.e., crops and pasture). It is expected that these areas recharge to the groundwater and
that they respond to precipitation via subsurface storm flow or Hortonian overland flow;
they are defined as plateaus. The remainder of the catchment consists of (slightly) sloped
forested areas. These areas are expected to recharge to the groundwater and respond to
precipitation via subsurface storm flow; they are defined as hillslopes. The distribution
of the different classes is shown in Figure 2.2b.

The distribution of the HRUs is based on a landscape classification derived from el-
evation (HydroSHEDS, 2013) and land use (CORINE Land use map, European Environ-
ment Agency, 2006) data. The classes are constructed based on thresholds for Height
Above Nearest Drain (HAND; Rennó et al., 2008; Gharari et al., 2011; Nobre et al., 2011)
and land use. Areas with a slope smaller than 0.13 and a HAND lower than 1 m, with
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Table 2.1: Characteristics of the Ourthe catchment and its subcatchments Ourthe Orientale and
Ourthe Occidentale.

Ourthe
(Tabreux)

Ourthe
Orientale

(Mabompré)

Ourthe
Occidentale

(Ortho)

location outflow
5◦31’48"E,
50◦26’24"N

50◦8’24"N,
5◦43’12"E

50◦6’36"N,
5◦39’36"E

catchment area (km2) 1607 317 379
max elevation (m) 663 663 597
min elevation (m) 107 294 303
elevation range (m) 556 369 294
mean slope (-) 0.090 0.081 0.077
max slope (-) 0.75 0.62 0.58
max flow distance (km) 144 32 44
forest cover (%) 46 48 40
pasture cover (%) 21 20 23
urban cover (%) 6 5 4
crop cover (%) 27 27 33

wetland (%) 8 9 9
hillslope (%) 46 46 39
plateau (%) 46 45 52

mean annual precipitation
(mmy−1)

1000 1080 1010

mean annual runoff (mmy−1) 460 480 500
mean annual temperature (◦C) 9.6 9.1 9.3
mean annual pot evaporation
(mmy−1)

730 710 720

a constant stream initialisation threshold of 0.09 km2, were classified as wetlands and
areas with crop or pasture land cover were classified as plateau. The remainder of the
catchment was classified as hillslope. The percentages for each HRU for the Ourthe and
its subcatchments can be found in Table 2.1. This classification of HRUs applies for the
studies in Chapters 6 and 7. For Chapter 5 a slightly different classification was used:
areas with a slope lower than 0.13 and a HAND lower than 5.9 m are classified as wet-
land, with a constant stream initialisation threshold of 1.8 km2. The remaining area was
classified as hillslope. These threshold values for slope and HAND are the same as those
used by Gharari et al. (2011) for an adjacent catchment with similar climatic and geomor-
phic characteristics. The value for stream initialisation is larger than the value used by
Gharari et al. (2011) to prevent arable land and forested area to be classified as wetland.
Both methods for classification lead to approximately 10% of wetland in the Ourthe.
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Figure 2.2: More detailed view of Ourthe and other used subcatchments. The dark dots indicate the
precipitation gauges used for Chs. 5 and 6, the lighter ones are only used for the explorative com-
parison in Ch. 7. a) DEM (HydroSHEDS, 2013) with precipitation, meteorological and discharge
gauges (the elevation scale is equal to the one in Figure 2.1); b) derived hydrological response units.
Note that the wetlands are very narrow and generally coincide with the streams.

2.2.3. SUBCATCHMENTS OURTHE
In addition to the entire Ourthe, also the two main tributaries of the Ourthe are used in
this thesis: Ourthe Orientale (eastern side) and Ourthe Occidentale (western side). The
Ourthe Orientale and Occidentale cover an area of 317km2 and 379km2 respectively, with
an elevation difference of approximately 300 m. Both areas are characterised by gently
sloped forests (39-46%) and flatter agricultural fields (45-52%).

Both catchments are hydrologically comparable: the Ourthe Orientale receives slightly
more precipitation and produces slightly less runoff than the Ourthe Occidentale. Both
catchment have a seasonal hydrological response, caused by the seasonality of the po-
tential evaporation. Therefore, the evaporation is mainly energy constrained, but during
warm summer periods the evaporation often shifts to being moisture constrained. The
travel time through the river is approximately 10 hours for both catchments (Rakovec
et al., 2012).

2.2.4. RESPONSE OF OURTHE CATCHMENT
The annual average precipitation and potential evaporation in the Ourthe are approx-
imately 900 mmy−1 and 700 mmy−1 respectively. These meteorological conditions re-
sult in an average annual runoff of 400 mmy−1. The discharge varies between years
and between seasons (Fig. 2.3); the former is mainly caused by variation in precipita-
tion (Fig. 2.3a) and the latter by variations in potential evaporation (Fig. 2.3b).

Not only total yearly or monthly amounts vary, but also the discharge pattern differs
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Figure 2.3: Patterns in precipitation (blue), potential evaporation (green) and discharge (black) for
Ourthe catchment; a) yearly sum; b) monthly sums: the solid line gives the mean monthly sum,
the shaded area the minimum and maximum monthly sum.

between years. Figure 2.4 shows discharge and precipitation for three years (2003, 2008
and 2009). Maximum (winter) discharges vary between 0.3 and 1 mmh−1, as well as the
discharge pattern in summer: discharges can be very low, but in case of high intensity
precipitation events, very peaky as well. The bottom row shows the duration curves of
discharge and precipitation, with the discharge being colour coded by season. These
plots show again that peak flows can or mainly occur in winter (e.g., in 2003), or be spread
over the entire year (e.g., in 2008).

2.2.5. DATA SERIES FOR MODELLING EXPERIMENTS

DATA AVAILABILITY

For this study, precipitation1, potential evaporation2 and discharge1 data were used from
01 September 1999 - 01 May 2011. Hourly precipitation data were available for 28 sta-
tions in or within close proximity of the study catchments (dots in Fig. 2.2a), of which 11
stations (dark dots) are used for the majority of the model experiments. Hourly discharge
data were available at the outlet of each subcatchment (triangles in Fig. 2.2a). Data for
potential evaporation originated from six stations (stars in Fig. 2.2a), each with varying
data availability. Potential evaporation was calculated with the Penman equation (Pen-
man, 1948) on a daily basis and downscaled to hourly data with a sine function and day
length derived from global radiation, via Equation 2.1. Gaps in the meteorological data
were filled based on data of the remaining stations and correlations of meteorological
variables between these stations. Each experiment uses different parts of this data set:
specifics are included in each chapter.

Ep,i =
{
−A cos(G(x +H)), if Rs,i > 0

0, if Rs,i < 0
(2.1)

1Made available for this study by SPW-DGO2-Direction de la Gestion hydrologique intégrée, Bld du Nord 8 à
B-5000 Namur, Belgique

2Required data was made available for this study by L’Institut Royal Météorologique, Belgique
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with:

A =
−Ep P

sin(P (De +H))− sin(P (Ds +H))

G =
2π

Dl
Dl = De −Ds +1
H = Dl −12
x = hour of the day
Ds = first hour of the day with Rs,i > 0
De = last hour of the day with Rs,i > 0
Ep = daily potential evaporation (mmd−1)
Rs,i = hourly global radiation
Ep,i = hourly potential evaporation (mmh−1)
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Figure 2.4: Discharge (black), precipitation (blue) and potential evaporation (red) for three char-
acteristic years. Top: plotted versus time; bottom: plotted versus probability of exceedance. In the
bottom row discharge is colour code for time of occurrence (blue: Jan-Mar, light green: Apr-Jun,
dark green: Jul-Sep, orange: Oct-Dec).
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CONFIGURATION OF FORCING DATA

To assess the influence of incorporating distributed forcing, a data set with distributed
meteorolgical forcing was required. To this end, the catchment was divided into ‘calcu-
lation cells’, corresponding to the individual Thiessen polygons around the precipitation
stations (dots in Fig. 2.2a). Distribution of potential evaporation data was first based on
elevation; the catchment was divided into three (Ch. 5) or four (Ch. 6) elevation zones,
each containing one or two meteorological stations. These elevation zones were then
used to calculate the averaged potential evaporation for each calculation cell.

2.3. LESSE AND SEMOIS CATCHMENTS
The Lesse and Semois catchments are only used in Chapter 7 to investigate the implica-
tions of applying the derived results to other (nearby) catchments. The Lesse is very sim-
ilar to the Ourthe, especially in terms of precipitation, discharge and topography. Only,
the Lesse has less pasture and more forest land cover. The Semois differs more from the
Ourthe: precipitation is about 25% higher in the Semois and the upstream parts of the
Semois are relatively flat. Similarly to the Ourthe catchment, these two catchments have
steep slopes along the larger streams.

2.4. CATCHMENTS FOR SIDE STUDIES
Two other sets of catchments have been used in addition to the Meuse and Ourthe catch-
ments. These catchments were used for two specific analyses: development of FARM
(Framework to Assess Realism of Model structures) and deriving root zone storage ca-
pacity from climate data. For the former, a small catchment was required, which are not
gauged for longer periods in the Ourthe; for the latter a set of catchments with a strong
climatic gradient was required.

2.4.1. EXPERIMENT FOR DEVELOPING FARM
Chapter 3 describes among others the development of a Framework to Assess Realism
of Model structures (FARM). The aim of the development of FARM is to assess which
model structure suits a catchment better. Assigning one model structure to the entire
catchment is only feasible for small catchments. Therefore, two small headwater catch-
ments have been selected for the FARM case study: the Maimai M8 catchment in New
Zealand (0.038 km2) and the Wollefsbach catchment in Luxembourg (4.6 km2). The pur-
pose of these catchments in this thesis is purely for illustration, therefore only the results
for the Maimai are presented; the results for the Wollefsbach can be found in Euser et al.
(2013).

2.4.2. MAIMAI
The Maimai M8 catchment is located in the northern part of New Zealand’s South Is-
land (Fig. 2.5a). The Maimai has short, steep slopes and shallow soils, where saturation
seldom decreases below 90%. The yearly precipitation and discharge are approximately
2600 mm/year and 1550 mm/year, respectively. More information about this catchment
and previous research is described in a review by McGlynn et al. (2002). The wet climate
with little seasonality leads to a system with a limited number of hydrological regimes.
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Figure 2.5: catchment used for developing FARM: Maimai in New Zealand.

The steep slopes together with the shallow, saturated soils and the impermeable subsur-
face lead to a quick response of the catchment (Vaché and McDonnell, 2006).

Hourly data of discharge, precipitation and potential evaporation from 01 January
1985 till 31 December 1987 were used3. The precipitation was measured with a recording
gauge which is located inside the catchment. The potential evaporation was estimated
as described by Rowe et al. (1994). The first year of the data was used as a warm-up
period; the last two years were used for calibration, following the first year was used
again as validation period.

2.4.3. EXPERIMENT ROOT ZONE STORAGE CAPACITY
Chapter 4 describes an experiment to derive root zone storage capacity from climate
data. As the climatic variation within the Ourthe is small, 32 New Zealand catchments
were used for this experiment. The combination of north-south oriented mountain
range (Southern Alps) and prevailing westerly winds causes a strong climatic gradient
over a distance of 200 km. Yearly precipitation ranges from less than 0.6 my−1 on the
eastern (lee) side to more than 10 my−1 on the western (windward) side. Mean annual
temperatures also vary across the country from 16◦C in the north to 10◦C in the south
(NIWA, 2015). Before human colonisation the predominant land cover was indigenous
forest; this forest is now confined to the mountain ranges, with pasture and crop land
dominating elsewhere.

Table 2.2 and Figure 2.6 show the location and main characteristics of the 32 catch-
ments4; they were mainly selected for variability in size (4th to 7th Strahler-order streams),
climate and land cover. An example of differences in climate is shown in Figure 2.7a: for
each climate category in Table 2.2 the average monthly precipitation and potential evap-
oration are shown. Catchments with more than 20 years of discharge data were selected
from the set used by Booker and Woods (2014), containing catchments with limited hu-
man influence. Catchments with lake or glacial influence were not selected to prevent

3Made available for this study by John Payne and Lindsay Rowe (Landcare NZ) and professor Jeff McDonnell
(University of Saskatchewan)

4Data of these catchments was made available for this study by NIWA and the NZ Regional Councils
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Figure 2.6: Catchments in New Zealand used for the root zone storage capacity analysis; each panel
has a different background: (a) elevation (A, B and C indicate the catchments used in Figures 4.6
and 4.9); (b) climate; and (c) land cover.

Table 2.2: Number of selected gauges for combinations of climatea and land cover.

Indigenous forest Grassesb P (my−1) Ep (my−1) Q (my−1)

warm-wet 1 6 1.8 0.9 1.2
warm-dry 0 1 1.1 0.9 0.4
cool-wet 14c 4 2.5 0.8 1.8
cool-dry 0 6 1.0 0.8 0.3

a warm: Tyear > 12◦C, cool: Tyear < 12◦C, dry: P −Ep < 0.5 my−1), wet: P −Ep > 0.5 my−1 (this

category contains areas classified as ‘wet’ and as ‘extremely wet’ in Fig. 2.6).
b This category contains both pasture and tussock grasses.
c This category contains one catchment with shrub land cover.

the effect of interannual storage changes. Finally, some nested catchments were specif-
ically selected; these were used to investigate several possible methods to disaggregate
the climate derived, catchment representative Sr to nested subcatchments.
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Figure 2.7: Monthly averaged precipitation (P ; dashed lines) and potential evaporation (Ep ; solid
lines); a) Averaged values for each climate category in Tab. 2.2 (WW = warm-wet, WD = warm-dry,
CW = cool-wet, CD = cool-dry); b) Values for catchments I and II, being classified as warm-wet
with grass land cover, in Fig. 4.5.
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MODEL CONFIGURATION

Le vrai est trop simple, il faut y arriver toujours par le compliqué.
The truth is too simple: one must always get there by a complicated route.

George Sand (Correspondence)

Model set-up, conditioning and evaluation are essential elements of model experiments.

At the same time they can be similar for a range of model experiments. This chapter dis-

cusses all three elements, to emphasise the importance of setting up model experiments

systematically. The model configurations are based on a modular set-up, which enables

adapting them to the expected runoff processes and the catchment. The main aim of the

model conditioning is obtaining a set of behavioural model realisations, based on expert

knowledge. The model evaluation is based on hydrological signatures and consists of a

set of tools to evaluate different aspects of the model.

This chapter is partly based on:
Euser, T., Winsemius, H.C., Hrachowitz, M., Fenicia, F., Uhlenbrook, S., and Savenije, H.H.G., A framework to
assess the realism of model structures using hydrological signatures, Hydrology and Earth System Science 17,
1893-1912 (2013).
Euser, T., Hrachowitz, M., Winsemius, H.C. and Savenije, H.H.G., The effect of forcing and landscape distribu-
tion on performance and consistency of model structures, Hydrological Processes 29, 3727–3743 (2015).
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doi:10.5194/hess-17-1893-2013
doi:10.5194/hess-17-1893-2013
doi: 10.1002/hyp.10445
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3.1. INTRODUCTION
Incorporating more distribution in conceptual models comes with two important issues:
1) How can the results from distributed model experiments be evaluated? 2) How can
the added value of distribution options be tested? Although these questions are strongly
linked; they are not equal. The first one questions the amount of information needed to
evaluate model results. Discharge is a very important source, but how much information
does discharge contain regarding individual processes, as it is the result of the mixing of
different processes. The second question assumes that the adapted model structure is
evaluated as being reasonable and following this poses the question if the possible in-
crease in performance is not solely a consequence of increased model complexity. De-
spite their different background, they can possibly be answered by fully exploiting dis-
charge data and investigate the use of other data sources for the evaluation of individual
processes.

Apart from these two questions, models need to be conditioned (or calibrated) be-
fore they can be evaluated. Conceptual models will not give you any output as long as no
values are assigned to the model parameters. Thus, three elements are important before
starting model comparison: 1) a general model set up; 2) guidelines for model condi-
tioning and 3) evaluation tools. These three elements have a large overlap for the model
experiments in this thesis; therefore, they are combined into this chapter.

3.2. MODEL SET-UP
The model set-up used in this thesis largely follows the modular set up used by Fenicia
et al. (2008b, 2011). Each model structure consists of a set of reservoirs, closure rela-
tions (fluxes) and the accompanying parameters. Different hydrological processes are
then represented by one or two reservoirs. This modular set-up enables incorporating
different processes for different catchments. The basic model configuration is shown in
Figure 3.1: this configuration was used as a starting point for the described model ex-
periments. It consists of four reservoirs: an interception (Si ), an root zone (Sr ), a fast
runoff generating (S f ) and a slow runoff generating reservoir(Ss ). The root zone storage
is the reservoir from which transpiration is modelled; other models also use ‘unstatu-
rated zone’ or ‘soil moisture storage’ for this reservoir. A non-linear power function is
used to compute the outflow from Su and a lag function is implemented before S f . For
a more detailed description of the different reservoirs, I refer to Gao et al. (2014a) and
Fenicia et al. (2008b). A brief comparison between lumped model structures (results not
presented) showed that this model structure is able to give a good overall performance
for the Ourthe catchment.

In addition to configuring model structures for specific catchments, the modular set-
up can also be used to configure model structures for specific areas within a catchment.
The use of different model configurations can be used for catchments where multiple
hydrological response units (HRUs) can be identified. In this way not only the model
parameters can be varied between HRUs, but also the entire model configuration and
thus the modelled processes.

The model structures belonging to different HRUs in a catchment need to be con-
nected. This can be done in two ways: by connecting them in series or by connecting
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them in parallel. In case of a serial connection, lateral fluxes are exchanged between
HRUs within a grid, while in case of a parallel connection the lateral exchanges only take
place through the groundwater or the stream network. Most approaches that use dif-
ferent model structures for different HRUs connect these (partly) in series (e.g., Flügel,
1995; Seibert et al., 2003; Uhlenbrook et al., 2004; Fenicia et al., 2008a). However, here
model structures belonging to different HRUs are connected in parallel (parallel mod-
elling), which limits model complexity and assures that different units can be treated as
separated lumped model structures (e.g., Savenije, 2010; Gao et al., 2014a), provided that
the model structures are arranged according to their hydrological connectivity.

3.3. MODEL CONDITIONING

3.3.1. PARAMETER SELECTION
Before the different model configurations can be compared in a model experiment, pa-
rameter values have to be selected which result in behavioural model realisations. For
short term forecasting applications selecting an optimal parameter set is important to
make the most reliable predictions. However, large computational efforts are required
to determine a (mathematical) optimal parameter set. Besides, the mathematical opti-
mum is often not the same as the hydrological optimum (Beven, 2006; Andréassian et al.,
2012), which is hard to obtain due to the complexity of runoff processes. On the other
hand, for studies analysing suitable model structures for a certain catchment, finding the
hydrological or mathematical optimum is not necessary, but rather a set of adequately
performing parameter sets is useful.

The purpose of such studies, including the model experiments in this thesis, is namely
to compare a set of model structures for one or more catchments. Thus, the behaviour of
the model structure is important under a range of behavioural parameter sets for a given
catchment. The definition of what is behavioural can change per model experiment, but
in this thesis it is defined as fulfilling all relevant constraints. Here, constraints are re-
lationships between parameters and fluxes, based on expert knowledge, which describe
the expected model behaviour (e.g., Gao et al., 2014a; Gharari et al., 2014b; Hrachowitz
et al., 2014); only if a model realisation satisfies all constraints, the realisation is assumed
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Figure 3.1: Basic model configuration with four reservoirs and seven parameters. In a preliminary
analysis it was found that this model structure gives reasonable results for the Ourthe catchment.
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to be behavioural, and therefore, useful for further analysis. This method for the selec-
tion of model realisations is similar to the regularisation methods used in environment
system modelling (e.g., Maneta and Wallender, 2013; Eshagh et al., 2013).

For most model experiments a wide prior parameter range was selected based on ex-
pert knowledge and narrowed down with a preliminary sampling from this prior range.
From the remaining parameter range, parameter sets were selected that satisfied all im-
posed parameter constraints for a specific model structure. These parameter sets do not
necessarily contain the mathematical or hydrological optimum. Instead, they satisfy all
posed constraints and are therefore a good population for further analysis.

3.3.2. MODEL CONSTRAINTS
In this thesis two types of constraints were used: parameter and process constraints (e.g.,
Gharari et al., 2014b). Parameter constraints were applied to the parameter values before
the model run, and process constraints were applied to the modelled fluxes after the
model run. By applying these constraints, the model behaviour is forced to follow the
modeller’s perception and thus can be expected to give more plausible results as the
feasible parameter space is reduced. The applied constraints are comparable to those
used by (Gharari et al., 2014a) and summarised in Table 3.1; the constraints were not the
same for each experiment, thus Table 3.1 also indicates which constraints were used for
which model configurations in which chapters. The selected values for each constraint
are specified in the relevant chapters, together with an indicating of the most influential
constraints.

One parameter constraint could be applied to all model structures, namely the reces-
sion coefficient Ks of the slow reservoir. Ks was considered to be fixed, and determined
using a Master Recession Curve (e.g., Lamb and Beven, 1997; Fenicia et al., 2006; Yadav
et al., 2007; Hrachowitz et al., 2011). Additional parameter constraints were applied to
model structures with multiple HRUs. These additional parameter constraints describe
the difference in behaviour between the HRUs.

More process constraints can be applied to model structures with more HRUs incor-
porated as well. This thesis applies four kinds of process constraints; values may vary per
case study and are therefore specified in Chapters 5 and 6. First, the runoff coefficient
(FRC) of the entire catchment; the modelled FRC should not deviate too much from the
observed value. This constraint was used for the entire calibration period and for peri-
ods of low and high flow; Second, boundaries for yearly actual evaporation are derived
from the Budyko framework (Budyko, 1974). Third, boundaries for runoff coefficients
were applied to the relation between HRUs as well. Fourth, the Hortonian overland flow
module appeared to be very sensitive, leading to incidentally very high peaks; therefore,
a maximum was set for summer discharge.

The model structures with multiple HRUs included have more calibration parame-
ters; however, additional constraints can be applied as well, which partly compensate
for the additional complexity, by narrowing the feasible parameter space.
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Table 3.1: Parameter and processes constraints used in this thesis.

Model configuration Chapter

Parameter constraints
Imax;W

a< Imax;P < Imax;H WH-WHPSFb 5,6
Sr ;W < Sr ;H = Sr ;P WH-WHPSF 5,6
βW =βa;P <βH =βP WH-WHPSF 5,6
LW < LP < LH WH-WHPSF 6
K f ;W = K f a;P < K f ;H = K f ;P WH-WHPSF 5,6
DH < DP WHP-WHPSF 6
Kp;H < Kp;P WHP-WHPSF 6
Ks = 2500 (h) all 5,6

Process constraints
min/max for FRC;tot

c all 5,6
min/max for FRC;low

d all 5,6
min/max FRC;high

e all 5,6
min/max for Etot

c WH-WHPSF 6
FRC;f,W > FRC;f,H WH-WHPSF 6
FRC;fa,P > FRC;f,P (if Q f a;P > 0.001) WHP-WHPSF 6∑

(Q f ,H ;hi g h ∗H% >∑
(Q f ,W ;hi g h ∗W%) WH 6∑

(Q f ,P ;hi g h ∗P% >∑
(Q f ,W ;hi g h ∗W%) WHP-WHPSF 6

max Ql ow WHP-WHPSF 6

a The subscripts ‘W’, ‘H’ and ‘P’ refer to the HRUs: wetland, hillslop and plateau.
b only the simplest and most detailed configuration are indicated.
c Applied for the entire modelled period. d Applied for the low flow period, the specific time spans are

selected from the calibration data. e For the high flow period, the specific time spans are selected from

the calibration data.

3.4. MODEL EVALUATION
Model evaluation has many different aspects and can be carried out in many different
forms. In this thesis, it is split into three levels: internal model behaviour, model per-
formance and consistency and predictive power. All three levels contain different tools;
not all tools are useful for all model experiments. However, the model experiments in
Chapters 5 and 6 contain at least one tool from each level. Below all tools are described
which are used in one of the model experiments of this thesis. Key elements in these
evaluation tools are the assessment of performance and consistency, so these terms are
first explained.

3.4.1. PERFORMANCE AND CONSISTENCY
The performance of a model structure for a certain catchment is determined by its ability
to reproduce a certain hydrological behaviour or signature. This can be measured with
the best score for an evaluation criterion, which describes this hydrological signature,
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and by the range of values covered by the evaluation criterion (belonging to all the pa-
rameter sets from the posterior distribution). In this thesis, the overall performance (Ec )
of a model structure is combined from the performance for each evaluation criterion
with Equation 3.1 (Hrachowitz et al., 2014).

Ec =
√

n∑
i=1

E 2
c,i (3.1)

The consistency of a model structure for a certain catchment is determined by the
number of evaluation criteria, describing different hydrological signatures, that have
their best performance for a specific parameter set. The consistency of model struc-
tures can vary gradually between fully consistent and fully inconsistent. It is important
to have insight into the consistency of model structures for two reasons: first, a high con-
sistency means that the model is capable of reproducing several hydrological signatures
with the same parameter set, implying a better representation of real world processes
(i.e. the model can reproduce different, ideally contrasting, aspects of the hydrograph).
Second, a highly consistent model is thus expected to behave comparably in the calibra-
tion and validation period (Kirchner, 2006; Fenicia et al., 2007), satisfying a split-sample
test (Klemeš, 1986), and would therefore have a reduced predictive uncertainty.

The consistency and performance of a model structure can be determined indepen-
dently, but are both important for the evaluation of the model structures (Wagener et al.,
2003). Only a model with high performance and high consistency may be considered a
suitable hypothesis for a certain catchment and, therefore, points towards a high degree
of realism. In reality all signatures occur simultaneously. Hence, a model that is able
to reproduce all selected signatures to a high degree with the same parameter set has a
higher degree of realism than a model structure that is not able to do that.

However, it is possible that, for a certain model structure, the degree of performance
is different from the degree of consistency. The consequences for different combinations
of the degree of consistency and performance are shown in Figure 3.2. For an incon-
sistently good model structure, signatures are reproduced well, but not with the same
parameter set. For a consistently poor model structure, signatures are not represented
correctly, although the model is consistent. So, a high degree of consistency only gives
extra value in the evaluation process when it is combined with a high performance.

3.4.2. INTERNAL MODEL BEHAVIOUR

DISTRIBUTION OF MODEL STATES

A model configuration with the highest model state distribution level (interception, root
zone, fast runoff and slow runoff reservoirs distributed) can be used to assess the spatial
variability of the fluxes from each reservoir. A significant remaining spatial variability of
a flux leaving a reservoir gives reason to distribute the reservoir (e.g., Lobligeois et al.,
2014). To assess the spatial variability of a given flux, the flux in a specific calculation cell
was subtracted from the spatial average of all calculation cells in the catchment, for each
cell and for each time step in the calibration and validation period. Subsequently, the
cumulative distributions of these differences were compared for each flux.
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Figure 3.2: Consequences for model structures for different combinations of performance and
consistency, under the condition that the uncertainty of the input data is limited. The use of signa-
tures for the evaluation of performance and consistency limits the influence of input uncertainty.

CONTRIBUTION OF DIFFERENT FLUXES

The effect of distribution of model structure on model behaviour was tested by compar-
ing the different contributions to the discharge for different model configurations. The
contributions of different runoff fluxes to the total discharge were visually compared.
With this method, the composition of the discharge can be compared for different model
structures, and thus the influence of model structure distribution on the contribution of
different processes.

EVALUATION OF MODEL STATES

In addition to runoff fluxes, model states tell a lot about the model behaviour as well.
The dynamics of two model states (snow reservoir and accumulated frost) were com-
pared with additional data sources. Modelled snow water equivalent was compared with
MODIS/Terra daily snow cover MOD10A1 (Hall et al., 2006) with a binary approach: the
MOD10A1 data set was only used to indicate presence or non-presence of snow cover.
Accumulated frost (in the topsoil) was compared with temperature measurements of the
soil surface. When the accumulated frost (sum of daily temperatures with a maximum
of zero) is negative it is expected that the observed surface temperature is below 0◦C as
well.

3.4.3. MODEL PERFORMANCE AND CONSISTENCY

HYDROGRAPH COMPARISON

Evaluation criteria based on signatures are a valuable tool to compare models structures.
However, some observed features are difficult to capture in a signature. Therefore, a vi-
sual hydrograph comparison can give additional insight into model behaviour. In this
thesis the observed hydrograph is compared with a single model realisation from dif-
ferent model structures. From this comparison possible differences between the model
configurations can be identified for specific events or marked periods within the sea-
son. Furthermore, the shape of the modelled hydrograph can be compared for different
model configurations.
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FARM
To evaluate the reproduced dynamics of the modelled hydrographs more quantitatively,
the FARM analysis (Sect. 3.5) was used. A requirement for applying FARM is selecting a
set of hydrological signatures. For each model experiment in this thesis a different subset
of signatures was selected from Table 3.3. Categories for line thickness and colour coding
were defined per experiment and are thus described in the relevant chapters.

3.4.4. PREDICTIVE POWER

SCATTERPLOTS

Scatterplots can be constructed from two evaluation criteria for multiple model realisa-
tions. They often reveal the possible trade-off between the two evaluation criteria and
when carried out for different periods they can reveal a difference in performance be-
tween these periods as well. Here, Scatterplots were constructed for the score on two
evaluation criteria for each model configuration, for all behavioural model realisations.

PERFORMANCE AND CONSISTENCY

With all the tools described above it is difficult to incorporate all model configurations,
model realisations and evaluation criteria in one figure, while such a summarising fig-
ure can give more insight. Therefore, the results (performance and consistency) from the
FARM analysis were quantified and compared for all model configurations, for the cali-
bration and validation periods. Additionally, in Chapter 6 a larger catchment is included
as well to not only carry out a validation in time, but also in space.

For the quantification, the 10th-percentile of the Euclidean distances (Eq. 3.1) was
used as performance measure. For consistency, the sum of the weighted angles of all
vectors was used, from the first three principal components (PC). By doing this, corre-
lated vectors on a PC with a high explained variance will largely influence the consis-
tency positively. For both measures, a smaller value means better performance or more
consistency.

3.5. FRAMEWORK TO ASSESS REALISM OF MODEL STRUCTURES
As described in Section 3.4, the Framework to assess realism of model structures (FARM)
is an important evaluation tool used in this thesis. Below the outline of the framework
will be described together with a test case in the Maimai in New Zealand.

3.5.1. DESCRIPTION OF THE FRAMEWORK

GENERAL OUTLINE

FARM touches on three main elements: model structures, hydrological signatures and
the principal component analysis (PCA). Figure 3.3 describes how these elements inter-
act in the general framework. The PCA is the general part of this framework; therefore, it
will be described first. The model structures and hydrological signatures depend on the
specific study the framework will be used for. An overview of all signatures used in this
thesis can be found in Section 3.6. Therefore, they are described separately for each case
study. The framework consists of the following steps:

1. selection of a catchment and gathering of hydrological process knowledge;
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2. definition of hydrological signatures;

3. definition of evaluation criteria to assess the models’ ability to reproduce the hy-
drological signatures;

4. selection of a set of plausible model structures based on the assumed hydrological
processes;

5. derivation of a posterior parameter distribution for the selected model structures
and catchments (calibration);

6. random sampling of N parameter sets from the derived posterior parameter dis-
tribution and calculation of the evaluation criteria for the modelled hydrographs;

7. principal component analysis for each combination of catchment and model struc-
ture; and

8. assessment of relative performance and consistency for each combination of catch-
ment and model structure.

PRINCIPAL COMPONENT ANALYSIS (PCA)
A principal component analysis (PCA) is a statistical tool which can be used to reduce the
dimensions of a multivariate problem. For a PCA the eigenvectors of a covariance matrix
are determined. For many data sets most of the variance is described in the direction of
a limited number of eigenvalues. By transforming the original axes towards the eigen-
values (principal components (PCs)), the original variable can be expressed in terms of

DATA MODEL
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hydrological signatures

formulation of 

evaluation criteria

model structures

model evaluation

posterior parameter distribution 

+ associated hydrographs

values for evaluation criteria 

for N parameter sets

principal component analysis

performance and consistency 

of model structures

Figure 3.3: Schematic overview of FARM to compare the performance and consistency of model
structures with respect to hydrological signatures.
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PC2

PC1

PC2PC2

PC1 PC1

a) b) c)

Figure 3.4: Illustration of possible configurations for the PCA diagram: each vector represents an
evaluation criterion. The axes are formed by the first two principal components (PCs). (a) repre-
sents a fully consistent model structure, (c) a fully inconsistent model structure.

the PCs (the variables have a certain loading on the PCs). More detailed descriptions
on the principles of a PCA can be found in literature about multivariate analysis (e.g.
Krzanowski, 1988; Härdle and Simar, 2003). In Appendix A an example can be found ex-
plaining the use of PCA for FARM. Note that here the vectors of the loadings are referred
to as ‘vectors’ thereafter.

Input for PCAs For FARM PCA is used to explore the correlation structure between
different evaluation criteria. A PCA is performed for each model structure in each catch-
ment for N parameter sets. Here N is the number of parameter sets needed to reach
convergence (see Sect. 3.5.2). The parameter sets are randomly sampled from a derived
posterior parameter distribution. For these N samples all the evaluation criteria for the
selected signatures are calculated (see Fig. 3.3); these values form the input to the PCA.
Note that the model calibration strategy remains the choice of the modeller.

For a PCA it is assumed that the input data are generated from a normal distribution
(Johnson and Wichern, 1998). Normality is especially important for the marginal distri-
butions. Multivariate normality is of less importance if the PCA is used for dimension
reduction, and thus as a mere descriptive tool as is the case with FARM (Jolliffe, 1986).
If the marginals are not normally distributed, the values for the evaluation criteria have
to be transformed to a normal distribution. This transformation could for example be
done with a normal quantile transformation (Weerts et al., 2011; Montanari and Brath,
2004).

Interpretation of PCAs The PCA represents two model characteristics: the performance
and the consistency. Here, the performance is expressed in three indicative categories
(see Sect. 3.5.2); they are presented by the thickness of the vectors in the PCA diagram
(see for example the results of the Maimai in Fig. 3.6). As all model realisations are used,
the range (difference between 10th and 90th percentile) in performance is also impor-
tant. This range is presented with colours, which represent different classes as well:
green for a small range, orange for a intermediate range and red for a large range. Note
that, for each study, specific values for the categories (performance and range in perfor-
mance) should be defined.

The degree of consistency is presented by the configuration of the vectors in the
PCA. When a model structure is able to simulate different signatures well with the same
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parameter set, the corresponding evaluation criteria should be directly correlated. In
other words, a better performance on one evaluation criterion also means a better per-
formance on another evaluation criterion, leading to a high consistency. For the PCA
this results in the vectors, representing the evaluation criteria, pointing in the same di-
rection. When evaluation criteria are inversely correlated, it means that a parameter set
with a better performance for one criterion leads to a inferior performance for another.
It is assumed that the signatures used for FARM are constructed to reflect different as-
pects of the hydrograph and, therefore, are not correlated by construction. The diagram
which is the result of the PCA can be characterised by three general types of configura-
tions (Fig. 3.4):

1. All evaluation criteria are or completely directly correlated or uncorrelated (‘L-
shaped diagram’). (Fig. 3.4a). When this is the case, the model is fully consistent,
which would be the case for a hypothetical ‘perfect’ model.

2. The evaluation criteria have their longest distance in the same direction on one
of the two principal components and are therefore all either directly correlated
or uncorrelated (‘L-shaped’ diagram) (Fig. 3.4b). This configuration is the more
practical version of the previous one and has a high consistency.

3. The evaluation criteria show a ‘star-shaped’ diagram and some evaluation criteria
are uncorrelated, while others are inversely correlated (Fig. 3.4c). In this case the
model is inconsistent.

The configurations in Figure 3.4 are basic configurations. In case of deviations from
these basic configurations, three measures are important for interpretation of the PCA
diagrams; these three are listed below. These measures, especially the first two, can be
determined qualitatively and quantitatively; both will be used in this thesis. Quantitative
assessment is based on the sum of the first three principal components and the variance
explained per principal component.

• Spreading on PC1 or PC2 (x- or y-axis): PC1 always represents a larger part of the
explained variance in the data, so a spread or inversely correlated evaluation cri-
teria on PC1 determine the consistency to a larger extent than inversely correlated
evaluation criteria on PC2.

• Length of the vectors: the longer a vector is, the higher the loadings, and thus
the more influence the vector has on the total analysis. An inversely correlated
vector which is relatively small influences the consistency less than an inversely
correlated vector which is relatively long.

• Inversely correlated thick vectors: a thick vector means that there is a parameter
set for which the signature can be modelled well; a thin vector indicates poorer
model performance. So, inversely correlated thick vectors indicate that inconsis-
tency is the main problem, while inversely correlated thin vectors indicate that
performance is still the main problem.

Note that a PCA only shows the relative similarities and differences within the data
used for the PCA; therefore, the absolute values on PC1 and PC2 and the individual di-
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rection of the vectors are of no importance. Thus, the interpretation of the PCA dia-
grams is mainly carried out in a qualitative manner. This way of interpretation enables
focussing on specific relations between evaluation criteria, giving insight in model defi-
ciencies. However, when dealing with a large number of model structures or catchments,
a more quantitative interpretation is necessary. In this thesis this is done by summing
the weighted angles of all vectors, from the first three principal components (PC). By do-
ing this, correlated vectors on a PC with a high explained variance will largely influence
the consistency positively.

3.5.2. ILLUSTRATION OF FARM
Before applying FARM in the remainder of this thesis, an example for Maimai in New
Zealand is shown below as illustration. Chapter 2 contains a description of this catch-
ment. The case study uses model specifics (including model structures) which are only
used here, for the Ourthe and Meuse different model configurations are used.

MODEL SPECIFICS

PCA The model posterior parameter distributions were determined with Bayesian in-
ference, using a heteroscedastic error model based on the weighted least squares (WLS)
scheme (Thyer et al., 2009) and non-informative prior parameter distributions. A total
of 1000 random samples were drawn from the posterior distributions, and all evaluation
criteria were calculated for each random sample. The evaluation criteria distributions
were then transformed to normal distributions with a normal quantile transformation
(Weerts et al., 2011; Montanari and Brath, 2004). The transformed criteria were subse-
quently used as input for the PCAs.

The three indicative performance categories for this case study are defined as follows.
For the illustration of FARM no colour coding was used for the range in performance for
each evaluation criterion.

• High (continuous and very bold vectors), when the maximum value for the evalu-
ation criterion is higher than 0.8 and 90 % of the values for the evaluation criterion
are higher than 0.65.

• Medium (dashed and bold vectors), when is the maximum value for the evaluation
criterion is higher than 0.4 and 90 % of the values for the evaluation criterion are
higher than 0.3.

• Low (dotted and thin vectors), for all other cases.

Hydrological signatures A set of signatures was selected from Table 3.3 for this illustra-
tion: FAC, FAC,low, Fpks, Fpks,low, FRLD (evaluated with ERE) and FFDC, FFDC,low, FFDC,high,FQ,
FQlog (evaluated with ENSE). In the abbreviations ‘low’ refers to the low flow period or
lower part of the flow duration curve; ‘high’ refers to the high flow period or upper part
of the flow duration curve. A low flow period might not be very relevant for very wet
Maimai catchment, but this is an inheritance of the original case study in which both
Maimai and Wollefsbach were considered.
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M1 M3

M5

M6 M7

M9M8

M2

M4

Figure 3.5: Conceptual configurations of the flexible model structures used for illustration of
FARM.
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Model structures For this study nine flexible model structures are tested, and their
performance and consistency are compared with 2 (fixed) benchmark models: GR4H
(an hourly version of GR4J, Perrin et al., 2003) and a modified version of the HBV model
(Lindström et al., 1997). The main adaptation on the HBV model is that river routing is
not included (D. Kavetski, personal communication, 2012), because it is not considered
as a crucial process due to the small size of the catchments. These benchmark models
are mainly selected because they are widely used for hydrological modelling.

The nine flexible model structures have been configured with the SUPERFLEX frame-
work (Fenicia et al., 2011). Model structures built with the SUPERFLEX framework con-
sist of reservoir elements, lag function elements and junction elements. The created
model structures (M1 to M9; see also Fig. 3.5) differ in the number of reservoirs (1 to 5),
the number of fluxes (3 to 10) and the number of parameters (1 to 9). The selection of
the model structures is mainly based on the model structures used by Kavetski and Feni-
cia (2011) and on experiences of previous modelling exercises. A discussion of processes
represented by the model structures can be found in Kavetski and Fenicia (2011).

The model conditioning is done with Bayesian inference, as described by Kavetski
and Fenicia (2011). The applied error model is based on weighted least squares. For
the quasi-Newton parameter optimisation, 20 multi-starts are used. During the Markov
chain Monte Carlo (MCMC) sampling, 5000 parameter sets were generated.

Plausibility checks In this case study 1000 parameter sets, randomly drawn from the
posterior distribution, are used to construct the PCA. To investigate whether this num-
ber is sufficient for stable PCA patterns, the sensitivity to the number of parameter sets
was tested. To test the sensitivity of the PCA, it is important to know if the PCA is ergodic.
When this is the case, there is a convergence to a stationary measure when enough sam-
ples are taken into account; this convergence is independent of the initial conditions
(Descombes, 2012). To test whether the PCA is ergodic and to test if 1000 parameter sets
are sufficient, a PCA was also performed with 500 and 200 parameter sets. When the
differences between the diagrams with 200 and 500 parameter sets are larger than be-
tween the diagrams for 500 and 1000 parameter sets, it is an indication of convergence
and ergodicity can be assumed.

In addition to the sensitivity to the number of parameter sets, the obtained results
can also be evaluated for an independent test period. It may be expected that a con-
sistent model structure behaves similarly in the calibration and validation period, as it
is assumed to capture the dominant processes better than an inconsistent model (c.f.,
Seibert, 2000). Therefore, the model structures are run for an independent test period of
one year with the parameter sets derived during the calibration. Both the performance
and consistency are compared for the calibration and validation period.

RESULTS

The PCA results for all model structures are shown in Figure 3.6. The PCA results are
based on the covariance matrix of the evaluation criteria. All the model structures devel-
oped with the flexible framework except M8 show a very small difference in their max-
imum Nash-Sutcliffe efficiency; M3 to M5 even have an equal maximum Nash-Sutcliffe
efficiency. However, the consistency differs between the model structures. M1 and M3
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Figure 3.6: Results for PCA for the Maimai catchment. Each figure represents one of the model
structures. The figures are based on 1000 parameter sets. The principal components are dimen-
sionless, because the ratios of specific signatures of the modelled and observed hydrographs are
used to construct the evaluation criteria and these ratios are dimensionless. The total variance
explained by these figures is the sum of the explained variance per PC.
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Figure 3.7: Result PCA for M8 for different number of parameter sets:
200(left)/500(middle)/1000(right). The difference between the diagrams with 1000 and 500
parameter sets is smaller than the difference between the diagrams with 500 and 200 parameter
sets. The principal components are dimensionless.

show a comparatively high degree of consistency, i.e. a low spread of the vectors. For
M1 the variance explained by PC2 is small compared to PC1; therefore, the spreading
on PC2 has a minor influence. The evaluation criteria for M3 almost show an L-shape
(see Sect. 3.5.1), and only FQlog,NSE is inversely correlated. Model structures M4 to M7
are much less consistent. Model structure M8 behaves differently from model structures
M1 to M7: it has a relatively high maximum Nash-Sutcliffe efficiency and a high perfor-
mance for the other evaluation criteria; the diagram for M8 really shows an L-shaped
configuration. The slight rotation of the L-shape indicates that the consistency can still
be improved, as there are evaluation criteria on PC2 which are inversely correlated. How-
ever, as both the explained variance of PC2 and the loading of the vertical vectors on PC2
are low, this rotation decreases the consistency to a very limited degree.

Another interesting aspect is the high performance for most evaluation criteria for
the HBV model, but a relatively low consistency. For the HBV model some evaluation
criteria are inversely correlated on PC1, and the variance explained by PC2 is relatively
high. GR4H has a high performance for most evaluation criteria, like the HBV model, but
is more consistent than the HBV model, as the evaluation criteria are mainly inversely
correlated on PC2, thus being of limited importance.

Plausibility of results Figure 3.7 shows the PCA diagrams for M8 for 200, 500 and 1000
parameter sets. It can be seen that the difference between selecting 1000 and 500 pa-
rameter sets is smaller than the difference between selecting 500 and 200 parameter
sets. This sensitivity analysis is performed for all the model structures, and the results
are compared visually. Convergence is present to a varying degree for all model struc-
tures. Model structures with a higher performance and consistency and the model struc-
tures with less complexity exhibit larger convergence. However, these are not always the
model structures with a more constrained posterior parameter distribution. In general,
the convergence for all model structures shows that ergodicity can be assumed and that
the use of 1000 parameter sets is sufficient to have an indication of consistency of the
evaluated model structures in this study.

In Figure 3.8 an example is given to show the differences between two model struc-
tures with a more (M8) and a less (M7) comparable behaviour between the calibration
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Figure 3.8: PCA diagrams for M7 (left) and M8 (right) for both the calibration (top) and validation
(bottom) period. The principal components are dimensionless. M8 shows a higher consistency
for the calibration period and a more consistent behaviour between the calibration and validation
period. Presented results are for the Maimai catchment.

and validation period for the Maimai catchment. A summary of the results is presented
in Table 3.2. The model structures in this table are ordered by consistency for the calibra-
tion period. It can be seen that both the performance and consistency changed between
the calibration and validation period. Model structures with a low consistency in the
calibration period have slightly larger changes for the validation period.

DISCUSSION

Applicability Comparing model structures based on both performance and consis-
tency has advantages with respect to a comparison based on either performance or con-
sistency. This can especially be seen for M8, M3, GR4H and HBV. Their performance is
more or less equal, but their consistency is not. The results also show that consistency on
itself does not give useful information about a model structure; for example M1. Rather,
for model structures with a high performance, the degree of consistency gives useful in-
formation about the suitability for a certain catchment.

A model structure that suits a certain catchment is more likely to represent the dom-
inant processes that actually occur in the catchment than model structures that are less
suited for the catchment. Therefore, the model structure inhibits an indication of dom-
inant processes in a catchment. However, when the hydrograph does not contain in-
formation about certain processes, these processes will not be taken into account when
only the hydrograph is used as signature input. In that case, auxiliary data sources are
required to reveal these processes (e.g., Vaché and McDonnell, 2006; Son and Sivapalan,
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Table 3.2: Summary of differences between the PCA graphs for the calibration and the indepen-
dent test period for the Maimai catchmenta.

Performance Consistency Performance Consistency
Originalb Originalc Validationb Change

HBV 7 low 7 config. changed
M7 2 low 4 (+2) 3 Ec,i changedd

M6 2 low 5 (+3) 2 Ec,i changed
M9 4 low 5 (+1) 2 Ec,i changed
M4 3 low 2 (−1) small differences
M5 3 low 2 (−1) small differences

M1 1 middle 2 (+1) 2 Ec,i changed
M3 6 middle 5 (−1) 1 Ec,i changed
GR4H 8 middle 9 (+1) 1 Ec,i changed
M2 5 middle 5 small differences

M8 8 high 5 (−3) 1 Ec,i changed

a The model structures are ordered by consistency in the calibration period. 1, 2 or 3 ‘Ec,i changed’ in the

last column means the configuration of the PCA diagram of the calibration and validation are equal, but

1, 2 or 3 vectors have a different direction and/or length. ‘config. changed’ means that the relative direc-

tion of almost all vectors changed. b The number of signatures in performance category high (thick

vectors) is taken as a measure. c Based on the configurations in Fig. 3.4. d E = evaluation criterion.

2007; Fenicia et al., 2010; Hrachowitz et al., 2013b; Birkel et al., 2010). When additional
data sources give extra information, it is expected that the evaluation criteria belonging
to the extra hydrological signatures are uncorrelated with the evaluation criteria from
the discharge data.

In addition, poor performance and poor consistency of a certain model structure can
be an indicator for the absence of certain runoff processes in the catchment. This can
for example be seen for M6, M7 and M9, which have a relatively low performance and
consistency. These are the only flexible model structures with a groundwater reservoir,
so possibly a groundwater reservoir is not important or incorrectly represented. This is
also in accordance with the site description of the Maimai catchment: it has shallow soils
and (almost) impermeable subsurface layers. The performance and consistency of M8
are very good; M8 has a riparian zone reservoir, which probably fits well with the almost
year-round saturated soils of the Maimai catchment.

It should be noted that FARM is meant to indicate which model structures have a
higher performance and consistency than others. However, data errors can influence
the performance and consistency of a model, and this possible influence is not explic-
itly included in FARM (Bárdossy and Singh, 2008). The influence of these errors will be
different for different signatures. On the other hand, by using signatures, mainly the
dynamics of the measured and observed hydrograph are taken into account. These dy-
namics are more likely to represent catchment behaviour and to be less sensitive to small
measurement errors than evaluation criteria that compare each point of the hydrograph
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individually.

Using the framework The use of PCAs for model evaluation also has limitations. The
main limitation may be the low variance explained by the first two principal compo-
nents as obtained in this study. For most model structures the variance explained is
below 80 %. More reliable diagrams would therefore also incorporate the third princi-
pal component; however, a 3-D graph is more difficult to visualise and interpret than a
2-D graph. A more quantitative interpretation enables including more principal compo-
nents, as shown in Sections 5.3.3 and 6.3.3.

There are two situations related to a low explained variance, which should be kept in
mind when interpreting the PCA diagrams.

• Consistent configuration with low variance explained: the higher principal com-
ponents (PC3 and higher) explain a smaller amount of variance each; this variance
can reduce the high consistency, but will not make the model fully inconsistent.

• Inconsistent configuration with low variance explained: the first two principal
components already show inconsistency. The variance explained by the higher
principal components is lower, so they are unlikely to change a diagram from in-
consistent to consistent.

In addition to this limitation, also three other aspects influence the usefulness of the
framework. These include the selection of hydrological signatures and the sometimes
different PCA results for calibration and validation periods. First, the hydrological signa-
tures – selecting different signatures from different data sources – result in testing differ-
ent aspects, which leads to different results. The selection of the signatures is subjective
and influences the results. For this framework a good approach would be to start with
many signatures for a catchment and test which signatures are directly correlated. The
signatures that are strongly directly correlated with another signature for each model
structure can be omitted.

The second is the different PCA results for the calibration and validation period for
some model structures. In Sect. 3.5.2 it is shown that generally the model structures
with a higher consistency behave more similarly in the calibration and validation period.
However, this does not hold for all model structures, and the similarity between the cal-
ibration and validation period can be influenced by the length of the used time series as
well. Therefore, before selecting a model structure which seems to have a very high con-
sistency and performance, it may be beneficial to test the performance and consistency
on a different time period.

3.6. HYDROLOGICAL SIGNATURES

3.6.1. SIGNATURES AS EVALUATION CRITERIA
The model structures are evaluated with evaluation criteria based on hydrological sig-
natures. These signatures can be derived from the observed hydrograph, for example
the flow duration curve (Westerberg et al., 2011) or the autocorrelation coefficient (e.g.,
Winsemius et al., 2009). However, these signatures can in principle also be derived from
other data sources, for example groundwater levels, tracer data or satellite data. Note
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that the ‘more independent’ the selected signatures are (i.e. reflecting contrasting parts
of the hydrograph), the higher the significance for the model evaluation.

Most signatures are represented by a single value for the observed and a single value
for each modelled hydrograph. A possibility to formulate the evaluation criterion (E) in
that case is shown in Equation 3.2. Only the value for the signature of the modelled hy-
drograph changes per parameter set; the value for the observed hydrograph is the same
for each parameter set. By dividing the modelled value by the observed value, the rela-
tive deviation of the modelled from the observed value can be obtained. The absolute
value and ‘1 −’ the ratio are required to obtain the same result (E) for the same absolute
deviation of the modelled value above or below the observed value. Note that data er-
rors are not explicitly accounted for in the calculation of the signatures and evaluation
criteria; therefore, they should be applied with care in case of comparing results from
different data sources.

ERE =
∣∣∣∣1− F (Qmod)

F (Qobs)

∣∣∣∣ , (3.2)

with F (Qmod) the value of the hydrological signature for the modelled hydrograph and
F (Qobs) the value of the hydrological signature for the observed hydrograph.

Equation 3.2 cannot be used if the signature is represented by a time series (e.g., the
discharge itself or the flow duration curve). Therefore, three other metrics were used for
evaluating these signatures: Root mean square error (ERMSE), Nash-Sutcliffe efficiency
(ENSE) (Nash and Sutcliffe, 1970) and volume error (EVE) (Criss and Winston, 2008). The
relative error (ERE) (Eq. 3.2) and RMSE give lower values for higher performances. For
parts of the evaluation it is convenient to link a better performance to a higher value for
the evaluation criterion (see also Sect. 3.5). In which case for example the formulation in
Eq. (3.3) can be used.

EPCA = 1−E (3.3)

3.6.2. DESCRIPTION OF SIGNATURES
The different experiments in this thesis use a selection of signatures. The selection de-
pends on the elements in the model structures that were changed and thus needed eval-
uation. Signatures were calculated for the entire modelled period and in some cases for
high and low flow periods as well. Below a short description is given of all signatures
used in this thesis; Table 3.3 shows in addition the abbreviation and a sketch for each
signature.

DISCHARGE

The most straightforward and at the same time most integrated signature is the observed
discharge (FQ) itself. In this thesis FQ is used in combination with NSE and VE to assess
the overall performance of different model structures. To assess overall performance of
lower discharge, also the log of the discharge (FQ,log) was used. In Chapter 4 the yearly
discharge (FQ,y) and the yearly base flow (FQ,b) are used to assess water balance issues
and interseasonal storages.
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FLOW DURATION CURVE

Flow duration curves give the probability of exceedance for each observed (or modelled)
discharge. Flow duration curves (FFDC) are often used in model evaluation; either by
using the entire curve or by using parts of it (e.g., Yadav et al., 2007; Yilmaz et al., 2008;
Blazkova and Beven, 2009; Westerberg et al., 2011). The main difference between using
FQ and FFDC is the timing of events: for FQ this is very important, while for FFDC this is
neglected. In this thesis the lower and higher part of the flow duration curve are used
in addition to the entire curve. Chapter 4 also uses the slope of the normalised flow
duration curve (FFDC,slp) to compare catchments.

COEFFICIENT OF AUTOCORRELATION

The coefficient of autocorrelation is a measure for the smoothness of a hydrograph: a
high value means a small difference between two consecutive points (Winsemius et al.,
2009). This thesis uses the coefficient of autocorrelation in two forms; first with a fixed
lag of 24 hours (FAC) and second with a varying lag of 0 - 250 hours (FAC,func).

RISING LIMB DENSITY

Like the autocorrelation, the rising limb density (FRLD) provides an indication of the
smoothness of the hydrograph, but the RLD is averaged over the total period and is com-
pletely independent of the flow volume (Shamir et al., 2005). This signature is calculated
by dividing the number of peaks by the total time the hydrograph is rising. Therefore,
the RLD is the inverse of the mean time to peak (Shamir et al., 2005; Yadav et al., 2007).

DECLINING LIMB DENSITY

The declining limb density (FDLD) is the counterpart of the rising limb density: it repre-
sents the time the hydrograph is declining with respect to the number of peaks. Due to
hysteresis the rising and declining limb vary in steepness, thus they will provide different
information about the catchment behaviour.

SLOPES OF RISING AND DECLINING LIMBS

The slopes of the rising (FSRL) and declining (FSDL) limbs provide information about the
flashiness of the catchment. Therefore, they are relevant signatures to evaluate the rep-
resentation of very fast processes in model structures. Again, due to hysteresis the slopes
of the rising and declining limb will provide different information about the catchment
behaviour.

PEAK DISTRIBUTION

The peak distribution (Fpks) shows the variability in observed or modelled peak dis-
charges. Peak discharges are discharges at a time step of which both the previous and
the following time step have a lower discharge. From these peak discharges a flow dura-
tion curve is constructed. If a model is better able to reproduce the peak distribution, it
is more likely that it can reproduce the different responses of the catchment simultane-
ously.
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RUNOFF COEFFICIENT

The runoff coefficient (FRC) is a very integrated signature as well. However, it is a very
simple signature to check if the water balance closes; with this purpose it was used in
Chapter 4. In addition, the event runoff coefficient (FRC,event) gives more insight into the
catchment behaviour under different (or similar) precipitation conditions (e.g., McMil-
lan et al., 2013)

Table 3.3: Overview of all signatures used in model experiments.a

Signature Abbreviation Sketch

discharge FQ,FQ,log

yearly discharge FQ,y

1y → Σ 

flow duration curve (e.g.,
Westerberg et al., 2011)

FFDC
cdf

slope of normalised Flow
Duration Curve (e.g., Müller and
Thompson, 2016)

FFDC,slp
cdf * 1/Q

Q
33

Q
66

yearly base flow FQ,b
cdf

Q
95

Σ

coefficient of autocorrelation (lag
= 24 h) (e.g., Winsemius et al.,
2009)

FAC
x = 24h

Σ(Q
i 
- Q)(Q

i+x 
- Q)

Σ(Q
i 
- Q)2

coefficient of autocorrelation (1h
< lag < 250h) (e.g., Hrachowitz
et al., 2014)

FAC,func

x

x = 1h

x = 250h

Table continues on next page
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Table 3.3 – continued from previous page

Signature Abbreviation Sketch

rising limb density (e.g., Shamir
et al., 2005)

FRLD T
r

T
r

T
r

T
r Tr

ΣT
r 
/ n

pks

slope rising limb FSRL

declining limb density (e.g.,
Shamir et al., 2005)

FDLD T
d

T
d

T
d T

d T
d

ΣT
d 
/ n

pks

slope declining limb FSDL

slope of peak distribution Fpks
cdf

Q
10

Q
50

runoff coefficient FRC

Σ P

Σ Q

Σ Q / Σ P

event runoff coefficient (e.g.,
McMillan et al., 2013)

FRC,event

Σ P
i

Σ Q
i

Σ Q
i
 / Σ P

i

a The signatures are evaluated using different metrics in different chapters; the metrics are specified in

each chapter.
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ROOT ZONE STORAGE CAPACITY

DERIVED FROM CLIMATE DATA

Change happens by listening and then starting a dialogue with the people who are doing
something you don’t believe is right.

Jane Goodall

Root zone storage capacity (Sr,max ) is an important variable for hydrology and climate

studies, as it strongly influences the hydrological functioning of a catchment and, via

evaporation, the local climate. Despite its importance, it remains difficult to obtain a

well-founded catchment representative estimate. This chapter tests the hypothesis that

vegetation adapts its Sr,max to create a buffer large enough to sustain the plant during

drought conditions of a certain critical strength. Following this method, Sr,max can be

estimated from precipitation and evaporative demand data. The results of this ‘climate

based method’ are compared with traditional estimates from soil data for 32 catchments

in New Zealand. The results show that the variability of root zone storage capacity among

catchments is larger for the climate based method than for the soil based method. Using

a model experiment it is shown that the climate derived Sr,max can better reproduce hy-

drological regime signatures for humid catchments; for more arid catchments the soil and

climate methods perform similarly.

This chapter is based on:
Boer-Euser, T., McMillan, H.K., Hrachowitz, M., Winsemius, H.C. and Savenije, H.H.G., The effect of soil and
climate on root zone storage capacity, Water Resources Research 52 (2016).

45

doi:10.1002/2015WR018115


4

46 4. ROOT ZONE STORAGE CAPACITY DERIVED FROM CLIMATE DATA

4.1. INTRODUCTION
Applying distribution in hydrological models requires additional data or creative use of
existing data. An example of the latter is estimating specific parameters directly from
data, and thus bypassing ‘conventional calibration’. This chapter describes a method to
estimate root zone storage capacity (Sr ) from climate data.

Root zone storage capacity is an important hydrological descriptor, which strongly
influences the hydrological functioning of a catchment. Root zone storage capacity can
be understood as a volume of water per unit area within reach of plant roots for transpi-
ration; outside this area of influence water flows are largely controlled by gravity-induced
gradients. In models, Sr,max is frequently used as a parameter representing catchment
storage capacity in the dynamic part of the unsaturated zone. Sr,max controls water par-
titioning between evaporation and drainage, and thus the (long term) water balance of a
catchment (Field et al., 1992; Zhang et al., 2001). Understanding the water balance and
the associated dynamics of different storage components over time is essential to un-
derstand the hydrological functioning of a catchment, necessary for robust predictions
of discharge and evaporation. Apart from hydrological purposes, accurate estimation of
soil water storage and water fluxes (e.g., evaporation and discharge) is of critical impor-
tance for climate (e.g., Kleidon and Heimann, 2000; Dirmeyer, 2011; Orth and Senevi-
ratne, 2014) and ecological models (e.g., Liancourt et al., 2012; Zelikova et al., 2015) as
well.

Despite the importance of Sr,max , it is difficult to obtain well-founded catchment
representative estimates. Although soil and plant root properties can be observed at the
point scale, it remains problematic to integrate these measurements to the catchment
scale due to their spatially heterogeneous character (e.g., Crow et al., 2012). Even if the
soils would be completely homogeneous, it is not necessarily clear how to map mea-
sured soil properties to model parameters, including Sr,max . Therefore, it is unknown
whether point observations allow for an adequate representation of catchment repre-
sentative Sr,max . Another common method to estimate Sr,max is by calibration, prefer-
ably using expert knowledge or additional data to guide or constrain the calibration (e.g.,
Winsemius et al., 2008; Gharari et al., 2014a), which has the advantage that catchment
representative Sr,max is directly estimated. On the other hand, even constrained calibra-
tion is subject to parameter sensitivity (i.e., equifinality; Beven, 2006), making it again
difficult to assess if the derived value is a plausible representation of the catchment rep-
resentative Sr,max .

Following from the above, catchment understanding and flux modelling may be im-
proved by further independent information on the amount of water which is (or can
be) accessed by vegetation. The accessible water amount is not necessarily related to
root depth, but rather to root density, i.e., the pore volume within the area of influence
of the roots (Schenk and Jackson, 2002; Gentine et al., 2012; Cassiani et al., 2015; Tron
et al., 2015; Brunner et al., 2015). To ensure long-term survival, vegetation adapts to
its environment (Eagleson, 1982; Canadell et al., 1996; Sampson and Allen, 1999; Troch
et al., 2009). Vegetation attempts to balance the resources invested in above surface
growth with the resources necessary to create a root zone storage capacity large enough
to buffer hydrological variability and to provide sufficient water for survival. This is an
example of the widely acknowledged interaction between climate and vegetation (Milly,
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1994; Rodriguez-Iturbe, 2000; Schymanski et al., 2008). It is likely that the required Sr,max

is strongly dependent on climate (Kleidon and Heimann, 1998; Guswa, 2008; Donohue
et al., 2012; Gentine et al., 2012), i.e., precipitation and evaporative demand, but that the
dependence on soil type is much weaker: in a specific climate vegetation needs a certain
amount of water, irrespective of the soil type it is growing on. Two similar plants in the
same climate, but on different soil type, might develop a different root structure, but they
will require the same amount of buffer capacity to survive (cf. Camporese et al., 2015).

Climatic variability is characterized by higher frequency temporal dynamics than the
formation process of soils. In turn, it is plausible that the medium-term dynamics of root
growth have the same time scale as climatic variability (e.g., Sivandran and Bras, 2013);
thus, when Sr,max depends on climate rather than on soil, this would mean that Sr,max

should be dynamic at time scales of climatic variability. This supports the results of var-
ious hydrological modelling studies that have also shown the need for a variable reflect-
ing medium-term dynamics (e.g., Wagener et al., 2003; Fenicia et al., 2009). Beekman
et al. (2014) showed that a model based on soil data underestimates the evaporation of
a forest on sandy soil and overestimates the evaporation of crops on clay soil during a
very dry summer in the Netherlands. Although the modelled evaporation above the for-
est was almost zero, the vegetation survived the drought. Hence we may assume that
the vegetation did develop a root system which could adapt to the climatic variability
and thus created a buffer large enough to bridge the dry summer (cf. Vico et al., 2015),
even on the sandy soil. This follows the line of argument set by Gimbel et al. (2016), who
concluded that medium- to long-term climatic conditions of an area were more impor-
tant than short-term antecedent soil moisture for the system behaviour under drought
conditions.

Kleidon and Heimann (1998) showed that root depth is strongly related to climate,
especially to the difference in precipitation and potential evaporation. Following on this,
Gao et al. (2014b) recently successfully demonstrated for 400 catchments in the USA
that catchment representative root zone storage capacities estimated from climate are
strongly correlated with estimates derived from the calibration of a hydrological model.
These studies indicate that climate information contains at least a certain level of infor-
mation on root zone dynamics and thus on the influence of vegetation on the partition-
ing of water fluxes. Based on the results of Gao et al. (2014b) and following the arguments
above, this chapter tests the hypothesis that climate is a more suitable estimator for the
catchment-scale root zone storage capacity Sr,max than observation inferred soil char-
acteristics.

This chapter uses data from New Zealand and the New Zealand national model, thus
the model set-up and conditioning are different from those described in Chapter 3.

4.2. STUDY AREAS
As described in Chapter 2, New Zealand has a strong climate gradient, which is very
useful when comparing the influence of climate. 32 catchments are used for an overall
comparison between climate and soil derived Sr,max -values. Additionally, some analyses
were carried out for a subset of catchments only. Using a selection of catchments makes
it possible to point out some effects in more detail. The catchments in this subset are
Otekaieke at Stockbridge (A), Raparapahoe at drop structure (B) and Inangahua at Blacks
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Table 4.1: Characteristics of sub set of catchments.

A B C

aridity index (Ep /P ) 0.67 0.40 0.32
long-term averaged runoff coefficient 0.42 0.48 0.84
mean annual precipitation (m y−1) 1.1 2.4 2.6
mean annual pot. evaporation (m y−1) 0.74 0.97 0.82
seasonality precipitation 0.16 0.15 0.11
seasonality pot. evaporation 0.72 0.61 0.69
number of months between peak P and Ep 0 7 3
dominant climatea CD WW CXW
dominant land coverb P P F
derived Sr,soi l (m) 0.16 0.15 0.17
derived Sr,clm (m) 0.14 0.31 0.02

a CD = cool-dry; WW = warm-wet; CXW = cool-extremely wet. b P = pasture; F = forest.

point (C). The catchments vary in aridity, land cover and size, refer to Table 4.1 for more
details and Figure 2.6 for locations.

Daily discharge data were available from flow gauges; daily precipitation and po-
tential evaporation data were available from the Virtual Climate Station Network (VCSN;
Tait et al., 2006, 2012), which contains interpolated data at a 0.05◦ grid at daily time steps.
The VCSN is comprised from national rain gauge data; mountainous areas have a lower
gauge density, leading to less reliable estimates at these locations. Potential evaporation
was calculated with the Priestley Taylor method (Priestley and Taylor, 1972). Catchment
average precipitation and potential evaporation estimates were used from 1972 to 2012.
The VCSN precipitation data were corrected for spatial bias, using an analysis of the
long-term water balance: mean annual modelled runoff was compared with observed
mean annual runoff and errors were assumed to be mainly caused by inaccuracies in
precipitation measurements (Woods et al., 2006). The available discharge data varied
per catchment, both in length and in period; however, for each catchment at least 20
complete years were available.

4.3. METHODS

4.3.1. COMPARISON OF SOIL- AND CLIMATE-DERIVED ROOT ZONE STORAGE

CAPACITY
Soil and climate derived Sr,max -values (Sr,soi l and Sr,clm respectively) were calculated
for the 32 selected catchments (description in Sect. 4.3.2). The soil and climate methods
were compared based on these derived values and based on model results obtained with
these derived values.

COMPARISON BASED ON DERIVED Sr,max -VALUES

Comparison of the soil and climate derived Sr,max -values was based on spatial patterns
and scatterplots. Catchment representative Sr,max -values were compared based on their
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location in New Zealand. In addition, they were compared with a scatterplot, in which
the catchment average runoff coefficient was used as an explanatory factor.

COMPARISON BASED ON MODEL RESULTS

Soil and climate derived Sr,max -values are based on different methods, but the values
should be similar when assuming that they both represent the catchment representative
root zone storage capacity. Although, it may not be possible to determine which Sr,max -
estimate is closer to the true catchment value, it can be tested which estimate is more
suitable for a modelling concept of root zone storage capacity. This second compari-
son was made using the hydrological model TopNet, which was run with each Sr,max -
estimate in turn. The modelled and observed discharges were compared using hydro-
logical signatures, as described in Section 3.6.

TopNet is a distributed conceptual model covering all third order subcatchments in
New Zealand. The national version is not calibrated, but parameters are estimated for
each third order subcatchment from available topography, land use and soil data (Clark
et al., 2008a). The model conceptualisation consists of five storage reservoirs and the
closure relations between these storages (Fig. 4.1; refer to Clark et al. (2008a) for model
equations and parameter explanations). Distributed calculations for all storages and
fluxes are carried out for all third order subcatchments (approx. 10 km2): the underly-
ing first order streams are defined with an upstream area of 0.14 km2. Discharges from
each third order subcatchment are then routed along the river network to calculate the
discharge of the higher order catchments. Using TopNet with climate derived Sr,max re-
quires a transfer of Sr,clm to a model parameter; Sr,clm is transferred to the soil porosity
corresponding to plant available water (∆θp ) (for details see Sect. 4.3.2).

TopNet simulates third order subcatchments, but the catchment representative Sr,clm

values were derived for fourth to seventh order catchments; therefore, the catchment
representative Sr,clm needs to be disaggregated to these third order subcatchments. In
addition to the 40 years of catchment average data for the 32 catchments, 10 years of
daily precipitation data and estimates of long term mean annual discharge (Woods et al.,
2006) were also available for each third order subcatchment. From the results presented
in Section 4.4 it follows that the catchment representative Sr,clm shows a linear relation
with the runoff coefficient (Fig. 4.2a), where the runoff coefficient is tightly linked to the
aridity index, as illustrated by the Budyko framework (Budyko, 1974) and therefore in-
dicates the wet- or dryness of the catchment. A strong relationship between these two
variables is expected because a smaller Sr,max -estimate decreases the water available
for transpiration, and therefore increases the runoff coefficient, as illustrated by previ-
ous studies (e.g., Donohue et al., 2012; Gao et al., 2014b). This dependency was used to
proportionally disaggregate the catchment representative values to the third order sub-
catchments. For the disaggregation a linear relation between Sr,clm and the runoff co-
efficient (FRC) was assumed, while preserving the catchment representative Sr,clm ; zero
storage was set as boundary condition for FRC equals 1. In case of nested catchments,
disaggregation was carried out from upstream to downstream, preserving the values as-
signed to the third order subcatchments in the nested catchments. Figures 4.2b,c show
an example of the disaggregation for the Buller catchment; it can be seen that the main
catchment (I) spans all the Sr,clm values occurring in the third order subcatchments.
Disaggregation was not necessary for Sr,soi l , as these values were already estimated for
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a)

b)

interception store 

overlandstream soil store

saturated zone

p

p

transpirationprecipitation interception 
evaporation

throughfall

drainage
base flow

saturation and infiltration excesssurface runoff
snow store 

snow melt + infiltration

sublimation

Figure 4.1: a) Perceptual representation of TopNet (adapted from Bandaragoda et al. (2004);
©Elsevier Ltd.); b) conceptual representation of TopNet.

first order subcatchments and were averaged to third order subcatchments according to
catchment area.

Changing the root zone storage capacity in the model can influence the modelled
catchment response at an event time scale and at longer, e.g. yearly, time scales. For
instance at the event time scale, a smaller Sr,max causes a quick reduction of soil mois-
ture deficits during events, leading to faster connectivity, as processes such as prefer-
ential flow are activated. As an effect of this the shapes of the peaks (effect 1a) and
the event runoff coefficient (effect 1b) will change. At the yearly time scale, however,
a smaller Sr,max decreases the storage and buffer capacity. This in turn affects the parti-
tioning between discharge and evaporation (effect 2a), the flow variability between years
(effect 2b) and the runoff volume during the dry season (effect 2c). These five effects
(1a/1b/2a/2b/2c) were used to compare the discharges modelled with Sr,soi l and Sr,clm .
For each effect one or more hydrological signatures were selected from Table 3.3 and
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Figure 4.2: Summary of disaggregation method. a) Relation between runoff coefficient and catch-
ment representative Sr,clm for catchments where dormancy is not dominant (green circles) and
where dormancy is dominant (yellow squares); b) Different nested catchments of Buller catch-
ment; c) Cumulative distribution of Sr,clm values of third order subcatchments for each nested
basin in (b), characters refer to different nested catchments in (b); markers indicate the catchment
representative value. Note that not all third order subcatchments have an equal catchment area;
thus, the catchment representative value is not always the average of the maximum and minimum
value of the third order subcatchments.

linked the to different effects in Table 4.2. Both modelled discharges were evaluated on
their ability to reproduce these observed signatures. In addition to the described sig-
natures also discharge was used. The discharge was evaluated with Nash-Sutcliffe Effi-
ciency (ENSE) and Volume Error (EVE). All signatures were combined into an integrated
performance measure by using the Euclidean distance to the ‘perfect model’, i.e. metrics
being zero, (Eq. 3.1).

4.3.2. DERIVATION OF Sr,max -VALUES

CLIMATE DERIVED ROOT ZONE STORAGE CAPACITY

For the climate derived root zone storage capacity (Sr,clm) it was assumed that transpira-
tion will deplete the root zone storage during dry spells. Following, to estimate the root
zone storage capacity it was assumed that vegetation reserves a storage large enough to
overcome a dry spell with a certain return period. To estimate the required annual stor-
ages a simplified water balance model was introduced; one with only an interception
and root zone storage reservoir (e.g., Fenicia et al., 2008b) and only one parameter (max.
interception storage capacity) and no further closing relations. The root zone storage
reservoir has zero moisture deficit at the beginning of the simulation (i.e., end of the wet
period) and the deficit increases when transpiration exceeds net precipitation (P −Ei )
(Fig. 4.3a,b); any excess precipitation is assumed to runoff or recharge. The simulation
was carried out for each catchment for the entire length of the precipitation series (1972-
2012) on a daily basis. By doing this simulation, the yearly maximum deficits can be
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Table 4.2: Overview of used signaturesa.

Signature Metric Effect

Event time scale
median slope rising limb ERE 1a
median slope declining limb ERE 1a
slope of peak distribution ERE 1a
mean event runoff coefficientb ERE 1b
std event runoff coefficient ERE 1b
correlation coefficient auto
correlation

ERE 1a

Yearly time scale
average yearly base flow (lowest 5% of
flow)

ERE 2c

slope of normalised flow duration
curve

ERE 2c

runoff coefficient ERE 2a
std yearly discharge ERE 2b
discharge ENSE NA
discharge EVE NA

a The process numbers indicate for which runoff process a signature is selected: the signatures do not

only evaluate this process, but have a strong focus towards this process (ERE = relative error, Eq. 3.2), ENSE

= Nash-Sutcliffe efficiency, EVE = volume error). b Events were defined as in McMillan et al. (2011).

determined, which are equivalent to the root zone storage capacities required to main-
tain a sufficient supply of water to vegetation during dry periods and to thereby fulfil the
evaporative demand in the individual years.

Following the daily simulation, the Gumbel extreme value distribution was used to
standardise the results from different catchments (Gumbel, 1935). The maximum mois-
ture deficits of the individual years are used as input into the extreme value distribution
(Fig. 4.3c). From this distribution, the root zone storage capacities can be estimated
which are necessary for vegetation to bridge dry spells with specific return periods. The
results from Gao et al. (2014b) suggest that many ecosystems tend to develop root zone
storage capacities large enough to survive dry spells with return periods between 10 to
20 years; it is likely that grasses are adapted to lower return periods. Therefore, the anal-
ysis here was based on Sr,max -values belonging to dry spells with return periods of 10
years, Section 4.5.1 shows a sensitivity analysis regarding the chosen return period.

An estimate for actual transpiration (T ) is required before the analysis described
above can be carried out. Transpiration is estimated based on the long-term water bal-
ance and estimates of potential evaporation (Fig. 4.3d). The long term average transpi-
ration (T ) is derived from the water balance:

T = P −Ei −Q, (4.1)
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the start of a simulation year.

where P is precipitation, Ei is interception evaporation and Q is long term averaged ob-
served discharge. Interception evaporation is determined by simulating an interception
reservoir, accounting for interception storage, effective precipitation (throughfall) and
interception evaporation. Maximum interception storages were taken from the Top-
Net configuration, they depend on land cover and range from 0.5 mm for pasture to
1.9 mm for forest. The influence of these values was evaluated in a sensitivity analy-
sis (Sect. 4.5.1). The required root zone storage capacity was set to zero when discharge
equals net precipitation (P−Ei ), which would theoretically occur in the absence of evap-
orative demand or when no more storage is available. For estimating the transpiration
only those hydrological years were used, which had complete discharge data.

Transpiration is not constant over the year; therefore, potential transpiration (Tp =

Ep−Ei ) is used to add seasonality to the long term average transpiration (T ). When T ex-
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Figure 4.4: Method for soil derived root zone storage capacity (FC = field capacity).

ceeds daily Tp (in winter), T equals Tp (Fig. 4.3d). By doing this, some evaporative energy

of T is not assigned to T in the winter period, so to close the water balance, this energy is
equally redistributed over the months in which Tp exceeds T (in summer). Seasonality
in transpiration is not only caused by seasonality in potential transpiration, but also by
vegetation going into a state of dormancy. The latter is assumed to occur in catchments
classified as dry and with a pasture land cover. During the summer months (December
till March), the grass in these catchments turns yellow and does not transpire. There-
fore, transpiration is set to zero during the summer months for these catchments. The
influence of this dormancy on Sr,clm is evaluated with a sensitivity analysis (Sect. 4.5.1).

SOIL DERIVED ROOT ZONE STORAGE CAPACITY

Existing, national estimates of soil derived root zone storage capacity (Sr,soi l ) are avail-
able for the study catchments, based on the available storage between wilting point and
field capacity. The soil moisture depth corresponding to wilting point and field capacity
was derived from field measurements: water and air filled porosity at field capacity and
potential rooting depth (Fig. 4.4) were observed for different soils and locations in New
Zealand. The characteristics of different soils were used to estimate the soil moisture
depth at field capacity and wilting point for all first order catchments in New Zealand
(Newsome et al., 2000; Webb and Wilson, 1995). These values are currently used for the
uncalibrated and distributed version of the national hydrological model TopNet. Specif-
ically, Sr,soi l is here inferred from the model parameters in TopNet representing the po-
tential rooting depth (z) and the fraction of plant available water (∆θp , water filled poros-
ity at field capacity), by using Equation 4.2.

Sr,max = z ∗∆θp (4.2)

4.4. RESULTS

4.4.1. COMPARISON OF Sr,max -VALUES
Figure 4.5 shows the comparison between Sr,clm and Sr,soi l . It can be seen that Sr,clm

is lower than Sr,soi l for the areas classified as ‘wet’ or ‘extremely wet’ (Fig. 2.6). For the
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Figure 4.5: Catchment representative Sr,max -values for selected catchments A, B and C (see
Tab. 4.1 for more details); a) soil derived Sr,soi l ; b) climate derived Sr,clm ; c) scatterplot, the catch-
ment representative Sr,max -values from (a) and (b) are colour coded by runoff coefficient (circles
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dryer areas the values are more comparable, but with slightly higher values for Sr,clm .
The same interpretation follows from Figure 4.5c, which shows a scatterplot between

Sr,clm and Sr,soi l for catchment representative values (the ones shown in Fig. 4.5a,b), and
for values for each subcatchment of at least third order (the individual subcatchments in
TopNet). It can be seen that Sr,clm is correlated with the runoff coefficients and that the
range in Sr,clm is larger than the range in Sr,soi l . The relation between Sr,clm and runoff
coefficient is less pronounced for catchments where grass dormancy is important. The
latter is probably an artefact of the dormancy assumption: transpiration is set to zero in
summer, meaning that transpiration must be higher in winter to close the water balance.
However, this is not incorporated in the analysis (see also Sect. 4.5.1).

Although Figures 4.2 and 4.5c show that the runoff coefficient has a strong control
on Sr,clm , the figures also show it is not the only controlling factor. Other factors can be
interstorm duration, seasonality and yearly precipitation depth (Gao et al., 2014b). An
example can be found on the South Island: Sr,clm for catchments I and II (indicated with
red circles in Fig. 4.5) is higher than the values for the dry catchments and extremely wet
catchments, while they have a runoff coefficient larger than the dry and smaller than the
extremely wet catchments. A possible reason for their high Sr,clm is that although they
are classified as wet, their precipitation surplus is much smaller than for the average wet
catchments (Fig. 2.7). But because they are classified as wet, the vegetation is assumed
not to undergo dormancy and therefore to require sufficient soil water to maintain tran-
spiration through the summer (Wang-Erlandsson et al., 2016) (see also Sect. 4.5.1).

4.4.2. COMPARISON OF MODEL RESULTS

HYDROGRAPHS

Figure 4.6 shows the observed and modelled hydrographs for three contrasting catch-
ments: one where soil has more explanatory power (i.e., using Sr,soi l gives more accurate
results) (a), one where soil and climate give similar results (b) and one where climate has
more explanatory power (c). Details about these catchments, including derived Sr,max -
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Figure 4.6: Observed and modelled discharge for both methods for three catchments; a) Sr,soi l
better (Otekaieke at Stockbridge, Otago); b) Sr,soi l and Sr,clm in balance (Raparapahoe at above
drop structure, Bay of Plenty); c) Sr,clm better (Inangahua at Blacks pt, West Coast). For details
about the catchments refer to Tab. 4.1.

values can be found in Table 4.1. The figure indicates that replacing Sr,soi l by Sr,clm

can have different effects: Sr,soi l is similar for all three catchments while Sr,clm strongly
varies. For the top panel a small change in Sr,max causes considerable changes in the
responsiveness of the catchment, while for the middle panel even a doubled Sr,max has
only a limited influence on the modelled discharge. In the lower panel, in contrast, a
decrease in Sr,max leads to a flashier flow; however, to match the responsiveness of the
observed flow, Sr,clm should decrease even more.

Although the results in Figure 4.6 show reasonable matches between the modelled
and observed flow, they also contain some clear shortcomings. Figure 4.6 for example
shows that because the model is not calibrated or tailored for the specific catchments
some observed features are still poorly reproduced by the model. Replacing Sr,soi l by
Sr,clm does not change the reproduction of these features, which indicates that these fea-
tures are dominated by other (poorly identified) parameters (Clark et al., 2008a; Booker
and Woods, 2014).

SPECIFIC SIGNATURES

Figure 4.7 shows the values of two signatures for all catchments for the observed and the
two modelled cases. The catchments are ordered by increasing observed runoff coeffi-
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cient in both panels; it can be seen that high runoff coefficients do not always coincide
with high slopes of the rising limb, although generally, the catchments with lower runoff
coefficients have lower slopes for their rising limbs. The signature values for the two
modelled cases are either both too high or both too low for the majority of the catch-
ments and for both signatures, demonstrating that the value of Sr,max is only part of the
control on these signatures. Despite this, the model with Sr,clm can better reproduce
these two signatures for a slight majority of the catchments. Further it follows from the
graph that the model is better able to reproduce the variability in slope of rising limbs
than the variability in runoff coefficients, irrespective of using soil or climate data to es-
timate Sr,max .

COMBINATION OF SIGNATURES

By combining the results of all signatures and catchments, an overall comparison be-
tween soil and climate derived Sr,max -values can be made. Figure 4.8 shows whether a
signature (rows) can be better reproduced with Sr,soi l (red squares) or Sr,clm (blue dots)
for each catchment (columns). The shading of the symbols indicate the difference be-
tween Sr,clm and Sr,soi l ; the absence of a symbol indicates no significant difference be-
tween Sr,clm and Sr,soi l . It can be seen that the differences between Sr,soi l and Sr,clm

are largest for dryer catchments (left side); differences are smallest for the intermediate
catchments (FRC between 0.5 and 0.75). Further, the figure shows that for the dry and
intermediate catchments Sr,soi l and Sr,clm perform equally well (57 red vs. 63 blue and
45 red vs. 45 blue respectively), while for the wet catchments Sr,clm strongly outperforms
Sr,soi l (20 red vs. 62 blue). Regarding the signatures, Figure 4.8 shows that the differences
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between Sr,clm and Sr,soi l are larger for those focusing on the event time scale (lower part
of graph) and thus the shape of the peaks, i.e., the short term memory of the system. The
differences are smaller for the signatures focusing on the longer time scale (upper part
of graph). A reason for this could be that the root zone storage is more important for the
high frequency processes, which have a stronger existence in the event time scale (i.e.,
overland flow) than in the yearly time scale (i.e., base flow) (Oudin et al., 2004).

The top row in Figure 4.8b shows the Euclidean distance (Eq. 3.1) as an overall perfor-
mance measure, integrating all signatures for each catchment. The overall performance
exhibits the same pattern as the individual signatures: while either climate- or soil-
derived Sr,max may perform better for the drier catchments, depending on the specific
catchment, little differences were found for the intermediate catchments. In contrast,
the results strongly suggest that climate has considerably more explanatory power for
the wet catchments. The median difference in Euclidean distance to the perfect model
is 0.11 in favour of Sr,soi l , 0.1 in favour of Sr,clm and 0.05 in favour of Sr,clm for low, mid-
dle and high FRC respectively. Figure 4.8a further underlines that the higher variability of
Sr,clm and thus in particular the very low values derived for wet catchments contribute
to consistently higher model skill in these catchments. More generally, it can be seen
that Sr,clm outperforms Sr,soi l when the first is larger for the drier catchments and when
Sr,clm is lower for the wetter catchments. We suggest that this is because the soil-derived
values have similar ranges of magnitude for all catchments, and do not, at least at the
time scales of hydrological interest, have a relationship with climate. However, for wet
catchments the precipitation deficits, if any, are smaller during the drier summer period
than for dry catchments (Fig. 2.7) Thus, vegetation does not need to make use of the full
soil depth, and therefore the soil-derived values are too large to be used in a hydrolog-
ical model. In such wet catchments, climate-derived values result in improved model
performance.

4.5. DISCUSSION

4.5.1. APPLICATION OF CLIMATE METHOD
By using the described climate method I hypothesise that vegetation adapts its rooting
system according to the storage required by the evaporative demand, leading to smaller
storage capacities in wet areas and larger capacities in dry areas. This is hypothesized
because in wetter areas the periods are generally shorter in which the evaporative de-
mand exceeds the precipitation and characterized by a smaller precipitation deficit than
for drier areas. This hypothesis would also imply that the medium-term dynamics of
climatic variability can be found in the medium-term dynamics of root development,
and thus in root zone storage capacities. The results show that the differences in Sr,clm

between catchments are larger than the differences in Sr,soi l between catchments and
that a model with Sr,clm has a higher performance for a majority of the catchments. To
apply the climate based method, several assumptions need to be made which may in-
fluence the derived root zone storage capacity, concerning grass dormancy, the return
period, and interception storage. Figure 4.9 shows a sensitivity analysis regarding these
assumptions for a subset of catchments containing dry and wet catchments (Tab. 4.1).
The influence of dormancy was not tested for the extremely wet catchment, as it is not
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relevant under such conditions.
Figure 4.9 shows that the assumption regarding grass dormancy has the largest influ-

ence on the derived Sr,clm . In the current experiment, the effect of dormancy is applied
by setting transpiration to zero instantaneously from December to March for dry catch-
ments with grass land cover. In contrast to the redistributed ‘winter evaporative energy’
(Sect. 4.3.2), this energy is not redistributed in the remainder of the year. The large un-
certainty in Sr,cl m in these catchments therefore may explain the lower performance for
these catchments: often the modelled discharge is too high and too responsive. This
indicates that the derived Sr,clm is too small and that setting transpiration to zero dur-
ing dry summers probably results in underestimation of transpiration. Another reason
for the inferior results in dry catchments is likely to be that grass does not go into dor-
mancy instantaneously, but rather gradually (e.g., Ofir and Kigel, 1999). In addition, a
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longer rain event in summer can lead to partial activation of transpiration of grass again.
If these effects are reflected in the transpiration, larger values of Sr,clm will be derived
for these catchments. Instead of applying dormancy by setting transpiration to zero, it
can also be taken into account by using a shorter return period (i.e., two to three years)
for grasses (Wang-Erlandsson et al., 2016) and let the transpiration follow the potential
transpiration.

For this experiment a return period of 10 years was chosen, following Gao et al.
(2014b) and resulting in values in the same range as the soil derived values. Figure 4.9
shows that especially for dryer areas Sr,max strongly depends on the selected return pe-
riod, while this relation is much weaker for wet catchments. This makes it possible to
derive more stable values of Sr,clm for wet catchments than for dry catchments, which is
likely to result in better model results. On the other hand, Figure 4.8 shows that Sr,clm

should probably be slightly smaller than the 10 year value for wet catchments (shorter
return period) and larger for dry catchment (longer return period). The reason for the
former may be that in wetter areas it is more likely that water is available at depths that
can be reached by plant roots within a feasible period of time.

The influence on Sr,clm of the chosen maximum interception storage is relatively
small (Fig. 4.9), especially for the dryer catchments (grey lines coincide with coloured
lines). For the wetter catchments the maximum interception storage has a larger influ-
ence, but still a smaller influence than dormancy or return period in dryer catchments.
Surprisingly, the derived Sr,clm values for a higher and lower maximum interception stor-
age are both higher than the Sr,clm value used during the study in case of no dormancy.
For the lower interception capacity this is as expected; for the higher interception capac-
ity it is caused by the decrease of potential transpiration.

4.5.2. INFLUENCE OF DATA QUALITY
Sr,soi l and Sr,cl m are both based on a set of data; errors in these data sources can have
different effects on the derived values and the comparison between the two. One of the
main data sources for Sr,clm is precipitation. An underestimation of the precipitation,
which is more likely to occur in the wet mountainous areas, would lead to an underesti-
mation of T . The influence on the required storage, on the other hand, will be smaller,
as both precipitation and transpiration are smaller.

The quality of the soil data to a large extent depends on the spatial resolution of
the measurements. The soil data was not originally collected for country-wide rainfall-
runoff predictions, but rather as supporting information for agricultural practices, as in
most places around the world. Therefore, it can be expected that the derived Sr,soi l is
more reliable for the flatter agricultural areas, where it is easier to collect data, than for
the mountainous forested areas. In the latter areas the climate method currently strongly
outperforms the soil method; thus, this could be due to either a better representation by
the climate method (with stable values in wet areas) or poorer data quality for the soil
method. Irrespective of the reason, this performance difference clearly highlights the
value of the climate method: with less (field) effort conceptually more adequate esti-
mates can be achieved.
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4.5.3. MODEL EFFECTS AND IMPLICATIONS
Not only values of storage capacities, but also model results were compared for this ex-
periment. In general, the outcome of the comparison of model results depends on the
selected models and on how the newly derived values are incorporated in the model.
Here, the uncalibrated version of TopNet was used, implying that parameters were es-
timated based on country-wide observed data. An uncalibrated model has the disad-
vantage that it does not perform very well in all catchments (Booker and Woods, 2014);
the used model even already showed better performances in wetter areas as shown by
McMillan et al. (2016). On the other hand, the advantage is that the other model pa-
rameters are not tuned towards a specific Sr,soi l , therefore replacing only Sr,max , creates
a more equal comparison than would be the case for a calibrated model. It should be
noted that the long term average observed discharge was used to derive Sr,clm ; the mod-
elled discharges were then compared to the same discharge observations, leading to a
small dependency between Sr,cl m and the observed discharge.

4.5.4. APPLICABILITY IN UNGAUGED CATCHMENTS
Understanding the hydrological behaviour of a catchment is important, both if the catch-
ment is well gauged (like those used for this study), or if it is poorly gauged (like the ma-
jority of catchments worldwide; Hrachowitz et al., 2013a). The climate method described
here does considerably improve understanding even of ungauged catchments. Although
no discharge data is available for these catchments, estimates of Sr,max can be obtained
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from precipitation and evaporation data readily available worldwide from remote sens-
ing products. This information is becoming more widely available and Wang-Erlandsson
et al. (2016) have shown that when using these products very plausible worldwide esti-
mates for Sr,max can be derived.

4.5.5. VARIABLES INFLUENCING Sr,max
This study compares the relative influence of soil and climate on the root zone stor-
age capacity. However, more factors influence Sr,max in addition to soil and climate.
These factors are plant physiology, nutrient availability, plant competition and alterna-
tive plant survival strategies (e.g., a cactus plant stores water in its body systems); these
factors can have large influences and in some cases overrule the influence of soil and
climate. It is worth noting that any of these other factors have to be measured at point
scale and therefore create the need for upscaling, which is not necessary for the climate
method.

Although the described climate method is an engineering approach, it is based on
the principle of co-evolution: vegetation strives to create an optimal environment and if
this is not possible, the vegetation may not grow at the specific location. This notably im-
plies that the suggested climate method is probably less suitable in areas where humans
continually influence the vegetation, such as managed areas with (annual) crops.

4.6. APPLICABILITY OF RESULTS IN MEUSE BASIN
The experiment described in this chapter uses 32 catchments in New Zealand, instead
of the subcatchments of the Meuse which are used in the other chapters. This is because
the climate gradient is much larger in New Zealand, making the comparison of the soil
and climate method more interesting.

Following the results from this chapter, however, the climate derived root zone stor-
age capacity can be used in the Meuse basin as well. Figure 4.10 shows Sr,clm-values
for five different subcatchments of the Meuse for different return periods. Clear differ-
ences can be seen between the catchments, despite the small climate gradient, which is
probably caused by the different land covers and thus evaporation patterns in the sub-
catchments.

One additional element is not yet accounted for in the New Zealand experiment: us-
ing Sr,clm in combination with a model structures with multiple HRUs included. Differ-
ent Sr,max -values for different HRUs is one of the most important constraints between
HRUs (Sect. 3.3.2); up till now only (sub)catchment averages are determined, without
taking into account different HRUs. There are roughly two options to take differences in
Sr,max between HRUs into account. First, using different Sr,max -values for different veg-
etation types, as demonstrated by Wang-Erlandsson et al. (2016). This option requires
more or less homogeneous vegetation per HRU. Second, the Sr,max for wetlands can be
fixed to a small value (considering its quick saturation); following, from the wetland and
catchment average Sr,max -values, the value for the remainder (hillslope/plateau) of the
catchment can be determined. A consequence of this option is that only two different
Sr,max -values can be assigned to the catchment. Probably, a combination of both meth-
ods would lead to the best results.
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Figure 4.10: Sr,clm for five subcatchments of the Meuse basin for different return periods.

4.7. CONCLUSIONS
This experiment shows a comparison between soil and climate derived root zone storage
capacity (Sr,max ). Sr,max -values from climate and soil were compared directly as well as
via hydrological model results for 32 contrasting catchments in New Zealand. The key
findings are that climate-derived Sr,max -values on balance outperform soil-derived val-
ues for most natural catchments, based on multiple metrics. For drier catchments the
differences in model results with Sr,max -estimates from soil and climate are larger than
for wetter catchments. In wetter catchments, climate-derived Sr,max -values clearly out-
perform soil-derived values, despite smaller absolute differences in performance. Thus,
we can conclude that climate data has a higher explanatory power for Sr,max than soil
data, this higher explanatory power allows for taking into account the medium term de-
velopment of catchment vegetation. Combining the medium term dynamics and the
easier accessibility of data, makes the climate derived Sr,max a valuable addition to hy-
drological and climate models and opens doors to evaluate changes in catchment re-
sponse within a changing climate.





5
DISTRIBUTION OF FORCING AND

MODEL STRUCTURE

In science, we must be interested in things, not in persons.

Marie Curie, quoted by Eve Curie Labouisse (Madame Curie: A Biography)

This chapter compares the value of incorporating both spatially distributed meteorolog-

ical forcing and spatially distributed model conceptualisations, as a first step in deter-

mining the appropriate level of distribution. Distributed forcing data were used to create

a spatial distribution of model states. The model experiment consists of eight different

configurations: a lumped and distributed model structure, each with four levels of model

state distribution. The results show that the distributed model structure can in general

better reproduce the dynamics of the hydrograph, and furthermore, that the differences

in performance and consistency between calibration and validation are smallest for the

distributed model structure with distributed model states. It can be concluded that the

positive effect of incorporating a distributed model structure is larger than that of incor-

porating distributed model states.

This chapter is based on:
Euser, T., Hrachowitz, M., Winsemius, H.C. and Savenije, H.H.G., The effect of forcing and landscape distribu-
tion on performance and consistency of model structures, Hydrological Processes 29, 3727-3743 (2015).
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5.1. INTRODUCTION
As briefly noted in Chapter 1, distribution in hydrological models can roughly be applied
in two ways: distribution of the meteorological forcing and distribution of the model.
Distribution of the latter can refer to both the model conceptualisation as the model
parameters.

Many studies have compared the relative effect on model performance of distributed
forcing and distributed parametrisations, where both distributions were based on sub-
catchments (e.g., Boyle et al., 2001; Ajami et al., 2004; Zhang et al., 2004; Carpenter and
Georgakakos, 2006; Das et al., 2008; Kling and Gupta, 2009). Distributed parametrisa-
tions have often been based or linked to detailed physical catchment properties, like
soil and vegetation. Although the results vary between the different studies, most stud-
ies have shown that distribution of forcing has a larger effect on model performance
than distribution of parameters (Boyle et al., 2001; Ajami et al., 2004; Andréassian et al.,
2004). With the exception of Kling and Gupta (2009), who showed that the noise in dis-
tributed parameter values was caused by physical properties, rather than by spatially
variable meteorological forcing. A limiting factor of the distribution of parameters is the
increased degrees of freedom, making it difficult to meaningfully calibrate the model, a
problem called equifinality (Beven, 2006).

Before more detailed options of forcing or model distribution can be explored, it is
relevant to compare the effect of distributed forcing with the effect of parallel model
structures based on HRUs. Therefore, the objective of this chapter is to test and compare
the relative importance of distributing meteorological forcing and distributing model
structures for improving model performance and consistency, using the diagnostic tools
described in Chapter 3.

5.2. MODEL EXPERIMENT

5.2.1. INPUT DATA
For this experiment the entire Ourthe catchment was used; ten precipitation gauges
were used (all dark dots in Fig. 2.2 except st. Hubert). The meteorological stations at
Rochefort, Nadrin, Bierset and st. Hubert were used to derive potential evaporation; el-
evation zones were used to distribute the meteorological data over the ten calculation
cells (i.e., Thiessen polygons around precipitation gauges). The period 01 September
1999 - 01 July 2000 was used as model spin-up period, followed by a calibration period
01 July 2000 - 01 July 2002 and a validation period 01 July 2002 - 01 July 2005.

5.2.2. MODEL CONFIGURATIONS
Eight model configurations were tested in this experiment, composed of a lumped and
a distributed model structure and with different options for model state distributions
(Tab. 5.1). The model structures are based on two dominant processes: saturation over-
land flow (SOF) and subsurface storm flow (SSF). Where the first one is assumed to be
dominant in the wetland HRU and the latter in the hillslopes HRU (Sect. 2.2.2). The
lumped model structure takes only hillslopes (H) into account, the distributed model
structure both wetlands and hillslopes (WH). Note that hereafter the term ‘model struc-
ture’ is used for the set of conceptual reservoirs and fluxes, and the term ‘model config-
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Table 5.1: Different configurations for model experiments, with the accompanying abbreviations.

Model structurea

Model states Lumped Distributed

lumped H-Lb WH-L
interception reservoir distributed H-I WH-I
interception and root zone reservoirs distributed H-IR WH-IR
interception and root zone and fast runoff
reservoirs distributed

H-IRF WH-IRF

a The lumped model structure is presented in Fig. 5.1a and the distributed model structure in Fig. 5.1c.
b The character before the hyphen gives the model structure: lumped (hillslope; ‘H’) and distributed

(wetland and hillslope; ‘WH’); the characters after the hyphen give the model state distribution level

(L/I/IR/IRF).

uration’ for the combination of a model structure with a model state distribution level.
This model approach is similar to the FLEX-Topo approach in Savenije (2010); therefore
the name ‘FLEX-Topo’ is used for the distributed model developed in this thesis as well.

SATURATION OVERLAND FLOW (SOF)
Saturation overland flow was conceptualised with two reservoirs: a root zone (Sr ) and a
fast runoff generating (S f ) reservoir. Transpiration takes place from the root zone and
the fast runoff reservoir has a short response time to create a fast response to precipi-
tation. During drier periods the root zone is supplied with water from the groundwater
reservoir (Ss ) via capillary rise. The saturation overland flow is combined with an inter-
ception routine (Si ): excess precipitation overflows to the root zone and the interception
reservoir evaporates with potential rate. Potential evaporation for transpiration is the
potential evaporation decreased by the interception evaporation.

SUBSURFACE STORM FLOW (SSF)
Subsurface storm flow was conceptualised with the same two reservoirs as saturation
overland flow. The two main differences between the two conceptualisations are the re-
sponse time of the fast runoff reservoir and the interaction with the groundwater. The
response time for SSF is larger than for SOF and the root zone reservoir is not supplied
with water from the groundwater reservoir, but supplies water to the groundwater reser-
voir via preferential recharge and percolation. SSF is combined with an interception
reservoir as well.

MODEL STRUCTURES

Figure 5.1 shows the conceptualisation of the lumped (a) and the distributed (c) model
structure. The lumped model structure is equal to the one shown in Figure 3.1 and con-
tains one model element (hillslope). The distributed model structure contains two par-
allel model elements (wetland and hillslope). For this experiment the HRUs hillslope and
plateau are combined into ‘hillslope’. Plateau is not taken into account separately, as this
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Figure 5.1: a) Lumped model structure. The red characters refer to parameters (total of 7) and the
black lines refer to fluxes. b) Example for lumped model structure for distributed model states:
coloured lines indicated locations where fluxes were averaged to create lumped and distributed
model states. c) Distributed model structure: the right part shows the reservoirs for the wet-
land class and the left part shows the reservoirs for the hillslope class. Both parts are connected
via the groundwater reservoir (Ss ). The red characters refer to parameters (total of 13) and the
black lines refer to fluxes. d) Example for distributed model structure for distributed model states:
coloured lines indicated locations where fluxes were averaged to create lumped and distributed
model states.
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would lead to incorporating detailed processes, which are not necessary for a compari-
son between forcing and model structure distribution. The model elements for wetland
and hillslope are connected by a combined ground water reservoir. The model equations
and parameters for both model structures can be found in Tables B.1 till B.4.

Travel time through the river is incorporated in addition to the lag function for both
model structures. Travel time through the river is accounted for by delaying fast runoff
(Q f ) according to the estimated travel time along the flow paths in the catchments.
Travel time through the river is estimated based on the averaged flow velocity in the river,
which is derived from the maximum travel time through the catchment and assumed to
be 1 ms−1. The flow path length is averaged over the entire catchment for the model state
distribution levels with lumped forcing (L), the interception reservoir distributed (I) and
the interception and root zone reservoirs distributed (IR). The flow path length is aver-
aged for each calculation cell for the model state distribution level with the interception,
root zone and fast runoff reservoirs distributed (IRF), as for IRF different values for Q f

were available per calculation cell.

MODEL STATE DISTRIBUTION

Four different levels of model state distribution were applied in the upper three reser-
voirs of the model structures, ranging from all being lumped to all being distributed.
Distribution of model states here means a distributed accounting of the state variables,
representing the storage in different model reservoirs. Parameters were not distributed
between calculation cells, as this was not warranted by data, and previous studies sug-
gested that distribution of forcing was more important (Ajami et al., 2004; Andréassian
et al., 2004; Boyle et al., 2001).

Model states were distributed in four steps, each step with increasing distribution.
To create lumped and distributed model states, the incoming fluxes were averaged at
different locations in the model structure (Fig. 5.1b,d). The coloured lines in Figure
5.1b,d show the locations where fluxes were averaged over the catchment, according
to the surface area of the calculation cells. This resulted in four distribution levels for
the model states: all reservoirs lumped; interception reservoir distributed; interception
and root zone reservoirs distributed; interception, root zone and fast runoff reservoirs
distributed. These four distribution levels for model states were applied to both model
structures (Tab. 5.1; Fig. 5.1b,d). The slow runoff reservoir was not distributed as it was
assumed that the spatial variability in this reservoir was very small; this will be elabo-
rated further in Section 5.3.1.

5.2.3. MODEL CONDITIONING AND EVALUATION
Model conditioning and evaluation are carried out with the methods and tools described
in Chapter 3. Some of these methods and tools need some further specification, which
can be found below.

MODEL CONSTRAINTS

The five parameter and five process constraints used for this experiment are summarized
in Table 5.2. All constraints were selected from those presented in Table 3.1. For the
different model configurations 1000-1250 model realisations were kept after applying all
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Table 5.2: Parameter and process constraints for the lumped (H) and distributed (WH) model
structure.

Parameter constraints Process constraints

Sr,max;W < Sr,max;H WH FRC
a< 0.52b L/D

βW >βH WH FRC > 0.4b H/WH
Imax;W < Imax;H WH FRC,low < 0.3c H/WH
K f ;W < K f ;H WH FRC,high < 0.97d H/WH
Ks = 2500 (h) WH FRC,high > 0.6d H/WH

a FRC = modelled runoff coefficient. b Applied for the entire modelled period. c Applied for the low

flow period (selected from the calibration period). d Applied for the high flow period (from December

till March).

Table 5.3: Overview of used signatures for model evaluation and period of flow to which they are
applied.

Signature Metrica Period

discharge (FQ,NSE) ENSE Total, high
log of discharge ENSE Total, low
discharge (FQ,VE) EVE Total, high
coefficient of autocorrelation (lag = 1 day) ERE Total, low
coefficient of autocorrelation (1h < lag <
250h)

ENSE Total, high, low

rising limb density ERE Total
declining limb density ERE Total, high
peak distribution ERE Total
flow duration curve ENSE Total, lowest 15%

a The observed and measured signatures are compared with three different metrics: Nash-Sutcliffe Effi-

ciency (ENSE), Volume Error (EVE), and Relative Error (ERE).

constraints. The constraints regarding the maximum runoff coefficient over the total
period and over the dry period turned out to have the largest filtering capacity.

HYDROLOGICAL SIGNATURES

For this study, nine signatures were selected (Tabs. 3.3 and 5.3), each focussing on a dif-
ferent part of the hydrograph. All these signatures were calculated for the entire period;
in addition, a selection of signatures is also calculated for the low (June - August) or
high (December - March) flow period. Nash-Sutcliffe Efficiency (ENSE; Nash and Sut-
cliffe, 1970)), Volume Error (EVE; Criss and Winston, 2008) and the Relative Error (ERE;
Eq. 3.2) were used to compare the modelled and observed signatures; for each signature
a different evaluation metric was selected.
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Figure 5.2: Sensitivity of different reservoirs for variability in precipitation data. The line corre-
sponding to Qs overlaps with the y-axis.

DETAILS FOR FARM ANALYSIS

In addition to the selected signatures, two other specifications are required for the FARM
analysis: definition of the categories for the performance and for the range in perfor-
mance. For the performance three categories were defined: high (solid lines): Ec,i ,10 >
0.85; middle (dashed lines): 0.55 < Ec,i ,10 < 0.85; low (dotted lines): Ec,i ,10 < 0.55). Three
categories were defined for the range (difference between 10th and 90th percentile) in
performance as well: small (green): Ec,i ,10−Fc,i ,90 < 0.15; middle (orange): 0.15 < Fc,i ,10−
Fc,i ,90 < 0.5; large (red): Fc,i ,10 −Fc,i ,90 > 0.5).

5.3. RESULTS
Both the lumped and the distributed model structure were run with the four options for
model state distribution. Tables B.2 till B.4 present the posterior parameter ranges of the
model realisations which satisfied all parameter and process constraints.

5.3.1. INTERNAL MODEL BEHAVIOUR

DISTRIBUTION OF MODEL STATES

Figure 5.2 represents the results for the sensitivity of each reservoir to variability in pre-
cipitation. Each line shows the cumulative distribution for a flux leaving one of the
model reservoirs. For the computation of the deviation from the spatial average, all ten
calculation cells are taken into account. The graphs start at 0.4, as for 40 % of the time
steps no precipitation was recorded for all stations. The lines in Figure 5.2 show that the
variability, i.e. the deviation from the spatial average, in outgoing fluxes decreases for
reservoirs lower in the model structure, which is caused by the filtering mechanism of
the different reservoirs (e.g., Oudin et al., 2004). The variability in P , Qi and Qu is much
larger than the variability in Q f and Qs , indicating that distribution of the first two reser-
voirs (interception and root zone reservoir) is more important than distribution of the
lower two reservoirs (fast and slow runoff reservoirs).
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CONTRIBUTION OF DIFFERENT FLUXES

Figure 5.3 shows the contribution of different fluxes to the total discharge, indicating the
difference in behaviour between the lumped and distributed model structure. For this
comparison, a winter and a summer period in the validation period were used. The con-
tributions in time clearly show that for the distributed model structure the sharp peaks
are generated by the wetlands, both in summer and winter. This leads to higher variabil-
ity in the dynamics for both the hillslope and wetland response compared to the quick
response from the lumped model structure. The quick wetland response was expected,
as these areas are quickly saturated and can, therefore, generate quick and sharp peaks.

The main difference for groundwater is the contribution in summer: this is higher
for the lumped model structure than for the distributed model structure, while it was ex-
pected that during low flows almost all discharge comes from the groundwater, as during
this period the hillslopes are expected to be less connected. The large contribution from
the hillslope during low flow conditions indicates that the distributed model structure
still misses an important runoff process, such as Hortonian overland flow. This will be
further elaborated in Section 6.3.1.

5.3.2. MODEL PERFORMANCE AND CONSISTENCY

HYDROGRAPHS

Figure 5.4 shows the hydrographs for the observed discharge together with the modelled
discharge from H-L, WH-L and WH-IRF (Tab. 5.1), for the same periods as in Figure 5.3.
The hydrographs are among the best performing realisations for each model configu-
ration, based on FQ,NSE, FQ,log and visual inspection. Small differences can be better
visualised when single hydrographs are compared; therefore, only one model realisation
is presented for this analysis; the analyses in Sections 5.3.2 and 5.3.3 contain all feasible
model realisations, where the analysis in Section 5.3.2 shows more quantitative results
for the reproduction of the dynamics in the hydrograph.

The three model configurations presented in Figure 5.4 show all a good overall per-
formance (FQ,NSE of 0.83-0.85 and FQ,log of 0.62-0.88), but still there are some differences
between the configurations. First, the dynamics of the discharge are better reproduced
by the distributed model structure (blue line) than by the lumped model structure (pur-
ple line) for these realisations. For example, the shape of the recession and the peak
distribution is better. In January 2004 (grey rectangle) the peak heights are equal for the
three consecutive peaks for the distributed model structure and increases in time for the
lumped model structure; for the observed discharge (red line) these peaks are of equal
height. Furthermore, at the end of summer, the peaks of the lumped model structure are
too low. This is slightly better for the distributed model structure as it better captures the
dynamics during the wetting-up of the system.

While the peaks of the lumped model structure are not always high enough for these
model realisations, the peaks of the distributed model structure with lumped forcing are
sometimes too high and often too sharp. When the model states are distributed up to
the fast runoff reservoir (green line), the shapes of the peaks become better, due to at-
tenuation. This attenuation is caused by the distributed travel time through the river
which is applied for this configuration. In addition to the shape of the peaks, WH-IRF
also gives some more response during the first large peak at the end of the summer (grey
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Figure 5.3: Contribution of the different fluxes to the total discharge, for a winter (23 December
2003 - 28 February 2004) and summer (5 July - 10 September 2004) period during validation for
H-L and WH-L. For H-L the fractions of Q f ,H (=Q f ) and Qs are shown and for WH-L the fractions
of Q f ,H , Q f ,W and Qs are shown.

rectangle). The reproduction of this peak is still very limited, but distribution of model
states has a clear effect. The limited reproduction of this peak can probably be linked to
overestimation of actual evaporation during the summer period or a missing runoff pro-
cess, as the volume of observed precipitation is larger than the volume of the observed
discharge for this event. This is further elaborated in Section 6.3.2.

FARM
Figure 5.5 shows results of the FARM analysis, which is used to assess both performance
and consistency of the model configurations, based on all model realisations from the
validation period. The figure shows that performance and consistency of WH-IRF are
highest, indicating that the dynamics of the observed hydrograph can be better repro-
duced. The higher number of solid-line vectors indicates that the performance for WH-
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Figure 5.4: Hydrographs for the same periods as shown in Fig. 5.3, for H-L, WH-L and WH-IRF.
Per model only one hydrograph is presented, to visualise specific differences between the model
configurations. The selected hydrographs are among the best performing for each model config-
uration. The grey dotted rectangles show time spans with main differences between the model
configurations. Note that the discharge scale is different for the summer and winter period, while
the precipitation scale is equal.
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IRF is higher than for H-L and WH-L, i.e., different signatures can be better reproduced.
In addition, the ranges in performance are smallest for WH-IRF: ten green vectors, ver-
sus eight and five for WH-L and H-L respectively. The consistency is less straightforward
to determine: H-L has fewer vectors with opposite directions, indicating increased con-
sistency, compared with WH-L and WH-IRF. However, H-L has some opposite long red
vectors, which reduce consistency, while this is less pronounced for WH-IRF. In addition,
WH-IRF has three vectors with a large loading on PC3 (not shown), two of which are in
the same direction, indicating improved consistency.

Besides a global evaluation, more specific model behaviour can also be derived from
Figure 5.5. For example, the FAC and FAC,func (4 and 5) represents the flashiness and
therewith partly the response time of the catchment. For H-L, these signatures for the
low and high flow period are only partly correlated with those for the total period, while
for WH-IRF they are very well correlated. For WH-L, on the other hand, FAC for the to-
tal period (4) and the low flow period (4L) are inversely correlated, meaning that both
cannot be reproduced well with the same parameter set. Probably the autocorrelation
signatures can be better reproduced by the distributed model structure, as this model
structure can build its response up from two separate fast components (saturation over-
land flow and subsurface storm flow), which accommodate two time scales within the
hydrological response. The inverse correlation of 4 and 4L for WH-L indicates that the
combination of model state and model structure distribution is important to reproduce
the flashiness of the catchment. Another example is the peak distribution (8), this sig-
nature is inversely correlated with most of the other signatures for all three configura-
tions. This indicates that both model structures do not represent the right processes to
reproduce the overall peak distribution. The limitations of certain model configurations
pointed out by the FARM analysis are difficult to generalise, but can be used as a basis
for further model improvement.

5.3.3. PREDICTIVE POWER

SCATTERPLOTS

Figure 5.6 shows the scores for 1− FQ,NSE and 1− FQ,log for all feasible model realisa-
tions: the top and bottom row show the configurations with a lumped model structure
and a distributed model structure respectively. These two evaluation criteria have been
selected as they represent the overall performance for both high and low flows.

The figure shows that the differences between the model configurations are small for
the calibration period (grey dots), but large for the validation period (black dots). For the
configurations WH-I, WH-IR and WH-IRF the performance during the validation period
is much more comparable with the calibration period than for the other configurations.
This implies that the distributed model configurations have a higher predictive power
than the lumped configurations. The distributed model structure with all model states
lumped, performs especially poor for low flow during the validation period, which indi-
cates the importance of distribution of model states in case of a distributed model struc-
ture. On the other hand, the difference between WH-I, WH-IR, WH-IRF is very small,
both in the calibration and the validation period. This indicates that the additional dis-
tribution of the root zone and fast runoff reservoirs are of minor importance compared
to distribution of the interception reservoir.
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Figure 5.7: Overall performance and consistency of all model configurations. A low value for con-
sistency means a consistent model and a small Euclidean distance means a high performance.
The open symbols show the lumped model configurations, the solid the distributed model config-
urations; grey symbols are for the calibration period, black symbols for the validation period.

PERFORMANCE AND CONSISTENCY

To make an overall comparison, the performance and consistency derived from the FARM
analysis were compared for all model configurations. Figure 5.7 shows for each con-
figuration a measure for performance and for consistency. For performance the 10th-
percentile of the Euclidean distance (Eq. 3.1) of all evaluation criteria (Tab. 5.3) for all
realisations was used. For consistency the sum of the weighted angles of all signatures
for the first three principal components was used. Smaller values mean a better perfor-
mance or consistency.

The performance for the distributed model structures is generally better, and the
consistency of these structures even improves during the validation period. The lat-
ter has probably to do with that the hydrological and meteorological conditions occur-
ring in the validation period are easier to model. For the calibration period (grey sym-
bols), the configurations are clustered and the differences are small; the performance
of the configurations with a distributed model structure (closed symbols) is slightly bet-
ter. However, H-IR has the most consistent configuration during calibration. Turning
to the validation period (black symbols), a clear difference between lumped and dis-
tributed configurations emerges: the performance and consistency of most distributed
model structures except for WH-L clearly improve, while the performance of the lumped
model structures (open symbols) decreases.

5.4. DISCUSSION
The results presented in the previous section show that both distribution of model struc-
ture and distribution of model states (up to a certain degree) are important to increase
model performance and consistency. The model structures and parametrisations used
are likely to be non optimal for this catchment, but as the basis of both the lumped and
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distributed model structure is the same, the investigation of the effect of different distri-
bution levels is possible.

5.4.1. DISTRIBUTION OF MODEL STRUCTURE
Figures 5.4, 5.6 and 5.7 show in general better performance for the distributed model
structure. A possible reason for this improvement could potentially be the result of
the increased degrees of freedom of the distributed model structure. As discussed (see
Fig. 5.4 and 5.5), the distributed model structure can reproduce the dynamics of the ob-
served hydrograph better than the lumped model structure. In addition, Figures 5.6 and
5.7 show that the performance of the distributed model structure is stable or increases
during the validation period for all model realisations, while the performance of the
lumped model structure decreases for a large part of the model realisations. Therefore,
with the use of constraints, the additional complexity of the distributed model structure
is warranted to increase model realism and predictive power.

For this experiment, the catchment was only split into two landscape classes. The
amount of classes and the accompanying model structures may differ per catchment.
What is key in the method is to define the landscapes (or hydrological response units)
that correspond with the dominant hydrological processes. In this case two response
units already show an improvement compared to the lumped model structure. Chapter
6 investigates the influence of more response units.

This experiment also shows that a parallel arrangement of landscapes provides plau-
sible results, whereas most other modelling approaches arrange hydrological response
units in a serial configuration (e.g., Flügel, 1995; Fenicia et al., 2008a; Seibert et al., 2003;
Uhlenbrook et al., 2004). The reason why parallel modelling is performing well in this
catchment is because the subsurface stream lines do not cross between landscapes and
surface processes connect directly to the stream network.

5.4.2. DISTRIBUTION OF MODEL STATES
The results in Figures 5.4 and 5.6 indicate that the distribution of model states is im-
portant. However, it is only important up to a certain degree: for the lumped model
structure IR seems to be the most optimal distribution level, while for the distributed
model structure IR and IRF give the same results. This follows from the analysis of the
internal behaviour (Fig. 5.2) as well: the spatial variability in the interception and root
zone reservoirs is much larger than that in the fast runoff reservoir. In addition to model
state distribution, distribution of the travel time through the river has a large effect on
the shapes of the peaks. Thus, distribution of the fast runoff reservoir does not really add
value, but using distributed travel times through the river for Q f has a positive effect on
the modelled hydrographs.

Figure 5.7 shows mainly clusters of symbols for the lumped or the distributed model
structure, especially for the validation period. This clustering indicates that for the Our-
the catchment the effect of distributed model states is smaller than the effect of dis-
tributed model structure, which is in line with what Atkinson et al. (2003) found for the
Mahuranghi catchment in New Zealand. However, if the model structure is distributed,
distribution of forcing becomes more relevant. This is corroborated by the fact that if
the model structure represents more detailed process dynamics, the dynamics in and
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distribution of the forcing becomes more important. If this comparison would be made
in a larger catchment with a stronger climate gradient, probably both the importance of
model state distribution and process distribution would increase (e.g. Gao et al. (2014a)).

5.4.3. FARM AS EVALUATION TOOL
Part of the model evaluation is based on the FARM framework, with the advantages that
multiple model realisations and multiple hydrological signatures can be easily taken into
account. Furthermore, signatures which cannot be reproduced with the same parameter
set can be visualised. However, disadvantages are, for example that the 2D-plot does not
always give a complete overview (e.g. PC3 is very important for WH-IRF; Fig. 5.5) and
results are sensitive to the selected signatures.

Because the FARM framework provides more than only one performance measure,
I believe that it is a useful additional evaluation tool for model realism. More stan-
dard performance measures do often not give sufficient information about model be-
haviour. Evaluation of both consistency and performance enables a better assessment
of the model’s behaviour. For this experiment, the visual inspection of hydrographs and
different landscape contributions to the discharge appeared to be very useful as well,
thus the assessment of a suitable distribution level requires different model evaluation
techniques.

5.5. CONCLUSIONS
This chapter compared the effects of incorporating distributed model states and a dis-
tributed model structure, based on landscape heterogeneity. For each model configu-
ration, contributions to the discharge were investigated and performance and consis-
tency were studied. The key findings are that a distributed model structure can better
reproduce the dynamics of the hydrograph than a lumped model structure in the Our-
the catchment. In addition, the performance and consistency of the distributed model
structure with distributed model states increase in the validation period, while for the
lumped model structure the performance decreases during validation. However, the dis-
tributed model structure performs poorly during the validation period if model states are
not distributed. Therefore, combining the distribution of model states and model struc-
ture is important. Although the parameter sets and the model structures are probably
not the best ones for this catchment, it can be concluded that incorporating a distributed
model structure has the largest effect on the model performance and consistency for
the Ourthe catchment. Using different levels of model state distribution mainly affects
smaller details of the modelled discharge, such as the shapes of the peaks. Although this
study was performed in one catchment, we expect that distribution of model structure
is beneficial for catchments were different dominant runoff processes can be identified,
but the conceptualisation of the different parallel components should be adapted to the
specific catchment. This experiment, and earlier work by Gharari et al. (2014a) and Gao
et al. (2014a), indicate that parallel modelling of different landscape classes performs
very well and that serial modelling of distributed hydrological response units is not re-
quired.





6
EFFECT OF MORE DETAILED

PROCESSES ON GENERATED RUNOFF

People do not like to think. If one thinks, one must reach conclusions. Conclusions are
not always pleasant.

Hellen Keller (Hellen Keller: selected writings)

Chapter 5 presented a model configuration with a wetland and hillslope HRU. This model

still has some shortcomings, while the agricultural land use and snow processes were ne-

glected. For this experiment the relevance of different process conceptualisations for snow

and agricultural influence are tested stepwise. Among the conceptualisations are Horto-

nian overland flow in summer and winter, reduced infiltration capacity due to a partly

frozen topsoil and the relative importance of rainfall and snow melt. The results show

that these processes can make a large difference on event basis, especially the Hortonian

overland flow in summer and the combination of snow melt and rain on frozen soil in

winter.

81



6

82 6. EFFECT OF MORE DETAILED PROCESSES ON GENERATED RUNOFF

6.1. INTRODUCTION
Chapter 5 described a case study comparing the relative importance of distributing forc-
ing data and model structure. It was shown that the distribution of model structure
was more important; however, the FLEX-Topo configuration with wetland and hillslope
HRUs incorporated showed some shortcomings as well. For example the reproduction
of the peak distribution and the saturation phase in autumn. With respect to the peak
distribution, the model structure could not capture the highest peaks, both in summer
and in winter.

On the other hand, Chapter 2 described an HRU with agricultural influence as well.
These kinds of HRUs can be identified in many catchments, especially in meso- and
large-scale catchments. In large parts of western Europe the land use consists of agri-
cultural areas, either being pasture or crops (CORINE Land use map, European Envi-
ronment Agency, 2006). In addition, many studies have shown that Hortonian overland
flow is likely to occur on agricultural fields (e.g., Fiener et al., 2011; Boardman and Van-
daele, 2016; Saffarpour et al., 2016; Ritsema et al., 1996). Further, agricultural fields are
expected to behave differently under snow and frost conditions due to limited isolation
of the vegetation.

The effect of agriculture has been extensively studied and modelled on plot scale or
in small catchments (e.g., Moussa et al., 2002; Ferreira et al., 2015; Peñuela et al., 2016).
However, the upscaling of Hortonian overland flow mechanisms can be especially dif-
ficult, due to the heterogeneity of the events and reinfiltration processes (e.g, Cerdan
et al., 2004; Vannametee et al., 2013). Some conceptual models started with including
agricultural processes on larger scales (e.g., Brauer et al., 2014), but it is not yet a com-
mon process in meso-scale conceptual models. For freezing of the topsoil something ar
is the case: this is investigated in detail in alpine or permafrost areas (e.g., Cherkauer
and Lettenmaier, 1999; Li et al., 2010; Koren et al., 2014), but hardly in a simple form in a
conceptual model in temperate climates.

Thus, this chapter investigates the effect of representation of more detailed processes
like Hortonian overland flow, snow and frost. The experiment aims to construct simple
conceptualisations that can be applied in a mesoscale catchment and are relevant for
the temperate climate in the Meuse basin. Following it is investigated what the effect is
of adding these event scale processes and how the effects can be evaluated.

6.2. MODEL EXPERIMENT

6.2.1. INPUT DATA
For this experiment the Ourthe Orientale was used, as more detailed process represen-
tations are more easily to test in smaller basins, because the influence of mixing of large
tributaries is smaller and forcing heterogeneity is generally smaller. However, it is as-
sumed that the relevant model scale for the Ourthe and Ourthe Orientale is similar. The
three precipitation gauges in or closest to the Ourthe Orientale were used (Rachamps-
Noville, Tailles and Vielsalm, Fig. 2.2). Meteorological data was used from Humain, Spa
and st. Hubert; elevation zones were used to distribute the meteorological data over
the three calculation cells (i.e., Thiessen polygons around precipitation gauges). For
the calculation of the potential evaporation a distinction was made between snow and



6.2. MODEL EXPERIMENT

6

83

no snow conditions by changing the latent heat of vaporisation (λ) and the albedo (α).
λ = 2.45∗ 106 Jkg−1 and α = 0.25 for no snow conditions and λ = 2.83∗ 106 Jkg−1 and
α= 0.5 for snow conditions. The albedo values were derived from the MODIS MOD10A1
product (Hall et al., 2006).

The periods 1 July 2006 till 1 July 2007 and 1 July 2002 till 1 July 2003 were used as
model spin-up periods, followed by a calibration period from 1 July 2007 till 1 July 2010
and a validation period from 1 July 2003 till 1 July 2007. Following the results from Chap-
ter 5, only the groundwater reservoir was lumped for this experiment.

The results for the Ourthe Orientale are transferred to the entire Ourthe catchment
as well. For the Ourthe eleven precipitation gauges were used (dark dots in Fig. 2.2) and
in addition the meteorological station at Bierset was used as well. The model was only
run for the Ourthe for the validation period.

6.2.2. MODEL CONFIGURATIONS
The influence of snow and agriculture on discharge was tested with a series of model
structures with different process representation. Each model structure consists of two or
three HRUs; five different process conceptualisations, applicable to one ore two HRUs,
are combined into six different model structures (Tab. 6.1). The stepwise approach of
adding process conceptualisations gives the opportunity to evaluate the influences of
each conceptualisation separately. Figure 6.1 gives an overview of the different concep-
tualisations.

Saturation overland flow (SOF) and subsurface storm flow (SSF) are conceptualised
similar as in Chapter 5 and therefore not discussed in detail in this chapter again.

HORTONIAN OVERLAND FLOW (HOF)
Hortonian overland flow, also called infiltration excess overland flow, is conceptualised
with two reservoirs: a ponding reservoir and a runoff generating reservoir. When the
ponding reservoir is filled up, runoff is being generated. The runoff generating reservoir
is included to slightly smooth the precipitation signal; due to the size of the catchment,
even very quick runoff does not create discharge immediately. The response time of the
runoff generation reservoir is very short, to create a quick response to precipitation. The
HOF conceptualisation is located between the interception reservoir and the root zone
of the subsurface storm flow conceptualisation.

Table 6.1: Overview of different model conceptualisations used in this model experiment.

Process conceptualisations
Name HRUs SOF SSF HOF Snow Frost
WH wetland, hillslope x x
WHS wetland, hillslope x x x
WHP wetland, hillslope, plateau x x x
WHPS wetland, hillslope, plateau x x x x
WHPF wetland, hillslope, plateau x x x x
WHPSF wetland, hillslope, plateau x x x x x
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Figure 6.1: Model structure with all process conceptualisations. Colours indicate the different
process conceptualisations, where wetland and hillslope are both coloured red to indicate that
this model configuration from Ch. 5 serves as a benchmark for this model experiment.
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Figure 6.2: Schematic representation of the influence of frost in the topsoil on Hortonian storage;
a) air temperature (red) and modelled frost accumulation (blue dashed); b) retained Sa,max (mm).

SNOW

Snow is conceptualised like most degree day models: precipitation is stored as snow
when the air temperature is below a certain threshold. Once the temperature rises above
another threshold, the accumulated snow will melt with a specified melting rate. In the
studied areas snow generally occurs during short periods (in the order of days to weeks)
and the end of a snow period often coincides with a rain event. Therefore, the melt co-
efficient was said to increase with precipitation. The same snow module is used for all
HRUs.

FROZEN SOIL (FROST )
During winter periods the temperature can be below or around zero for a number of
weeks, causing the topsoil to freeze. This is especially likely to happen on the plateaus,
where there is a limited insulating vegetation layer and absence of deep preferential
cracks. It is assumed that if the topsoil is (partly) frozen, Hortonian overland flow occurs
quicker. This is conceptualised by decreasing the storage capacity of the agricultural
reservoir. A smaller storage capacity will already cause overland flow for precipitation
or snow melt events with lower intensities. The storage capacity is linearly decreased
with a modelled frost accumulation, which is the sum of the hourly temperatures with a
maximum of zero (Fig. 6.2).

6.2.3. MODEL CONDITIONING AND EVALUATION
Model conditioning and evaluation are again carried out with the methods and tools de-
scribed in Chapter 3. Some of these methods and tools need some further specification,
which can be found below.

NARROWING PARAMETER SPACE

The parameter space for this experiment was narrowed stepwise. First, Sr,max was de-
rived from climate data, as described in Section 4.6. Second, the space of the relevant
parameters for WH was narrowed based on a visual inspection of the modelled and ob-
served hydrographs. Following, the space of the parameters for the HOF, snow and frost
modules was narrowed on an event basis.
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Table 6.2: Parameter and process constraints for all model configurations.

Parameter constraints Process constraints

Imax;W < Imax;P < Imax;H FRC
a< 0.55b

Sr,max;W < Sr,max;H = Sr,max;P FRC > 0.4b

βW =βa;P <βH =βP FRC,low < 0.27c

LW < LP < LH FRC,low > 0.12c

K f ;W = K f a;P < K f ;H = K f ;P FRC,high < 0.84c

DH < DP FRC,high > 0.69c

Kp;H < Kp;P Etot < 616 mmy−1

Ks = 2500 (h) Etot > 504 mmy−1

FRC;f,W > FRC;f,H

FRC;fa,P > FRC;f,P
d∑

(Q f ,H ;hi g h ∗H% >∑
(Q f ,W ;hi g h ∗W%)e∑

(Q f ,P ;hi g h ∗P% >∑
(Q f ,W ;hi g h ∗W%)d

Qlow < 0.28 mmh−1

a FRC = modelled runoff coefficient. b Applied for the entire modelled period.
c Applied for the low and high flow period (selected from calibration period).
d Only for configurations with plateau included. e Only for configurations with plateau not included.

For HOF the summer of 2008 was used, as this summer had many high intensity pre-
cipitation events. For snow and frost all three winters in the calibration period were used:
each period was split into events with solid precipitation, liquid precipitation and snow
melt based on discharge, precipitation and temperature. In addition, for each event it
was determined if it was likely or not that the topsoil was frozen. This information was
then used together with snow cover data from the MODIS MOD10A1 data set (Hall et al.,
2006) to narrow the parameter space for the snow and frost module.

For the frost module it turned out that especially the amount of frost accumulation
and the melting rate were important for simulating the discharge response. For the snow
module it turned out that a larger melt coefficient in case of liquid precipitation indeed
helped in simulating the occurrence of snow cover in the MODIS data.

USED CONSTRAINTS

The eight parameter and thirteen process constraints used for this experiment are sum-
marized in Table 6.2. All constraints were selected from those presented in Table 3.1. The
constraints regarding the maximum runoff coefficient over the total period and over the
dry period and the maximum yearly evaporation turned out to have the largest filtering
capacity.

USED SIGNATURES

For this experiment, again a set of signatures was selected (Tabs. 3.3 and 6.3), each of
them focussing on winter (snow) events or summer (high intensity) events. Root mean
square error (RMSE) and the Relative Error (ERE; Eq. 3.2) were used to compare the mod-
elled and observed signatures; different evaluation metrics were selected for different
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Table 6.3: Overview of used signatures for model evaluation and period of flow to which they are
applied.

Signature Metrica Period

event runoff coefficient ERMSE total, highb

mean high intensity event runoff coefficientd ERE total
peak distribution ERMSE lowc

coefficient of autocorrelation (1h < lag < 250h) ERMSE lowc

declining limb density ERE highb

slope declining limb for low temperaturese ERMSE total

a The observed and measured signatures are compared with two different metrics: root mean square error

(ERMSE) and relative error (ERE). b December till March was used as high flow period.
c June till August was used as low flow period. d High intensity precipitation events mainly occur during

the low flow period. e Events with at least 10% of precipitation during temperatures below 1◦C; these

mainly occur during the high flow period.

signatures. Precipitation events were defined with the method described by McMillan
et al. (2011), with values for xi nter , istor m , xstor m , ii nter being 0.03 mmh−1, 0.2 mmh−1,
24 h, 30 h and 1 mmh−1, 2 mmh−1, 5 h, 8 h for ‘general’ events and for high intensity
events respectively. Discharge events started at the same time as precipitation events
and ended 6 days (general events) and 1 day (high intensity events) after the precipita-
tion event or when the next precipitation event started.

DETAILS FOR FARM ANALYSIS

In addition to the selected signatures, two other specifications are required for the FARM
analysis: definition of the categories for the performance and for the range in perfor-
mance. For the performance three categories were defined: high (solid lines): Ec,i ,10 >
0.9; middle (dashed lines): 0.9 < Ec,i ,10 < 0.8; low (dotted lines): Ec,i ,10 < 0.8). Three cate-
gories were defined for the range (difference between 10th and 90th percentile) in perfor-
mance as well: small (green): Ec,i ,10−Ec,i ,90 < 0.1; middle (orange): 0.1 < Ec,i ,10−Ec,i ,90 <
0.2; large (red): Ec,i ,10 −Ec,i ,90 > 0.2).

6.3. RESULTS
All six model configurations were run for the calibration and validation period for the
same 2000 parameter sets. The model results from the calibration period were filtered
with the process constraints, resulting in approximately 300 behavioural sets for model
configurations with plateaus included and more than 1000 for those without plateaus
included. For an equal comparison 300 model realisations were randomly drawn from
the behavioural ones for WH and WHS. The posterior parameter ranges are presented
in Tables B.2 till B.4. When in the analysis single model realisations are used, the same
parameter set is selected for all model configurations.

Comparing the model structures only with NSE of the discharge and NSE of the log of
the discharge shows that overall the model structures perform equally well. Scores range
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between 0.75 and 0.9 for all model realisations for all model structures.

6.3.1. INTERNAL MODEL BEHAVIOUR

CONTRIBUTION OF DIFFERENT FLUXES

Figure 6.3 shows the contribution of different runoff components to the discharge for
three model configurations for a summer and a winter period. For the summer period
(left) it can be seen that the fast contribution of the hillslope has decreased between WH
and WHP, especially because the overland flow from the plateaus (HOF) makes up the
main part of the sharp peaks. It can also be seen that the contribution of the wetland is
limited in summer, probably because this area dries out as well.

For the winter period it can be seen that the differences between WH and WHP are
relatively small: the fast response for WH consists of only hillslope and for WHP it con-
sists of a fast contribution from both hillslope and plateau. The overland flow on the
plateaus is negligible. However, looking at WHPSF the influence of the frozen soil can be
seen. The moments when the modelled accumulated frost deviated from zero (Fig. 6.4),
there is a clear contribution of the overland flow from the plateaus. Except for these
event, the sharper peaks in winter have a larger contribution from the wetlands. Thus,
higher peaks in summer and during frost conditions seems to be generated by Horto-
nian overland flow mechanisms, while under other winter conditions they seem to be
generated by saturation overland flow mechanisms.

EVALUATION OF STATES

Figure 6.4 shows two panels with modelled and observed variables other than discharge
regarding the snow and frost processes for the winter period presented in Figure 6.3.
Figure 6.4a shows the modelled snow water equivalent (SWE) together with the snow
cover extent from the MOD10A1 product. Because the MOD10A1 snow data has a lot of
missing values, it is mainly used in a binary way: snow or no snow. The figure shows
consistency for the period in March, especially the end of the snow cover period seems
to coincide very well. For the period at the end of January the MOD10A1 data gives a
significant snow cover, while there is no modelled SWE. This is probably caused by the
undercatch of snow, especially because the observed air temperatures were low in that
period. It could also be that a dense cloud cover was identified as snow cover.

Figure 6.4b shows the modelled frost accumulation (Facc ) together with the daily
minimum soil surface temperature (Ts ). The frost accumulation was modelled based
on air temperature, so comparing it with Ts indicates whether the modelled values are
reasonable. The figures shows a quick transition in Ts at the end of March: temperatures
rise clearly above zero. At the same time Facc has fully melted. For the preceding period
it can be seen that Ts drops a bit quicker than Facc . Overall, it can be seen that there is
a reasonable match between Ts and Facc , and thus that air temperature can be used to
estimate Facc .

6.3.2. MODEL PERFORMANCE AND CONSISTENCY

HYDROGRAPH COMPARISON

Figure 6.5 shows the observed and modelled hydrographs for most of the model con-
figurations for the same periods as in Figure 6.3. The presented model configurations
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Figure 6.3: Contributions to the discharge for different model configuration for the summer period
5 May to 24 August 2004 (left) and the winter period 17 January to 3 May 2006 (right).

are among the best performing ones. Figure 6.5a shows a summer period: in the hydro-
graphs the effect of HOF can be clearly seen as well, both for the first peak, as for the one
in early August. The peak in August also shows the sensitivity of the HOF conceptualisa-
tion to input data: the event was probably very local and resulted in a too high modelled
peak. On the other hand, it can be seen that the water has left the system very quickly
as well, which is not the case for the WH configuration. Therefore, the HOF seems a
reasonable process to incorporate.

Figures 6.5b and 6.5c show a winter period: Figure 6.5b shows the positive effect of
incorporating a snow module (light blue line), both for the highest peak half of March as
for the period following the highest peak. The effect of HOF without a frozen topsoil (cf.
WH and WHP) is very small for a winter period, consequently the difference between
WHS and WHPS is relatively small as well. Figure 6.5c shows the additional effect of a
frozen topsoil: this effect is smaller than that of a snow module, but still it increases the
peak height. All model configuration are not able to model the correct peak volume,
which could be explained by the possible discrepancy in Figure 6.4a between modelled
and observed snow cover.
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Figure 6.4: Evaluation of snow and frost processes for the calculation cell belonging to Tailles for
the same winter period as in Fig. 6.3; a) modelled snow cover (line) and MOD10A1 snow cover
fraction (dots) ; b) modelled frost accumulation (line) and minimum daily soil temperature (dots).

FARM
Figure 6.6 shows the plots of the FARM analysis for WH, WHP and WHPSF for the cal-
ibration and validation period. In general it can be seen that WHPSF has more solid
and green vectors than the other two, indicating a higher performance and consistency.
However, the individual signatures reveal more about the model behaviour. For example
for the signatures focussing on the summer low flow period (3 and 5): when including
HOF, 5 (FACfunc,low) is no longer directly correlated with 3 (FRCintH). For the calibration
period 5 is inversely correlated, for the validation period uncorrelated. Figures 6.3 and
6.5 indicate the usefulness of a HOF conceptualisation. Combining the analyses indi-
cates that the HOF conceptualisation is useful, but might need some improvement.

The signatures focussing on the winter high flow period (6 and 7, FDLD,high and FSDL)
show the effect of the snow module: when the snow module is incorporated (WHPSF),
6 and 7 are directly correlated, while without the snow module (WH and WHP), 6 and
7 are inversely correlated, both for the calibration and validation period, meaning they
cannot be reproduced well with the same parameter set. The other configurations with a
snow module are not shown here, but have 6 and 7 directly correlated for the calibration
and validation period as well.

6.3.3. PREDICTIVE POWER

SCATTERPLOT

Figure 6.7 shows the scatterplots for all model configurations for two signatures: one
focussing on the high intensity summer events (FRC,intH), the other on the winter events
(FDLD,high). The grey dots show the scores for the calibration period, the black dots for
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Figure 6.5: Modelled and observed hydrograph for the same summer and winter period as in
Fig. 6.3.

the validation period, with zero being the best performance. Like in Figure 6.6, it can be
seen that the snow module is essential for reproducing FDLD,high: not only is the range in
performance larger for the calibration period for the model configurations without snow
(top row), the performances in the validation period are also lower than in the calibration
period. This is not the case for the model configurations with snow (bottom row). Thus,
with respect to FDLD,high, the model configurations with a snow model are more robust
for transferring between different periods.

The performance of FRC,intH can be linked to the presence of a HOF conceptualisa-
tion on the plateaus. For the model configurations without HOF (left column), some of
the performances deteriorate in the validation period, while this is hardly the case for the
model configurations with HOF (middle and right column). This finding supports again
that including a HOF conceptualisation can be beneficial to the model performance;
however, the conceptualisation might need some improvements as discussed in Section
6.3.2.
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Figure 6.6: Plots for the FARM analysis for WH, WHP and WHPSF for the calibration (top) and vali-
dation (bottom) period. The grey circle indicates the signatures focussing on the summer low flow
period, the grey squares indicates the signatures focussing on the winter high flow period. The line
style of the vector indicates the 10th -percentile for the evaluation criterion: a solid vector indicates
the best performance, followed by a dashed and a dotted vector. The line colour indicates the dif-
ference in performance between the 10th and 90th percentile: green indicates a small, orange a
middle and red a large range.

PERFORMANCE AND CONSISTENCY

Figure 6.8 shows the overall performance and consistency for the Ourthe Orientale (a)
and a comparison between the Ourthe Orientale and Ourthe (b). For the Ourthe Orien-
tale the largest difference can be observed between the calibration and validation period:
the latter has a higher performance and consistency. This is probably caused by the eas-
ier to model meteorological conditions in the validation period. Further a distinction is
visible for the calibration between the model structures without and with a snow mod-
ule: the latter has a higher performance and consistency. Apart from these clear differ-
ences, the differences between the model structures are small, again highlighting that it
is difficult to evaluate the effect of detailed processes which mainly have an effect at the
event time scale.

Figure 6.8b shows the performance and consistency for only two model structures:
WH and WHPSF. For each model structure two options for the Ourthe are presented:
one with the same Sr -values as for the Ourthe Orientale (black symbols) and one with
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Figure 6.7: Scatterplots for all model structures for the high intensity event runoff coefficient
(FRC,intH) and the declining limb density for the high flow period (FDLD,high) (grey dots = cali-
bration period, black dots = validation period).

the Sr -value derived for the Ourthe (see also Fig. 4.10) (blue symbols). It can be seen that
WHPSF is better transferable than WH. Further, it turns out that changing the Sr -value
is very useful: the effect is even larger than that of applying a different model structure
in the Ourthe Orientale.

6.4. DISCUSSION
Section 6.3 described the model results for six model configurations. In general, the re-
sults show that including HOF, snow and frost can improve the reproduction of certain
events, without deteriorating other events. However, some aspects might influence the
presented results and are thus discussed below.

6.4.1. DATA QUALITY
Data quality is a very often returning topic among hydrological modellers: the model
results can only be as good as the input data. In other words: if you feed rubbish to
your model, rubbish will come out, no matter how good the model is. However, I find
it too easy to give data all the blame: even with imperfect data it is possible to compare
models. A good example can be seen in Figure 6.5a for the very local precipitation event
in August. WHP gives a too high response, but gets rid of the water very quickly; WH on
the other hand accumulates the additional precipitation, overestimating the saturation
of the catchment.

The same can be observed for the undercatch of solid precipitation (e.g., Figs. 6.4 and
6.5). Although the model configurations with a snow module could not reproduce the
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Figure 6.8: Performance and consistency of all model configurations; a) for the Ourthe Orientale;
b) for the Ourthe and Ourthe Orientale; the arrows indicate the change in performance and con-
sistency when changing the value for Sr

entire peak volume, they showed clearly better performances than those without snow.
Thus, even with data errors, better or worse conceptualisations can be discriminated.
But one has to keep in mind that models with more detailed process representation, can
be more sensitive to data errors.

6.4.2. SIGNATURE CONSTRUCTION
Hydrological signatures are the basis for half of the evaluation tools used in this chap-
ter. The selection of signatures is a subjective process, which thus influences the results.
However, if signatures are selected which are specifically relevant for the model adapta-
tions under consideration, they can make model evaluation more meaningful.

It should be noted though, that it can be very difficult to fully capture the charac-
teristic of the hydrograph under consideration in a signature. For example, due to the
combination of snow melt and frozen soil, it is expected that the rising limb of the hy-
drograph becomes steeper and more similar to the observed slope. However, identifying
this specific part of the hydrograph can hardly be automated, making it unsuitable as
hydrological signature.
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6.4.3. PROCESS CONCEPTUALISATIONS
In this experiment three process conceptualisations were added: HOF, snow and frost.
For the combination of snow and frost one possible option is evaluated. During the cali-
bration processes small differences have been experimented with, but these differences
were not systematically tested. The result that this combination has a positive effect on
the model results does not mean that it is reality or that is the only combination lead-
ing to a positive effect. On the other hand, incorporating a detailed, data intensive snow
model might not be feasible if the influence of snow is only dominant during one or two
weeks per year. A conceptualisation with a positive effect during multiple events and no
significant negative effects, might under these conditions be reasonable to incorporate.

Something similar can be argued for the conceptualisation of the Hortonian over-
land flow. The results clearly show that a process with a short time scale and depending
on precipitation intensities has a positive effect on the model results. On the other hand,
currently the response time of the Hortonian runoff reservoir is in the order of 0.5-2 days,
which might be too long for a fast process like Hortonian overland flow. In addition, by
including the agricultural ponding reservoir, the infiltration capacity of the soil is indi-
rectly incorporated. Adding more physical meaning to the HOF conceptualisation, can
probably further improve the model results. For example by removing the runoff reser-
voir and making the overland flow directly related to estimated infiltration capacities.

6.4.4. MODELLING CATCHMENT SATURATION
One of the problems with the WH configuration from Chapter 5 was the limited simu-
lation of the saturation of the catchment in autumn. It was expected that adding pro-
cesses in this experiment would help to better simulate catchment saturation. However,
this is not really the case: especially after very dry periods (i.e., transpiration being mois-
ture constraint instead of energy constraint), the runoff response of the model is much
higher than that of the catchment, which can probably be explained by the root zone
storage filling up too quickly.

Up till now I can think of mainly two processes which would prevent the root zone
storage filling up very quickly. First, additional preferential flow paths to either deeper
aquifers or neighbouring catchments are activated under high infiltration rates (i.e, more
water being stored in the root zone storage). However I am not sure where and when this
water contributes to the discharge again and why this additional preferential flow would
mainly increase under high infiltration rates. Second, following Chapter 4, vegetation
could temporarily increase the storage capacity under drier conditions: with a larger root
zone storage capacity, the root zone storage fills up slower. However, for this option to
have effect, the vegetation seems to create a large amount of temporal additional storage
capacity. NDII data as a proxy for water stress in vegetation (Sriwongsitanon et al., 2016)
could help to identify possible water stress during moisture constraint evaporation and
thus the plausibility whether vegetation creates an additional buffer.

6.5. CONCLUSIONS
The model experiment in this chapter evaluated different process conceptualisations to
include the effect of snow and agriculture in the FLEX-Topo configuration from Chapter
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5. The results show that including more detailed processes and process conceptualisa-
tions regarding Hortonian overland, snow and frost of the topsoil can have large effect
on an event basis. When integrating the effects over the entire validation or calibration
period, the effect becomes much smaller. Although the adaptations have a clear effect at
the event scale, the additional effect of each added process is smaller and more difficult
to evaluate. Thus, it seems that with these additional process conceptualisations we are
on the edge of gaining significant effects.
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RESULTS FROM OURTHE USED IN

MEUSE BASIN

We especially need imagination in science. It is not all mathematics, nor all logic, but it is
somewhat beauty and poetry.

Maria Mitchell (Maria Mitchell, life, letters, and journals)

The previous chapters focussed on comparing model structures for the Ourthe or the Our-

the Orientale and not on the effect of transferring the derived model structures to neigh-

bouring catchments. In this chapter three explorative comparisons are described which

aim to put the previous results into a wider perspective. FLEX-Topo is compared between

the Ourthe and other catchments, it is compared with other models, and it is compared

with the operational HBV configuration for periods that were not part of the calibration.

In general FLEX-Topo gives good results compared to other models, including the opera-

tional HBV configuration.

This chapter is partly based on:
de Boer-Euser, T., Bouaziz, L., De Niel, J., Brauer, C., Dewals, B., Drogue, G., Fenicia, F., Grelier, B., Nossent,
J., Pereira, F., Savenije, H., Thirel, G., and Willems, P.: Looking beyond general metrics for model comparison –
lessons from an international model intercomparison study, Hydrology and Earth System Sciences Discussions,
in review, (2016).
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7.1. INTRODUCTION
The previous chapters focussed on comparing model structures for the Ourthe and the
Ourthe Orientale. This chapter aims to explore the implications and possibilities when
generalizing the results obtained earlier. Both with respect to neighbouring catchments
as well as in comparison with other models. This chapter is not meant to give a full
evaluation of FLEX-Topo in different catchments and compared to other models. It is
rather a first step in investigating the use of FLEX-Topo for wider applications.

A comparison between a large set of models and a large set of catchments is difficult
to structure. Therefore, the comparison in this chapter is split into three parts: FLEX-
Topo in neighbouring catchments, FLEX-Topo and other models and FLEX-Topo and
HBV. The last comparison is made because the discharge predictions at the Dutch border
are made with the HBV model at the moment of writing. The exact set-up slightly differs
between the three comparisons, partly because not all three originate from the same
experiment and partly to simplify the comparison. Thus, for each comparison the set-
up is described before the results are discussed.

The forcing used for all comparisons is based on a gridded data set with a spatial res-
olution of 0.0091◦. For the precipitation the grid was overlaid with a Thiessen network
around the 28 precipitation stations in Figure 2.2. Daily minimum and maximum tem-
peratures from the E-OBS open dataset (0.25◦ x 0.25◦ resolution; Haylock et al., 2008)
were disaggregated to hourly values using radiation data at Maastricht (KNMI1) and
Equation 2.1. Daily potential evaporation was derived with the Hargreaves formula (Har-
greaves and Samani, 1985) and disaggregated to hourly values using a sine function dur-
ing the day and no evaporation at night.

7.2. FLEX-TOPO IN NEIGHBOURING CATCHMENTS

7.2.1. COMPARISON SET-UP
For the evaluation of FLEX-Topo in neighbouring catchments the WHPSF configuration
(Tab. 6.1) was used. However, the configuration was used in a gridded set-up, instead of
using the Thiessen polygons as calculation cells like in Chapters 5 and 6. A gridded set-
up was used because the operational forecast system works with a gridded set-up and
because the preparation of the forcing data was already done for the intercomparison
study (Sect. 7.3). The consequence of the gridded set-up is that the catchment outline
and relative contributions of each rain gauge slightly changed compared to the set-up
with the calculation cells (Fig. 7.1).

The calibrated model for the Ourthe Orientale from Chapter 6 was transferred to the
Ourthe Occidentale, Ourthe, Lesse and Semois. The root zone storage capacity (Fig. 4.10)
and percentages for each HRU were changed between the catchments: the remaining
parameters were kept constant. The models were run for the period which was used for
validation in Chapter 6: 1 July 2003 to 1 July 2007, with 1 July 2002 to 1 July 2003 as spin
up period.

1http://www.knmi.nl/nederland-nu/klimatologie/uurgegevens, visited 14-12-2012

http://www.knmi.nl/nederland-nu/klimatologie/uurgegevens
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Figure 7.1: Differences in catchment outline and contributions of individual Thiessen polygons
between the set-up with calculation cells used in Chs. 5 and 6 (black lines) and the gridded set-
up used in this chapter (coloured polygons). Note: the colours of the polygons are only meant to
indicate their outline, they do not have any other meaning. a) Ourthe, b) Ourthe Orientale.

7.2.2. RESULTS AND DISCUSSION
Figures 7.2 and 7.3 show the results for FLEX-Topo for the five catchments for the same
periods as in Figure 6.5. When comparing these figures with Figure 6.5, it can be seen
that the results for the Ourthe Orientale are slightly different. This is caused by the differ-
ences in catchment outline and relative contributions of the rain gauges. The differences
in the winter period are also partly caused by the different temperature forcing, this can
especially influence the onset of snow melt.

When comparing the catchments, it can be seen that the discharge (and precipita-
tion) in the Semois are much higher than in the other four catchments. In addition, the
discharge pattern in the Semois is different from that of the other catchments, especially
in summer. Further, it can be seen that the model performs best for the Ourthe and the
Lesse, whereas it was not specifically calibrated for these catchments.

Looking in detail to the summer period (Fig. 7.2), it can be seen that the shape of
the first peak of the season is captured for all catchments. Only for the Ourthe Occi-
dentale it is too low, probably because the groundwater contribution in this catchment
is too low. Further it can be seen that there was a very local precipitation event in the
Ourthe Oriental, causing a large peak in discharge. This peak propagates into the Our-
the, but is much smaller in the Ourthe Occidentale and the Lesse and does not occur in
the Semois. Finally, it can be seen for the Semois that during the recession the model
responds quicker to precipitation than in reality. A reason for this could be that the Hor-
tonian overland flow module is calibrated in the Ourthe Orientale, which has mainly the
same soils as the Ourthe Occidentale, Ourthe and Lesse. The Semois on the other hand
has soils which are slightly more permeable (de Wit, 2008) in the upstream part of the
catchment; this might require a recalibration of the Hortonian overland flow module.

Looking in detail to the winter period (Fig. 7.3), it can be seen that the Ourthe Ori-
entale and Ourthe Occidentale overestimate the first peaks and underestimate the de-
clining limb of the highest peak. However, for the entire Ourthe these effects are much
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smaller; it is likely that this is an effect of the averaging within in the catchment: on a
larger scale the effectof local precipitation or snow melt events is smaller. In addition, it
can be seen that for the Semois the model responds too quickly again in February and
that snow melts too quickly at the end of March. The former could again be linked to the
calibration of the Hortonian overland flow, the latter could be linked to the calibration
of the snow module. The Semois has more north and south facing slopes than the other
catchments, which might lead to a different melt temperature or melt coefficient.

7.3. FLEX-TOPO AND OTHER MODELS

7.3.1. COMPARISON SET-UP
The comparison of FLEX-Topo with other models originates from an international inter-
comparison study for the Meuse basin. Eight international research groups participated
in this model intercomparison study using one or several rainfall-runoff models. A total
of eleven models were used, the FLEX-Topo model, six other independent models and
four models from the SUPERFLEX framework (Fenicia et al., 2011). A modelling protocol
was prescribed to enable a comparison of the results. The protocol for the modelling
involved a split-sample calibration (Jan 2004 till Dec 2007) and validation (Jan 2001 till
Dec 2003) using a common dataset for the Ourthe catchment and a validation in space
for the nested catchments Ourthe Orientale and Ourthe Occidentale and for the neigh-
bouring Lesse and Semois catchments (Tab. 2.1). The models were calibrated based on
NSE of the discharge and of the log of the discharge. The details and results of this study
are described in de Boer-Euser et al. (2016); here, a selection of the results is presented
for the Ourthe to show a first benchmark of FLEX-Topo.

Each modelling group provided results as described above. A variety of models was
used, including lumped, semi- and fully distributed models. All models are conceptual,
but with a varying degree of complexity and are used by institutes or universities working
in the Meuse basin. Figure 7.4 depicts the main fluxes and storages of the models. The
term ‘very quick runoff’ is used for a faster process than ‘fast runoff’. For FLEX-Topo
the WHPS configuration (Tab. 6.1) was used instead of the WHPSF configuration, as the
intercomparison study started before the WHPSF configuration was available.

7.3.2. RESULTS AND DISCUSSION
All models gave a good performance, based on general metrics. In addition the model re-
sults were compared based on statistics (cumulative discharges, empirical extreme value
analyses and flow duration curves) and based on hydrographs for specific events. These
additional evaluations revealed differences and similarities between the models. Two
analyses showed clear differences between the models: the lowest 20% of the flow dura-
tion curve and the hydrographs of the 2008 summer. These two analyses are shown in
Figures 7.5 and 7.6.

LOW FLOWS

The lowest 20% of the observed and modelled flow duration curves was used to analyse
low flow behaviour. Discharges during the summer recession periods are generally low
(ranging between 0.004 mm h−1 and 0.015 mm h−1 for the lowest 20%) compared to av-
eraged flow (0.05 mm h−1). The influence of a groundwater reservoir on the modelled
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Figure 7.2: Modelled (green) and observed (black) discharge for the summer period 5 May to 24
August in 2004 for five catchments in the Meuse basin.
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Figure 7.3: Modelled (green) and observed (black) discharge for the winter period 17 January to 3
May 2006 for five catchments in the Meuse basin.



7.3. FLEX-TOPO AND OTHER MODELS

7

103

snow

interception

very quick runoff

root zone storage

fast runoff

groundwater runoff

surface water

GR4H-CemaNeige PRESAGES WALRUS

M2 M3 M4 M5

NAM FLEX-Topo VHM wflow_hbv

lag functions

Figure 7.4: Model structures used in the intercomparison study in the subcatchments of the
Meuse. Note: the model structures are simplified to only highlight main differences and simi-
larities.

discharge is significant as the flow duration curves illustrate (Fig. 7.5). Adding a ground-
water reservoir improves the simulation of the low flows: the only difference between M4
and M5 is the groundwater reservoir and where the low flows are simulated too low by
M4, they are properly simulated by M5. This indicates that during the high flow period
in winter water is stored in the catchment, which is released during the low flow period
in summer.

In addition, a difference can also be seen for the configuration of the groundwater
reservoir. M5, NAM, FLEX-Topo and VHM have their groundwater reservoir configured
in parallel to the fast runoff reservoir. The other models have it configured in series or
interacting with the fast runoff reservoir (GR4H, PRESAGES, WALRUS, wflow_hbv). The
parallel groundwater reservoir can better simulate the low flows. On one hand this in-
dicates the importance of preferential recharge in the catchment, on the other hand it
indicates the existence of different time scales in the catchment response. With a parallel
groundwater reservoir, the time scales for runoff generation are decoupled, with a serial
or interactive groundwater reservoir they are connected. The different results for the
low flow period indicate that these time scales are relatively independent in the studied
catchments.
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SUMMER PEAKS

The performance of the models during the 2008 summer was analysed by plotting the
hydrographs, as shown in Figure 7.6. Although total precipitation amounts during this
summer were not higher than in other years, the precipitation intensities were. The an-
tecedent root zone storages before the events can be expected to be low, due to high
transpiration rates in summer. While most models are not able to capture the summer
peaks, VHM and FLEX-Topo are able to simulate the dynamics well, although FLEX-Topo
overestimates the summer peaks. As shown in Figure 7.4, VHM and FLEX-Topo are the
only ones with a very quick runoff component that is not influenced by the root zone
storage. Hence, it appears that this component is essential for simulating short, intense
summer events. Models with a very quick runoff component which is influenced by the
root zone storage (GR4H, presages, WALRUS, NAM and wflow_hbv) and models with a
very quick runoff component following the root zone storage do perform better than
models where the very quick runoff component is entirely lacking (M2 to M5).

A possible reason for these differences is the high intensity character of the summer
precipitation events. These events are likely to cause infiltration excess overland flow,
i.e., precipitation intensity being higher than infiltration capacity of the soil. Under dry
conditions the infiltration capacity of the soil is assumed to be disconnected to the sat-
uration of the soil. Thus, linking the very quick flow mechanism to the storage in the
root zone causes a damping of the generated peak flows. A very quick flow component
influenced by the root zone may not respond as fast as necessary to the precipitation;
however, it enables to model to respond quicker than without a very quick flow compo-
nent at all. This results indicate that infiltration excess runoff occurs on a event basins in
the studied catchment and that it is relatively disconnected from the storage in the root
zone.

These two examples show that differences between models are mainly important un-
der drier conditions: under wetter conditions the model results are more comparable.
The second example shows again that the Hortonian overland flow component which
was included in FLEX-Topo in Chapter 6 is very important for high intensity summer
events. The side effect that this process is very sensitive to data handling and data er-
rors (Sect. 6.4 and 7.2) only means that this process should be included and calibrated
carefully, not that it should be left out.

7.4. FLEX-TOPO AND HBV
7.4.1. COMPARISON SET-UP
The final comparison in this chapter is between the WHPSF configuration of FLEX-Topo
and the HBV configuration used for operational forecasting in the Meuse basin, which is
the benchmark model for this entire research. The operational version of HBV is slightly
different from the version used in the model intercomparison (Sect. 7.3): the operational
version has a non-linear fast runoff reservoir, instead of a combined fast and very quick
runoff reservoir (yellow/orange reservoir in Fig. 7.4). In addition, a different calibration
procedure was used, so the parameters are slightly different as well.

For both models the gridded set-up was used, to diminish the influence of differ-
ences in forcing data and spatial model resolution. The models were run in validation
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Figure 7.5: Model results for low flows for all model structures used in the model intercomparison
study. The Flow duration curves are based on the entire modelled period (Jan 2001 - Dec 2010).
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Figure 7.6: Model results for summer period 1 July to 1 November 2008 for all model structures
used in the model intercomparison study.
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mode from 1 January 2000 till 1 May 2011 and the modelled hydrographs were compared
for four events.

7.4.2. RESULTS AND DISCUSSION
Figure 7.7 shows the hydrographs of four events: two winter periods (2003 and 2011) and
two summer periods (2004 and 2008). In general, FLEX-Topo is better able to represent
the dynamics of the hydrographs. For example for the summer periods: the observed
hydrograph shows very sharp peaks as a consequence of high intensity precipitation
events. HBV is more or less able to capture the height of the peaks, but the recession of
the peaks is too slow and the base flow is too high. This is probably because FLEX-Topo
has Hortonian overland flow incorporated and HBV not. In the 2011 winter a quick snow
melt period followed a longer period with snow accumulation, causing a flood event in
the lower Meuse. During this event, HBV is not able to turn the snow cover into runoff
quick enough, while FLEX-Topo seems to be able to do this, because of the frozen soil
module.

On the other hand, in a winter without significant snow cover (2003), HBV is better
able to model the peak flows. This is probably caused by the non-linear fast runoff reser-
voir, which can very quickly turn precipitation into runoff, especially if the calibration
period included some of the highest events. However, as it only works under certain
conditions, it is not a very thrustworthy representation of the catchment behaviour. It
would be very interesting to investigate which runoff mechanisms can be described so
well with this non-linear runoff reservoir. These processes could then be included in for
example FLEX-Topo.
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Figure 7.7: Observed (black) and modelled discharges for two winter and two summer events.
Modelled discharges are for the gridded set-up of FLEX-Topo (WHPSF) (green) and the operational
HBV configuration (blue)



8
CONCLUSIONS AND OUTLOOK

ειδέναι µὲν µηδὲν πλὴν αύτò τoυ̃τo ειδέναι

he knew nothing except that he knew that very fact

Socrates, quoted by Diogénes Laértios (Lives and Opinions of Eminent Philosophers)
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8.1. THE VALUE OF DISTRIBUTION
The goal of this thesis is to obtain more insight in the added value of applying distri-
bution in rainfall-runoff models, with specific focus on the Meuse basin. The effect of
distribution is generally difficult to evaluate. Therefore, this thesis also aimed to set-up
and use a strong evaluation framework and systematic model experiments to analyse
various distribution options for a set of subcatchments of the Meuse basin.

A NEW EVALUATION FRAMEWORK FOR RAINFALL-RUNOFF MODELS

This thesis presents a new framework for the evaluation of rainfall-runoff models. An
important starting point in this framework is that the added value of distribution in
rainfall-runoff models cannot be assessed by only using standard overall performance
metrics (i.e., NSE, RMSE, MAE). Instead, using a set of hydrological signatures can re-
veal more about model performance. However, a good performance is not very help-
ful if the consistency (i.e., the ability of the model to reproduce a set of signature with
the same parameter set) is low. This framework therefore takes both performance and
consistency into account. Signatures derived from independent data sources can reveal
even more about the performance and consistency of model structures. With this eval-
uation framework in place, different distribution options have been explored, ranging
from broad characteristics to specific runoff processes.

ROOT ZONE STORAGE CAPACITY FROM CLIMATE DATA

The root zone storage capacity (Sr ) is one of the most important parameters in rainfall-
runoff models. This thesis tests the influence of climate and soil characteristics on the
root zone storage capacity. It is concluded that climate is a better estimator for Sr than
soil, especially in wet areas. Added advantage is that climate data is more easily avail-
able, and in larger detail, than soil data, while using climate data also enables models to
adapt to changing climate conditions. Furthermore, it is found that the climate derived
Sr differs indeed between subcatchments of the Meuse. Following this approach, de-
riving specific Sr -values for the Ourthe gave better performance and consistency than
transferring the Sr -value derived for the Ourthe Orientale. These results support the
value of distributing this parameter among subcatchments.

DISTRIBUTING FORCING DATA AND MODEL STRUCTURE

Zooming in on the Ourthe, first the relative effect of distributed forcing and model struc-
ture was tested. Distribution of model structure is based on hydrological response units
(HRUs) linked to dominant runoff processes. For the Ourthe, distribution of the model
structure has a larger and more positive effect on performance and consistency than dis-
tribution of forcing data. This means that a parallel configuration of HRUs works in this
area. Although the distribution of forcing data has a smaller influence, it appears to be
essential when distributing the model structure. In other words: when distributing the
model structure, one should distribute the forcing data as well to obtain good results.
Distribution of the groundwater reservoir does not influence the results, because of the
long time scales related to this reservoir.
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INCLUDING MORE DETAILED PROCESS CONCEPTUALISATIONS

Knowing that it makes sense to distribute a model structure based on HRUs, the in-
fluence of more detailed process conceptualisations was tested: snow melt, Hortonian
overland flow and frost in the topsoil. The latter two are especially important on agri-
cultural fields and, so far, rarely applied in conceptual models. It is concluded that at
an event time scale, incorporating these processes improves both model performance
and consistency. It should be noted though, that incorporating these processes should
be done cautiously, because they are more sensitive to calibration, data errors and sig-
nature selection.

BENCHMARK OF THE NEW FLEX-TOPO MODEL

After testing detailed process conceptualisations in FLEX-Topo, the value of FLEX-Topo
was explored in other catchments and compared to other models, including the model
used for operational forecasts in the Meuse basin at the moment of writing. FLEX-Topo
could be transferred to other catchment without much change in performance; only
the Hortonian overland flow module might require recalibration. The comparison with
other models shows the importance of including a very fast runoff component and a par-
allel configuration between the fast and slow runoff generating reservoirs, to capture the
different dynamics of the hydrograph. These two elements are included in FLEX-Topo.
The explorative comparison further showed some shortcomings for FLEX-Topo, for ex-
ample during winters without significant snow and during the saturation of the catch-
ment after dry periods. The study did not focus on the former and no effective options
were found for the latter. Overall, FLEX-Topo is much more able to reflect the dynamics
of the hydrograph than the HBV model configuration.

Distribution and detailed process conceptualisations are very beneficial for a rainfall-
runoff model of the Ourthe catchment. However, they should be applied with care. Each
intermediate step should be specifically evaluated in order to prevent adding model el-
ements that only increase complexity without additional value.

8.2. IMPLICATIONS
When working with conceptual models you often come across the question whether you
know what is actually happening. To be honest, often you don’t know. In many cases
it is very likely that the model is not representing what is actually happening, simply
because reality is too much simplified in a conceptual model. The additional question is
than whether our conceptual models represent the emergent behaviour at the scale we
are modelling, or that they are actually only representing the relevant time scales. Having
this in mind, it is difficult to distinguish the effect of small adaptations to a model from
the general background noise.

The focus of model evaluation on discharge data slightly adds to this problem: does
discharge data contain enough information to identify the complete range of hydrolog-
ical processes? Probably not, but visual inspections of the hydrograph and the use of
hydrological signatures help to filter patterns from the discharge data. However, this
increases the risk to see what we want to see.
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Eventually, model conceptualisation and evaluation mainly comes down to data avail-
ability and data handling. The effect of data handling especially emerges when incorpo-
rating detailed process conceptualisations and focussing on the event time scale (e.g.,
Chs. 6 and 7. So, it is important to evaluate your data carefully and investigate how sen-
sitive your model results are, especially when making forecasts. The limited variety of
data, on the other hand, can make you short-sighted, and thus preventing to see the
larger picture.

8.3. OPPORTUNITIES
Instead of arguing why a lack of data limits obtaining good and useful model results, we
can also look at what we can achieve with the available data. By combining data and ex-
pert knowledge we often know more about a catchment than we think (e.g., Hrachowitz
et al., 2014)). If we, in addition, divide our catchment (and model) sensibly into a small
number of HRUs, we can make the model behaviour more specific, without making our
models unnecessarily complex (e.g., Chs. 5 and 6). Conceptual models can in this way,
tell us something about the response time scales of a catchment. Due to their ability to
incorporate threshold behaviour, they can be applied at slightly different scales as well.

If a model is conceptual, it does not mean that it cannot contain any physical mean-
ing. The climate-derived root zone storage capacity is a very relevant example. By ar-
guing that this conceptual reservoir should be large enough to meet the evaporative de-
mand, it can actually be derived from commonly available data. When we evaluate the
parameters and reservoirs of our conceptual models in such a way, we can increase their
physical basis. This can increase the applicability of our conceptual models, both in time
and in space.

Finally, the increasing availability and diversity of remote sensing data can help us
with the scaling issues. We now have data from two sides of the spectrum: both at small
(plot) scale as at large (integrated) scale. These data can help us to better understand
our hydrological systems at different scales. Furthermore, it can help strengthen the
link between different scales and how they influence each other. This link may be very
important for solving the transfer and scaling issues, which are relevant when moving
from plot to catchment scale.

8.4. FANTASIES
Objectivity, systematic experiments and transparency are naturally linked to science.
However, creativity and fantasies are a maybe small, but important part of science as
well (Savenije, 2009). Without crazy ideas new research projects would not be initiated.

As you might have understood from above, my scientific fantasies as a hydrologist
are strongly related to data availability. Specifically focussing on the question, which
data would be needed to better identify or reject a specific hydrological process. Hoping
that in the end we are able to filter the relevant system at the relevant scale and identify
parameters and processes at this scale (e.g., Kirchner, 2006).

I consider three types of data sets especially valuable: components of evaporation,
root zone storage dynamics and groundwater dynamics. These data sets are not very ex-
otic and do not include variables which are not yet measured. However, they are hardly
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available at meso- or large-scale catchments, while heterogeneity and mixing of hydro-
logical processes is more relevant for these catchments, compared to small experimental
catchments or hillslopes.

Components of evaporation Evaporation is one of the largest hydrological fluxes, but
up to now we only have scattered point measurements or model outputs. Having an
evaporation data set covering an entire catchment, would enable us to check the water
balance of catchments more thoroughly. In addition, a division of total evaporation into
transpiration, canopy interception, ground interception, soil evaporation and open wa-
ter evaporation would enable us to investigate the behaviour of vegetation under wetter
and drier conditions and account separately for the different evaporation components
in our models. This in turn would add more physical meaning to our conceptual models.

Root zone storage dynamics Runoff generation is mainly determined by the antecedent
storage and the precipitation event. Currently we estimate antecedent storage from
model states or point observations of soil moisture. Having a root zone storage data
set covering the entire catchment, would enable us to better estimate the (antecedent)
storage in the catchment. From there the response of the catchment to a certain precipi-
tation event can be determined. The different responses of the different HRUs are partly
caused by differences in root zone storage (capacity). Thus, knowing the spatial variabil-
ity in root zone storage would strengthen the hypothesis about the contribution of dif-
ferent HRUs. In addition, available root zone storage can give insight in the behaviour of
vegetation under wetter and drier conditions, when combined with transpiration data.

Groundwater dynamics Often we assume that base flow originates from groundwa-
ter storage. However, the groundwater storage in our conceptual model often is a linear
reservoir, while in reality the subsurface pathways are much more complicated. Having
a groundwater data set covering the dynamics in an entire catchment, would help us
obtain more insight into the storage-discharge relation during low flow conditions and
thus whether our linear reservoir assumption can sustain. Further, it would help us to
identify which specific areas recharge at which moments to the groundwater. This can
for example be useful to further investigate the dynamics of different HRUs or the infil-
tration patterns during snow and frost conditions. For the previous two data sets I have
some (very) conceptual idea of how to obtain these data and how they would look like;
on the other hand, the subsurface contains many hidden processes influencing ground-
water dynamics. These hidden processes make it for me very difficult to even imagine
how a data set of groundwater dynamics for an entire catchment would look like.
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The need or wish for new data often comes from model results that cannot be explained
with the available data. So, iteratively modelling and measuring might be a good option
to obtain the data most useful to support our models. This approach is already used in
smaller catchments. In larger catchments this requires a different approach and prob-
ably more planning and resources, but in the end, I believe it can help to better under-
stand our catchments and thus make better models.

And of course, everyone hopes that at some point in time part of your fantasies become
reality.



A
ILLUSTRATION PCA FOR FARM

INTRODUCTION
This appendix gives a synthetic example of the use of a principal component analysis for
FARM. For FARM multiple evaluation criteria are used; however, for this example only
two evaluation criteria are used, to be able to visualise the results. In this example two
cases will be discussed:

1. two directly correlated evaluation criteria and

2. two inversely correlated evaluation criteria.

BASIC PRINCIPLES OF PCA
The PCA applied for FARM consists of several steps, which are listed below.

• The original data with values for evaluation criterion 1 (E1) and evaluation crite-
rion 2 (E2) (first column of Fig. A.1) are obtained.

• The covariance matrix of the evaluation criteria is calculated (Tab. A.1).

• Calculation of the eigenvalues and eigenvectors of the covariance matrix (Tab. A.2)
results in as many eigenvectors as evaluation criteria. The eigenvectors are orthog-
onal and the eigenvector with the largest eigenvalue describes the largest amount
of variance in the data. The eigenvectors can be expressed in terms of E1 and E2

(second column of Fig. A.1).

• Selection of the amount of principal components (PCs) (the eigenvalues) that are
taken into account is done based on the variance explained by each PC. The ex-
plained variance per PC is the eigenvalue of that PC divided by the sum of all eigen-
values. In case of two evaluation criteria, all PCs can be presented in a 2-D graph,
as there are only 2 PCs.
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Figure A.1: Example showing the basic principles of principal component analysis and the appli-
cation of PCA for FARM. top row: case 1; bottom row: case 2; first column: original data for E1 and
E2; second column: original data with eigenvectors (‘eigV’, dotted); third column: Es expressed in
terms of PC1 and PC2; fourth column: Es expressed in terms of PC1.

• Expression of evaluation criteria in terms of the principal components (in this
case: PC1 and PC2). The third column in Figure A.1 shows the loadings of both
Es on PC1 and PC2.

• The relative direction of the vectors can be used to identify the consistency. In
Figure A.1(third column) the relative direction of the vectors in both cases seems
similar. However, for case 1 the vectors have an opposite loading on PC2, which
represents a very small amount of the variance. For case 2 the vectors have an op-
posite loading on PC1, which describes the largest amount of the variance. There-
fore, case 1 has a much higher consistency than case 2 (of course, for two Es this
can be easily deduced from the original data as well).

REDUCTION OF DIMENSIONS
In the step-wise approach described above, both PCs are kept. However, as can be seen
in Figure A.1 PC1 describes a much larger part of the variance than PC2; thus, PC2 can
be disregarded. The result of disregarding PC2 is shown in the last column of Figure A.1.
A reduction of the dimensions leads for case 1 to two vectors in the same direction, while
for case 2 it leads to two vectors with exactly opposite directions. This is because for case
1 the vectors had an opposite loading on PC2 and for case 2 an opposite loading on PC1.
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Table A.1: Covariance matrix, left: case 1; right: case 2.

Directly correlated Es Inversely correlated Es

0.124 0.125 0.070 −0.070
0.125 0.128 −0.070 0.095

Table A.2: Eigenvalues and eigenvectors, left: case 1; right: case 2.

Directly correlated Es Inversely correlated Es

eigenvalues
0.0004 0.251 0.011 0.154

eigenvectors
−0.714 0.700 −0.768 −0.641
0.700 0.714 −0.641 0.768





B
MODEL EQUATIONS AND

PARAMETERS

This appendix contains the model equations (Tab. B.1) and model parameters (Tab. B.2
to B.4) used in the FLEX-Topo configurations in Chapters 5, 6 and 7.
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Table B.1: Equations for all structures; fluxes are calculated based on previous time step (including
inflow of current time step) and corrected according to ratio in case of negative storage. The num-
bers refer to the chapter in which the equations are used. S represents a state (mm), Q a discharge
(mmh−1) and E an evaporative flux (mmh−1); the subscripts indicate the reservoir to which the
state or flux applies, except for subscripts p and c, which represent percolation and capillary rise.
P and Epot indicate precipitation (mmh−1) and potential evaporation (mmh−1), respectively. The
used parameters are described in Tables B.2 to B.4.

.

Equation Wetlanda Hillslope Plateau

Snow (Sw )
dSw

dt
= Ps −Qw −Ei 6b 6 6

Qw =
{

Km,s,P (Ta −Tm), if Sw > 0

0 else
6 6 6

Ew =
{

Epot ,s , if Sw > 0

0 else
6 6 6

Km,s,P =
{

Km,s Km,P P, if P ≥ 1

Km,s else
6 6 6

Interception (Si )
dSi

dt
= P −Qi −Ei 5,6 5,6,5Lc 6

Qi =
{

Si +P − Imax , if Si +P > Imax

0, else
5,6 5,6,5L 6

Ei =
{

Epot , if Si > 0

0 else
5,6 5,6,5L 6

Qi =Qi +Qw 6 6 6

Agriculture zone (Sa )
dSa

dt
=Qi −Ea −Qa −Fa 6

Ea ={
(Epot −Ei )( Sa

Sa,max, f r LP
, if Sa < Sa,max, f r LP

1, else

6

6
Qa ={

Sa +Qi −Sa,max, f r , if Sa +Qi > Sa,max, f r

Qi (1− (1−Sa)β), else

6

Fa = Fmax exp−Fdec Sa 6

Sa = Sa

Sa,max, f r
6

Sa,max, f r = Sa,max 6d

Sa,max, f r = Sa,max Ft 6e

Table continues on next page
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Table B.1 – continued from previous page

Equation Wetland Hillslope Plateau

Ft =
Sa,mi n , if Facc, f r < Facc, f r 0

Facc, f r

Facc, f r 1−Facc, f r 0
− Facc, f r 0

Facc, f r 1−Facc, f r 0
, if Facc, f r 0 ≤ Facc, f r ≤ Facc, f r 1

1, if Facc, f r > Facc, f r 1

6

dFacc, f r

dt =
{

TaKm, f , if Ta < 0

TaKF T Km, f , if Ta > 0
6

Agriculture fast runoff (S f ,a )
dS f ,a

dt
=Qa,l ag −Q f ,a 6

Qa,l ag =Qa ∗T f ,a

1 T f ,a,l ag 6

T f ,l ag = 2

T f ,a
− 2i

T f ,a(T f ,a +1)
6

Q f ,a = S f ,a

K f ,a
6

Root zone (Sr )
dSr

dt
=Qi −Er −Qr 5L

dSr

dt
=Qi −Er −Qr −Qp +Qc 5,6 5,6 6

Er = Epot

(
1− 0.01Si

Si +0.01

)
1.01∗Sr

Sr +0.01
f 5,5L

Er =
{

Epot , if Si > 0

0 else
5

Er =
{

(Epot −Ei )( Sr
Sr,max LP

, if Sr < Sr,max LP

1, else
6 6

Er ={
(Epot −Ei −Ea)( Sr

Sr,max LP
, if Sr < Sr,max LP

1, else

6

Qr =Qi

(
Sr +Qi

Sr,max

)β
f 5 5,5L

Qr =
{

Sr +Qi −Sr,max , if Sr +Qi > Sr,max

Qi (1− (1−Sr )β), else
6 6

Qr =
{

Sr +Fa −Sr,max , if Sr +Fa > Sr,max

Fa(1− (1−Sr )β), else
6

Qp = Kp ∗Sr 5,6 5,6 6

Qc =
{

Kc (1−Sr ), if Ss > 0

0 else
5,6 5,6 6

Table continues on next page
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Table B.1 – continued from previous page

Equation Wetland Hillslope Plateau

Si = Si

Imax
5,6 5,6,5L 6

Sr = Sr +Qi

Sr,max
5,6 5,6,5L 6

Fast runoff (S f )
dS f

dt
=Qr,l ag −Q f 5,6 5,6,5L 6

Qr,l ag =Q f ,i n ∗T f

1 T f ,l ag 5,6 5,6,5L 6

Q f ,i n = (1−D)Qr 5,6 5,6,5L 6

T f ,l ag = 2

T f
− 2i

T f (T f +1)
5,6 5,6,5L 6

Q f =
S f

K f
5,6 5,6,5L 6

Slow runoff (Ss )
dSs

dt
= DQr −Qs 5L

dSs

dt
= DQr +Qp −Qc −Qs 5,6 5,6 6

Qs = Ss

Ks
5,6 5,6,5L 6

a The numbers indicate in which chapter the equation is used. b The model equations for Chs. 6 and 7

are the same. c ‘5L’ refers to the lumped model structure in Ch. 5.
d For model configurations without frost in the topsoil.
e For model configurations with frost in the topsoil. f After Fenicia et al. (2011).
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