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SUMMARY

The ramifications of plastic pollution on the environment are becoming increasingly serious in various forms
throughout the world. In this context, rivers are the most important suppliers of plastics entering the marine
environment. However, rivers that contain high loads of plastic waste also directly harm the livelihoods of
people living near these rivers. An example is the flooding of urban areas in Indonesia due to clogging of the
hydraulic and drainage systems, which is caused by the blockage of local hydraulic structures by plastic debris.

At this moment, there is a lack of knowledge on this accumulation process and its underlying dynamics,
since observational and experimental research is lacking. Numerical modeling has proven to be a great tool for
expanding experimental research. However, no suitable numerical method has been identified yet to model
the plastic accumulation process, since traditional mesh-based CFD numerical methods are expected to be
not a viable option, due to their inability to model the individual interaction between plastic particles, critical
during this process. A possible solution could be the SPH-DEM method, which is a two-way coupled numerical
approach that simulates fluid and debris as discrete particles and elements.

The objective of this report was to find out if SPH-DEM could be a suitable numerical method to model
the dynamic processes of the plastic debris accumulation against hydraulic structures. To accomplish this,
the first goal was to realistically model a turbulent open-channel flow and the buoyancy of individual plastic
debris, which would be validated by experimental research. The second goal was to investigate which are the
most important (numerical) parameters affecting the mentioned plastic debris accumulation.

In this report, experimental research was carried out in the form of buoyancy tests and flume tests, and
numerical research was carried out in the form of the design of numerical simulations. In the buoyancy tests,
the rising velocities of four plastic fragments that differed in size and density were measured, which were
released multiple times in a graduated cylinder filled with water. In the flume tests, first the water elevation
was measured along the the flume, after which the passing ratio’s and carpet lengths were measured for the
four different released fragments for three different gate configurations. Two types of numerical models were
designed that represented both types of experimental tests, for which several design choices had to be made
to compensate for several physical phenomena, which can’t be directly represented in the model design.

The numerical buoyancy test was validated with the rising velocities obtained from the experimental equiv-
alent. It was discovered, that for relatively low resolution modeled fragments, the rising velocity ur is heavily
influenced by numerical diffusion. The smoothing length Ch was identified as an important numerical param-
eter, which can compensate this effect. Furthermore, it was discovered that the degree of numerical diffusion
is dependent on the depth of the fragment in the water. The numerical flume test was validated with the water
elevation obtained from the experimental equivalent. For uniform flows, by adjusting the boundary viscosity
coefficient β, smooth turbulent velocity profiles could be simulated throughout the flume corresponding to
theoretical values. However, no single value of β was found in which the velocity profiles of the uniform flow
and the validated water elevation of the gradually varied flows were both in agreement with their theoretical
values.

After validation, fragments were added to numerical flume model. Per fragment type and gate configura-
tion, four different numerical scenarios were executed, where each scenario was defined by a combination of a
certain density ρs and restitution coefficient e. Finally, the best corresponding scenarios were used to simulate
mixed fragments released in the flow. It was found that the gate opening height dg , density ρs and restitution
e of the plastic fragments have the largest influence on the passing ratio’s PR, carpet length Lc , carpet shape
and carpet stability. Furthermore, it was confirmed that individual fragment interactions play a crucial role
in the accumulation process. However, the model is mainly limited by its low resolution and the absence of
suitable turbulence models. This means that many forms of fragment behavior seen in the experimental re-
search such of buoyancy, trajectory and individual interactions, which are heavily influenced by turbulence,
cannot be sufficiently represented in the numerical model. However, it is shown that by adjusting the den-
sity the buoyancy behavior can be partly replicated and by adjusting the restitution coefficient the turbulent
individual interactions can be partly replicated.

In conclusion it can be stated that SPH-DEM is an interesting option to model the dynamic processes of the
accumulation of plastic debris against a sluice gate; however, further improvements in computational power
and turbulence models are needed to be more widely applied.
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NOMENCLATURE

α Viscosity coefficient [-]

β Viscosity boundary value [-]

δ′ Thickness of viscous sublayer [mm]

δφ Free parameter [-]

δi j Overlap between fragments i and j [mm]

Γ Dissipative term [-]

γ Polytropic constant [m]

γn Normal damping constant [-]

γt Tangential damping constant [-]

κ Von Kármán constant [-]

µ Friction coefficient [-]

µk Kinetic friction coefficient [-]

∇ Divergence [-]

ν Kinematic Viscosity [m2/s]

νp Poisson coefficient [-]

Πab Viscosity term [-]

Ψab Density Diffusion term [-]

ρ Density of numerical particle or discrete fragment [kg/m3]

ρ0 Reference density [kg/m3]

ρe Effective density [kg/m3]

ρ f Factory density [kg/m3]

ρs Density of plastic fragment [kg/m3]

ρw Density of water [kg/m3]

ρH
ab Hydrostatic pressure component [kg/m3]

ρT
ab Total pressure component [kg/m3]

ρexp Density of plastic fragments in experiments [kg/m3]

ρnum Density of plastic fragments in numerical simulations [kg/m3]

τw Shear stress [N/m2]

A Cross section of the flume [m2]

Ag Cross section of the gate opening [m2]
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B Width of the flume [m]

Bg Width of the gate opening [m]

Cc Contraction coefficient [-]

Cd Drag coefficient [-]

Ch Smoothing length coefficient [-]

cs Speed of sound at the reference density ρ0

Csound Speedsystem coefficient [-]

d Diameter of plastic fragment [mm]

dp Initial distance between particles (resolution) [m]

d1 Water depth upstream the gate [m]

d2 Water depth downstream the gate and upstream the hydraulic jump [m]

d3 Water depth downstream the hydraulic jump [m]

dc Critical water depth [m]

de Equilibrium water depth [m]

dg Height of the gate opening [m]

dw Depth of water column [m]

di nlet Water depth at inlet boundary [m]

di nlet Water depth at outlet boundary [m]

E Young modulus [N/m2]

e Restitution coefficient [-]

E∗ Reduced Young modulus [N/m2]

Fd Damping force [N]

Fr Repulsion force [N]

Fd Drag force [N]

Fg Gravitational force [N]

Fn Normal force [N]

Ft Tangential force [N]

Fr Froude number [-]

g Gravitational acceleration [m/s2]

gx Horizontal component of the gravitation acceleration [m/s2]

gz Vertical component of the gravitation acceleration [m/s2]

h Smoothing length [m]

hL Head loss [m]

hbeam Thickness of the bottom beam of the gate [cm]
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hswl Maximum still water level for speed of sound calculations [m]

ib Bed-level profile [-]

iw Water-surface profile [-]

k Von Karman’s constant [-]

kn Normal stiffness [N/m]

ks Nikuradse’s roughness [mm]

kt Tangential stiffness [N/m]

Lc Floating carpet length [cm]

m Mass of numerical particle or discrete fragment [kg]

nB The total amount of plastic fragments, which can theoretically be distributed over the width of the
flume [-]

nexp The total amount of plastic fragments released in experiments [-]

nSPH The total amount of plastic fragments released in numerical simulation [-]

P Pressure [Pa]

PR Passing ratio [%]

Q Discharge [m3/s]

q Non-dimensional particle distance [-]

R Radius of plastic fragment [mm]

r Distance between particle a and b [mm]

R∗ Reduced fragment radius [mm]

R∗ Shear Reynolds number [-]

Rh Hydraulic radius [m]

Re Reynolds number [-]

Res Fragment Reynolds number [-]

S Channel slope [-]

u Flow velocity in x direction [m/s]

u+ Dimensionless flow velocity [-]

u∗ Shear flow velocity [m/s]

u1 Flow velocity in x direction upstream the gate [m/s]

u2 Flow velocity in x direction downstream the gate and upstream the hydraulic jump [m/s]

ur Rising velocity [m/s]

ui nlet Flow velocity at the inlet boundary [m/s]

uoutlet Flow velocity at the outlet boundary [m/s]

v Flow velocity in y direction [m/s]

w Flow velocity in z direction [m/s]
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Wab Weighted (Interpolating) kernel function between particle a and b [-]

x Stream wise direction [m]

y Lateral direction [m]

z Vertical direction [m]

z+ Dimensionless distance to wall [-]

z0 Roughness length [mm]
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1
INTRODUCTION

In this chapter, it is shown how the negative impacts of plastic pollution on a macro-scale cause problems on
a smaller scale in Indonesia. Based on these problems and the knowledge gap in this specific field of research
a problem statement is provided. A possible solution is introduced in the form of the numerical method SPH-
DEM and the associated research questions are presented. Finally, the structure of this thesis is provided.

1.1. PROBLEM ANALYSIS AND KNOWLEDGE GAP

The negative impacts of plastic pollution on the environment from a local to a global scale have become one of
the most urgent environmental issues in recent times. Especially the effects of plastic pollution on the marine
environment seem to be a popular topic at the moment [1]. In this research field, rivers are considered the most
important suppliers of plastics that enter the marine environment [2]. However the role of rivers shouldn’t be
solely considered in a ’marine’ context, as the direct harms of plastic pollution on riverine areas can be severe
on its own [3]. Several examples of the harms caused by plastic pollution are the ingestion and entanglement
of plastic by animals that inhabit these river ecosystems [4], the breakdown of macroplastics in the river into
microplastics [5] accompanied by potential risks related to human health [6], and lastly, the damage to the
livelihoods of humans living near these rivers. One nation in which these livelihoods are majorly impacted by
plastics is Indonesia. This country contains many rivers, which are also one of the most polluted ones in the
world [7]. Indonesia is ranked as the 5th most plastic emitting country in the world with an emission of 5.6 ×
104 MT of plastic waste per year, accounting for a considerable part of the total global emission of 1.0 (0.8 to
2.7) 106 MT yearly [8]. These rivers are mainly polluted due to poor waste management in large urban areas all
over the country [9]. For a monsoon country like Indonesia, the magnitude of plastic transport in these rivers is
largely influenced by the seasonal variety of its river discharges [10]. A peak transport is observed in February
during the wet season, and a lowest transport is observed in August during the dry season [11]. Furthermore,
on a short time scale, local flood events during heavy rains significantly increase plastic mobilization from
river basins to local rivers, significantly increasing plastic loads in the river [12]. When these polluted rivers
enter highly urbanized areas such as Jakarta and Bandung, high loads of macroplastic debris are observed
to cause accumulation of plastic waste against local hydraulic structures such as bridges, weirs, and trash
racks (Figure 1.1). These accumulations can cause clogging of the entire hydraulic and drainage infrastructure,
causing severe additional flood risks [13] and subsequent economic losses.
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Figure 1.1: Congested Sungai Cikeruh weir

There is a lack of knowledge on the accumulation process of plastic waste against hydraulic structures, how
this process affects the hydraulic performance of these hydraulic structures and the underlying dynamics of
the plastic debris involved. Even observational research on this topic is severely lacking, which is problematic,
as the lack of fundamental insights on the basic dynamics of the accumulation process makes expanding ex-
perimental and/or numerical research difficult. An exception is the observational and experimental research
conducted by Honigh et al. [14], who researched the accumulation process of plastic waste against racks. In a
broader context, Zaat [15] researched the vertical distributions of plastic debris in rivers, revealing more about
the behaviour of plastic debris in water and the importance of turbulence in this process. Later, Schouten
[16] replicated these vertical distributions in a numerical CFD model, giving a better understanding of the
trajectories of plastic debris.

Numerical modeling on fluid dynamics has shown in recent times that it can be a great tool to expand on
experimental research. First of all, it can give a better insight on certain fluid dynamics such as flow velocity
fields, acting forces and fluid trajectories, which are difficult to obtain from experimental research. Second, it
provides precise control over multiple parameters in a user confined environment, which isn’t always possible
for experimental research due to physical limitations. Lastly, once validated, numerical simulations can be
repeated multiple times for slightly different settings or parameters, providing a better understanding of the
process, which would be too expensive for experimental research.

Traditionally, the Computational Fluid Dynamics (CFD) method is the most applied numerical method in the
fluid dynamics research field. However, in the plastic debris accumulation process against hydraulic struc-
tures, individual interaction between plastic debris is critical during the accumulation process. For example,
individual debris getting entangled in the carpet can lead to an increase of the size of that carpet formation,
but individual debris bumping into the carpet can also release debris from the carpet formation. In traditional
numerical CFD methods, the fluid and the plastic debris are both modeled as a continuum and debris proper-
ties such as size, shape and weight are not directly simulated; these are only indirectly included in the density
and volume of the entire debris-fluid. This means that realistically simulating plastic accumulation against
various hydraulic structures is difficult, as the debris are not hindered enough by these structures. Another
problem with numerical CFD methods is that the modeling of flows with interfaces between two or more dif-
ferent homogeneous fluids is difficult. Computational intensive methods are needed to track or capture the
interfaces of multiphase flows, such as the VoF method [17], the marker and cell method [18], and the level
set method [19]. This problem becomes even more complicated when complex boundary geometries, such as
gates or highly active and deforming free surfaces are present in the model.

From these difficulties the problem statement can be summarized as: "Traditional numerical CFD methods
are currently limited for providing extra understanding of plastic debris accumulation processes against
hydraulic structures"
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A possible solution to this problem could be the SPH-DEM method, which is a two-way coupled numerical ap-
proach that simulates the fluid and the debris as discrete particles and elements. It was originally introduced
to simulate astronomical problems by Gingold and Monaghan [20], but has also recently gained more traction
in solving environmental flow problems [21]. Canelas et al. [22] introduced a method which unified the dis-
cretization of SPH and DEM in the DualSPHysics software framework. He also validated his method [23], by
reproducing an experimental research of Zhang et al. [24] concerning dam-breaks. Furthermore, Canelas et al.
[25] conducted a study in which he simulated a flow of stones flowing through a small slit check dam. This is
an interesting set-up as it is quite similar to the set-up proposed in this research.

1.2. RESEARCH QUESTION

The main research question is derived from the problem statement and knowledge gap stated before and is
stated as:

How suitable is the numerical method SPH-DEM in modeling the dynamic processes of the plastic debris
accumulation against a hydraulic structure?

Before being able to answer the main research question, a number of sub-questions must be answered.

1. How can turbulent open channel flows be sufficiently modeled in SPH?

2. How can the buoyancy of individual plastic debris be sufficiently modeled in SPH-DEM?

3. What are the most important (numerical) parameters affecting the plastic debris accumulation in front
of a sluice gate in SPH-DEM?

1.3. THESIS STRUCTURE

In Chapter 2 background information is provided on the physical phenomena mentioned in the first three
subquestions, namely turbulent open channel flow, buoyancy of individual plastic debris and accumulation
of plastic debris. Subsequently the basic principles of SPH and it’s difference to traditional numerical methods
are described. Finally, it is described how water and plastic debris are fundamentally represented in SPH. After
reviewing the literature, sufficient context should have been provided for the design of the numerical models
and the interpretation of the results produced.

In Chapter 3 the numerical design is provided and several choices are elaborated on the representation of
several physical aspects in this numerical design. Finally, the experimental research is briefly presented.

In Chapter 4 the numerical model is validated with the experimental research provided in the previous chapter.
In this chapter, sub question 1 and 2 are answered.

In Chapter 5 The numerical results of adding plastic fragments to the validated flow in the presence of the
gate are presented. For several fragment types and gate configurations, different numerical scenarios were
executed, for which each results are presented. At last, the best corresponding scenario’s are used to simulate
mixed fragments released in the flow.

In Chapter 6 the results presented in the previous chapter are discussed. Parameters with the highest degree
of influence are presented, answering sub question 3. Lastly, the limitations regarding the representation of
fluid and debris dynamics of the numerical model are provided.

In Chapter 7 a conclusion is provided for each sub-question, so that the main research question can be an-
swered subsequently. Finally, a list of recommendations is made for future research.
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2
LITERATURE REVIEW

In this chapter, information on the theoretical background is provided, which describes the physical phenom-
ena seen in flume experiments and corresponding numerical methods. First, the typical open-channel flow is
discussed, with the emphasis on the turbulent properties of these flows. Subsequently, the behavior of plastic
debris is discussed in a flow. Finally, the main principles of SPH are presented and how they represent the
physical phenomena described earlier.

2.1. OPEN CHANNEL FLOW

The goal of the experimental flume setup and the numerical flume design is to represent a realistic fluvial flow,
typically found in Indonesia. Fluvial flows can be categorized under open channel flows, which are fluid flows
within a conduit and containing a free-surface. Generally, the behavior of open channel flows is determined by
the effects of viscosity, gravity, and inertia (the surface tension is negligible). The ratio between inertial forces
and viscous forces is given by the Reynolds number, which is given in Equation 2.1. Here, the hydraulic radius
Rh represents the characteristic length. A core assumption within fluvial flows is that the Reynolds number
is sufficiently large (typically Re>106) as inertia forces dominate. So, open channel flows are almost always
considered turbulent. Therefore, understanding the turbulent behavior of open-channel flows is essential.

Re = uRh

ν
(2.1)

2.1.1. TURBULENCE IN GENERAL

Typically, fluid flows can be divided into laminar flows or turbulent flows. Laminar flows are relatively low-
velocity flows (Re<500) in which so-called fluid layers flow smoothly over and under each other with little to
no mixing of fluid particles. Turbulent flows are relatively high-velocity flows (Re>2000) in which the fluid
layers cannot be retained and eddies are constantly generated and dissipated. The presence of these eddies
are the cause of the constant mixing of fluid particles in the flow and large fluctuations of velocity and pressure
in time and space, as shown by the blue line in Figure 2.1 for velocity:

Figure 2.1: Reynolds decomposition for turbulent velocity fluctuations [26]
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Mathematically, the values of these fluctuations are determined by subtracting the values averaged over time
from the hydrodynamic quantities, such as velocity and pressure. This technique is called the Reynolds de-
composition and results in the following equations for velocity and pressure:

u = ū +u′ v = v̄ + v ′ w = w̄ +w ′ p = p̄ +p ′ (2.2)

The Navier-Stokes momentum equation, which describes the flow of an incompressible fluid, is given in tensor
form as:

dui

d t
= gi − 1

ρ

∂p

∂xi
+νO2ui (2.3)

By applying the Reynolds decomposition to the incompressible Navier-Stokes momentum equation, the Reynolds-
averaged Navier-Stokes equation (RANS) is obtained:

∂ūi

∂t
= gi − 1

ρ

∂p̄

∂xi︸ ︷︷ ︸
Pressure gradient

+ ν
∂2ūi

∂x j∂x j︸ ︷︷ ︸
Viscous stresses

−
∂u′

i u′
j

∂x j︸ ︷︷ ︸
Reynolds stresses

(2.4)

The last term is generally called the turbulent stress or Reynolds stress term, which consists of cross products
of the velocity fluctuations caused by turbulence. The time averages of these fluctuation values are inherently
equal to zero; however, the cross-products of these values do not reduce to zero. To represent the turbulence in
a numerical model accordingly in numerical simulations, additional turbulence models are required to close
the Reynolds-averaged Navier-Stokes equation (see Section A.1).

2.1.2. FLUID LAYERS

The flow field of a typical open channel flow can be vertically divided into different fluid layers. Each fluid layer
has a different influence on the local average velocity within that layer. The thickness of these layers and the
location of the boundaries between them depend on the shear stress τw exerted by the wall and its associated
shear velocity u∗. In a fully developed turbulent open channel flow in the region near the wall, Equation 2.4 is
reduced in the streamwise direction to:

0 = ν∂
2ū

∂z2 − ∂

∂z
u′w ′ (2.5)

By integrating Equation 2.5 in the y direction and applying non-dimensionalization to the equation, the shear
velocity u∗ can be obtained. From this, the dimensionless distance to the wall z+ and the dimensionless ve-
locity u+ can be determined. All parameters are given by:

u∗ =
√
τw

ρ
z+ = z

u∗
ν

u+ = ū

u∗
(2.6)

The average turbulent velocity profile can be obtained as a function of the dimensionless distance to the wall
z+ for the following 4 fluid layers:

• Viscous sublayer (z+ ≤ 5): In this region, viscosity dominates the flow, and turbulence is negligible.
Therefore, the total shear stress on the wall τw consists only of the constant viscous stress τv . By as-
suming a no-slip condition at the wall, the linear law is as follows:

u+ = z+ (2.7)
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• Buffer layer (5 < z+ < 30 ): In this region, viscosity and turbulence exert a similar magnitude of influence
on flow. Therefore, the total shear stress on the wall τw consists of both the constant viscous stress τv

and the Reynolds stress. No analytical solution for the local average velocity can be provided for this
layer.

• Turbulent wall shear layer (30 ≤ z+ < 200): In this region, turbulence dominates the flow and the vis-
cosity is negligible. Therefore, the total wall shear stress τw consists only of the Reynolds stress τv . By
modifying Prantls’ mixing length theory, the law of the wall is as follows:

u+ = 1

κ
ln

(
z

z0

)
+B ′ (2.8)

• Turbulent outer layer ( z+ ≥ 200): In this region, large eddies are present, which dominate the flow and
makes the velocity almost independent of the distance to the wall. By adding a special function to Equa-
tion 2.8, the log-wake law [27] is as follows:

u+ = 1

κ
ln

(
z

z0

)
+ 2Π

κ
sin2

(π
2

z
)

︸ ︷︷ ︸
Wake function

(2.9)

Here, Π is known as Cole’s wake parameter. It seems that for rough boundaries Π has a value of around
0.1 [28] and for smooth boundaries a value of around 0.2 [29].

Figure 2.2: Velocity laws of the viscous-, buffer, turbulent wall shear and outer layer [30]
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2.1.3. FLOW REGIMES

In addition to the topics mentioned above, the average velocity profile in a turbulent flow also depends on
the roughness of the wall. Here, the roughness of a wall is physically defined as the irregularities found on
the wall surface, represented by the characteristic Nikuradse height ks . The relationship between the height
of the roughness ks and the thickness of the viscous sublayer previously mentioned δ′ determines whether a
turbulent flow regime can be considered hydraulically smooth, rough, or transitional. This ratio is given by the
shear Reynolds number:

R∗ = u∗ks

ν
(2.10)

Furthermore, the shear Reynolds number also influences the roughness length y0, which is the distance from
the wall where the velocity following the ’law of the wall’ (Equation 2.8) goes to zero and from which the velocity
profile is initiated.

Figure 2.3: Schematic overview of turbulent flow regimes (a):Smooth flow regime, (b): Rough flow regime, (c):
Transitional flow regime [26]

• a. Hydraulically smooth flow (R∗ ≤ 5): The roughness height ks is much smaller than thickness of vis-
cous sub layer δ′ (Figure 2.3a). Therefore, the roughness elements are totally submerged by the viscous
sublayer, and the roughness length z0 is equal to the thickness of the viscous sublayer δ′. The roughness
of the wall is too small to affect the velocity profile, which is therefore only dependent on the viscosity of
the fluid. The velocity in the viscous sublayer still follows Equation 2.7, outside the velocity profile is as
follows:

ū

u∗
= 1

κ
ln

(
z

ks

)
+5.5+2.5ln (R∗) z0 = δ′ = 0.11

v

u∗
(2.11)

• b. Hydraulically rough flow (R∗ ≥ 70): The roughness height ks is much higher than the thickness of the
viscous sublayer δ′ (Figure 2.3b). Turbulence in the form of eddies is generated around the relatively
large roughness elements due to flow separation. Therefore, the viscous sublayer and the buffer layer
will completely vanish as the viscosity becomes negligible and z0 is only proportional to the roughness
height ks The velocity profile that can be seen is as follows:

ū

u∗
= 1

κ
ln

(
z

ks

)
+8.5 z0 = ks

30
(2.12)

• c. Hydraulically transitional flow (5<R∗<70): The roughness height ks is similar in height to the thickness
of the viscous sublayer δ′ (Figure 2.3c). Therefore, the velocity profile is affected by both the roughness
of the wall and the viscosity of the fluid and z0 is proportional to both the roughness height ks and the
viscous sublayer δ′. The velocity profile is as follows [31]:

ū

u∗
= 1

κ
ln

(
z

ks

)
+8.5+ [2.5ln(R∗)−3]e−0.121[ln(R∗)]2.42

z0 = 0.11
v

u∗
+ ks

30
(2.13)
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(a) Velocity profile for a smooth flow regime (b) Velocity profile for a rough flow regime

Figure 2.4: Velcity profile for different flow regimes [26]

2.1.4. GRADUALLY-VARIED FLOW

Flow sections can be considered steady uniform, when the water-surface profile (iw ) is equal to the bed-level
profile (ib) and doesn’t change in the stream wise direction and therefor the water depth and velocity over
the length of this section is in equilibrium. This equilibrium depth de depends among other things on the
roughness of the bed and can be obtained with the Manning equation:

Q = 1

n
AR

2
3

h i
1
2

b = 1

n
(de B)

(
de B

B +2de

) 2
3

i
1
2

b (2.14)

However due a sudden change in the bottom slope or the presence of an obstruction, an uniform steady flow
can transform in a gradually varied flow or rapidly varied flow, which are characterized by changes in flow
depth and velocity. The disruptions causing such changes for the flume setup in this report are the free over-
flow at the end of the flume, the underflow trough the gate and the hydraulic jump behind the gate.

FREE OVERFLOW

At the downstream end of a typical flume, there is often a sudden drop in bed level, which creates a free over-
flow situation at this location. At this fixed point, the flow transitions from sub-critical to super-critical and
therefor takes on the critical depth dc (Fr =1). The critical depth only depends on the discharge and the width
of the channel, as given by:

dc = 3

√
Q2

g B 2 (2.15)

This point of critical depth can also be referred to as the control section, as it effects the water levels of the
sub-critical flow upstream of it. In this case, an M2 backwater curve develops upstream of the control section
with a decrease in water depth and an increase in velocity in the flow direction, as can be seen in Figure 2.5.
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Figure 2.5: Schematic view of free overflow

The development of the water depth upstream the control section along the M2 backwater curve is given by the
following Bélanger Equation 2.16. If the flume is long enough, the equilibrium depth is eventually be reached,
however in practice flumes are often too short.

dd

dx
= iw = ib

d 3 −d 3
e

d 3 −d 3
c

(2.16)

UNDERFLOW

The flow trough a sluice gate can be classified as a free surface flow or a submerged flow. The difference is that
for a submerged flow, the hydraulic jump downstream the gate will drown and for a free surface slow it does
not. In reality, almost all weirs located in the Indonesian riverine system are submerged weirs, as shown, for
example in Figure 1.1. However, in this report only free surface flows are considered. A schematic overview of
a sluice gate with a free surface flow is shown in Figure 2.6:

Figure 2.6: Schematic view of underflow trough gate

For a gate opening with a rectangular cross section and the assumption that the energy losses are negligible,
the relation between the depth of water upstream the gate d1 and the depth of water downstream the gate d2

is given by the energy equation:

d1 +
u2

1

2g
= d2 +

u2
2

2g
Cc = d2

dg
(2.17)

Here, dg is the opening height of the gate and Cc is the contraction coefficient, which normally varies between
0.59 and 0.62 [32].
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HYDRAULIC JUMP

The flow downstream of the sluice gate is typically classified as super critical. At a certain point downstream
the gate, a hydraulic jump occurs when the supercritical flow suddenly transitions to a subcritical flow. This
phenomenon is accompanied by a sudden increase in the depth of the water, a dissipation of energy and
resulting head loss hL as seen in Fig. (2.18)

Figure 2.7: Schematic view of hydraulic jump

The relationship between the depth of the water downstream the hydraulic jump d1 and the depth of the water
upstream the water jump d2 is given by the following Bélanger equation:

d3

d2
= 1

2

(√
1+8F r 2

2 −1

)
F r2 = u2√

g d2
(2.18)

2.2. PLASTIC FRAGMENTS

Plastic products are produced with vast amounts of different properties like sizes, shapes, and densities to meet
different practical demands from the industry. As these products become litter, these properties can change
(e.g. fragmentation) during their long-lasting lifetimes. In fluvial flows these properties have large influence in
the trajectory and buoyancy of debris. Therefore, a sufficient understanding of these properties and it’s effects
on buoyancy is essential.

2.2.1. PLASTIC FRAGMENT PROPERTIES

The size of plastic debris can be divided into three categories according to the European Commission, namely
macro debris (>25 mm), meso debris (5-25mm) and micro debris (<5 mm) [33]. Each size category requires a
different approach to monitoring and observation methodologies. As far as it is currently known, microplastics
don’t contribute to plastic debris accumulations found in the field, so in this report only meso and macro
plastics are considered.

The shape of plastic debris has a significant influence on the buoyancy of that debris. Plastic debris with com-
plex shapes can contain air pockets which decreases it’s overall density and therefor increase it’s bouyancy.
Furthermore, the drag force exerted on the plastic debris in a buoyancy process depends on the shape. For ex-
ample, non-spherical debris have a higher drag coefficient than spherical debris. The percentage per shape for
which it is in the top 3 of the most frequently found shapes for 43 microplastic studies conducted in Indonesia
[34] is presented in Table 2.1. Only fragment shapes are considered in this report, as they are the most found
in the field and very straightforward in design.
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Shape Fragment (%) Fiber (%) Film (%) Granule (%) Foam (%)

Finding percentage 71 63 46 21 21

Table 2.1: Percentage per shape for which it is in the top 3 of the most frequently found shapes for 43 microplastic studies
conducted in Indonesia

The density of plastic debris can be divided into two categories, namely, factory density ρ f and effective den-
sity ρe [15]. The factory density ρ f is determined by the type of plastic material and modifications made during
production (e.g. foaming and addition of fillers). The effective density ρe is determined by aging, biofouling
and it’s ability to trap air during it’s waste lifetime. The percentage per polymer type for which it is in the top
3 of most frequently found polymers for 46 macroplastic studies conducted in Indonesia [34] is presented in
Table 2.2. Only factory densities are considered in the scope of this report.

Polyster type Finding percentage (%) Specific gravity ρe (g/cm3) Examples application

PP 56 0.85-0.83 Bottle caps, drinking straws

PS 33 1.05 Plastic tableware: cups, plates, cutlery

LDPE 33 0.91–0.93 Outdoor furniture

EPS 22 ∼0.05 Styrofoam

PE 22 0.91–0.96 Plastic bags, plastic bottles

PET 11 1.37 Carbonated drink bottles

HDPE 11 0.94 Detergent bottles, tubes, pipes

Table 2.2: The percentage per polymer type for which it is in the top 3 of most frequently found polymers for 46
macroplastic studies conducted in Indonesia. PP: Polypropylene, PS: Polystyrene, LDPE: Low density polyethylene, EPS:

expanded Polystyrene, PE: polyethylene, PET: polyethylene terephthalat, HDPE: High density polyethylene

2.2.2. RISING VELOCITIES

Most plastic fragments have a density lower than water, therefor these fragments will rise in a fluid due to
the density difference between the fragment and the water. The associated upward gravitational force Fg is
defined as:

Fg = (ρw −ρs )g
4π

3

(
d

2

)3

(2.19)

Where ρw is the density of water, ρs the density of the fragment and d the diameter of the fragment. Rising
trough the fluid, the fragment will experience drag friction from the water and decelerate. The associated
downward drag force Fd is defined as:

Fd = 1

2
Cdρw u2

rπ

(
d

2

)2

(2.20)

Where ur is the rising velocity and the frictional drag is represented by the drag coefficient Cd . For perfectly
spherical and square micro plastics this drag coefficient is defined by Waldschla and Schu [35] as:
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Cd = 20

Res
+ 10p

Res
; (2.21)

The drag coefficient depends on the flow regime around the fragment, which is represented by the fragment
Reynolds number Res and is defined as:

Res = ur d

ν
(2.22)

Where ν is the fluid viscosity. Fragments will accelerate until the gravitational force and drag force are in equi-
librium Fd = Fg . When this equilibrium is reached, the terminal velocity can be derived from Equation 2.19
and Equation 2.20 as:

ur =
√

4

3

d

Cd

∣∣∣∣ρs −ρw

ρw

∣∣∣∣g (2.23)

In the ideal laminar scenario described above, the vertical trajectory of the plastic fragments is only determined
by it’s buoyancy. However, in a turbulent flow as described in Section 2.1 fragments are entrained by eddies,
changing their trajectories to random directories. Which causes some fragments to rise faster and other to rise
slower. Still, in general, rising velocities as a whole will decrease due to the effects of turbulence.

2.2.3. PLASTIC FRAGMENT ACCUMULATION

Except for the research conducted by Honigh et al. [14], there are almost no studies available that describe
the specific dynamics of the accumulation of plastic debris against hydraulic structures. In contrast, with
wooden debris accumulations more studies have been conducted. Due to the different material properties of
wood and plastic these studies shouldn’t be seen as perfect substitutions for the lacking knowledge on plastic
accumulation. But they give a good insight in the general dynamics of debris accumulation against structures.

Schmoker and Hager [36] showed that the process of accumulation of wood debris in front of a rack can be
divided into two phases, namely the first phase of gate formation accompanied by a significant backwater rise
and the carpet formation phase accompanied by a minor backwater rise. The same progression through accu-
mulation was also observed for plastic debris in front of a rack by Honigh et al. [14]. It’s was determined that
the rack is blocked faster for plastic debris, which resulted in a faster back-water rise in contrast to wooden de-
bris. Furthermore, the shape of the resulting blockage was determined differently, since organic debris formed
a curved blockage (Figure 2.8) and plastic debris formed an angular shaped blockage (Figure 2.9).

Figure 2.8: Wooden debris accumulation (curved
blockage) [36]

Figure 2.9: Plastic debris accumulation (angular
blockage) [14]
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2.3. NUMERICAL METHODS

Numerical methods are available in all shapes and forms. Traditionally, the most widely used method is the
Computational Fluid Dynamics (CFD) method, which is a Eulerian mesh-based numerical method that can
model the dynamics of fluid and multi-phase flows. Meshes in all kinds of shapes and sizes can be created by
dividing a continuum flow domain into several discrete subdomains. In most solvers, physical information is
stored at the nodes of the created grid. At these nodes the discretised Navier-Stoke equations are integrated at
every time step based on the neighbouring nodes. As the mesh is fixed these nodes will always interact with
the same neighbouring nodes.

Figure 2.10: (a) Mesh based Eularian CFD; (b) Meshless Langrarian SPH

2.3.1. SMOOTHED-PARTICLE HYDRODYNAMICS (SPH)

Smoothed-Particle Hydrodynamics (SPH) is a Langrarian mesh-less numerical method that can model the
dynamics of fluids and particles in a domain. In contrast to traditional CFD methods, in SPH a continuum do-
main is not modeled by implementation of a fixed grid, but by a set of arbitrary distributed nodal points. Every
nodal point has it’s set of physical properties assigned (e.g., mass, density, velocity, position, pressure). There-
fore, these nodal points can be labeled as ’particles’, as they carry mass. At the positions of the particles, the
discretised Navier–Stokes equations are integrated at every time step based on the influence of neighbouring
particles. After integration, the local properties of these particles are updated which determines the movement
of these particles. Particles are considered neighboring to a certain particle of interest if they are included in
the radius of influence of that particle. The size of the radius is determined by the smoothing length h. The
area of influence is circular for 2D situations and spherical for 3D situations. For a 2D situation, the smoothing
length h can be expressed as:

h =Ch

√
3dp2 (2.24)

Where dp is the initial distance between the particles and Ch the smoothing length coefficient. The typical
value for Ch is 1 and sometimes a value 1.2 to 1.5 is used for simulations concerning wave propagation. The
magnitude of influence of a random particle b within the influence of radius on a particle of interest a is deter-
mined by the weighted kernel function Wab , which is expressed by the Quintic spline function by Wendland
[37]:

Wab(r,h) = 10/7πh2
(
1− q

2

)4
(2q +1) q = r

h
(2.25)

Where q is the non-dimensional particle distance, which is a function of h the smoothing length and r or xab

is the distance between particles a and b. The smaller the distance between particle a and b, the greater the
influence of particle b on a. A visualisation of the radius of influence and the weighted kernel of a particle of
interest is displayed in Figure 2.11
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Figure 2.11: Schematic illustration of kernel function [38]

CONTINUITY EQUATION

DualSPHysics is weakly compressible, which in the case of a SPH simulation means that although the mass of
each particle remains constant, the associated density can change over time. These changes for a particle of
interest a influenced by particle b can be calculated by solving the SPH adjusted continuity equation:

dρa

dt
= ρa

∑
b

mb

ρb
uabOaWab (2.26)

Where ma and ρa are the mass and density of particle a and uab is the velocity difference between particles
a and b. To reduce possible density fluctuations, extra formulation is added to the continuity Equation 2.26,
which includes the density diffusion termΨab described by Fourtakas [39]:

dρa

dt
= ρa

∑
b

mb

ρb
vabOaWab +δΦhcs

∑
b
ΨabOaWab

mb

ρb︸ ︷︷ ︸
Density diffusion formulation

(2.27)

Where δΦ is a free parameter, which is typically set to a value of 0.1 and cs is the speed of sound at the reference
density ρ0 which can be expressed as:

cs =Csound

√
g ·hswl (2.28)

Where Csound is the speedsystem coefficient, which is typically set at a value of 20 and hswl is the maximum
still water level for speed of sound calculations. The density diffusion term Ψab between particle a and b is
given by:

Ψab = 2
(
ρT

ab −ρH
ab

) xab

‖xab‖2 (2.29)

Where ρT
ab represents the total component of the pressure and ρH

ab represents the hydrostatic component of
the pressure.
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MOMENTUM EQUATION

The momentum Equation 2.3 can be rewritten as the following equation in a continuum:

du

dt
=− 1

ρ
Op + g +Γ (2.30)

Where Γ represents the dissipative terms. These terms are represented in SPH by implementing the artificial
viscosity scheme in Equation 2.30, proposed by Monaghan [40]:

dua

dt
=−∑

b
mb

(
Pb +Pa

ρbρa
+Πab

)
OaWab + g (2.31)

WhereΠab is the viscosity term, which is given by:

Πab =
{−αcabµab

ρab
vab · rab < 0

0 vab · rab > 0
(2.32)

With,

µab = h ·uab · rab

r 2
ab + (0.01h)2

(2.33)

Where forα is the viscosity coefficient, which can be tuned to represent the proper dissipation. For interactions
between fluid particles,αF F is used forα. For interactions between fluid particles and solid boundary particles
αF B is used forα, whereαF B =β·αF F . Where, β is the adjustable viscosity boundary coefficient. Furthermore,
the momentum equation requires fluid pressure, which can be obtained with the equation of state, which gives
the relationship between pressure P and density ρ as:

P = c2
s ρ0

γ

[(
ρ

ρ0

)γ
−1

]
(2.34)

Whereγ is the Polytropic constant for water which is 7, ρ0 is the reference density of the fluid which is 1000kg /m3

for water.

2.3.2. DISCRETE ELEMENT METHOD (DEM)

Discrete Element Method (DEM) is a Lagrangian numerical method that can model the dynamics of discrete
fragments. Discrete fragments are defined as fragments that do not change size, shape, or weight during the
settling process. Originally introduced to simulate behaviour of granular assemblies by Cundall and Strack
[41]. Today, bulk materials, rocks, powders, and pharmaceuticals are also commonly simulated in DEM. Non-
spherical fragments can also be employed. DEM uses contact detection and contact forces between fragments
to determine the movement of these fragments.
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Figure 2.12: Schematic illustration of a normal (left) and tangential interaction (right) between DEM fragments [42]

When two discrete elements interact with each other, as shown in Figure 2.12, the contact force between these
two elements can be decomposed into a total normal force Fn and a total tangential force Ft . By assuming
the interaction of fragments as a non-linear spring-damper system [43], both forces can be decomposed into
a repulsion force F r and a damping force F d . Where the repulsion force F r represents the deformation of the
fragments and the damping force F d the energy dissipation caused by this deformation. The normal force Fn

caused by a Hertzian contact of two fragments i and j is given as:

Fn,i j = Fr
n +Fd

n = kn,i jδ
3/2
i j en

i j −γn,i jδ
1/2
i j δ̇i j en

i j (2.35)

Where the average restitution coefficient en
i j and the fragment overlap δi j of interacting fragments i and j are

given as:

en =−un |t=t n

un |t=0
δi j = max

(
0,(di +d j )/2−|ri j |

)
(2.36)

And where the stiffness kn,i j affecting the repulsion force and the damping constant γn,i j affecting the damp-
ing force are given as:

kn,i j = 4

3
E∗pR∗; γn,i j =− log ei j√

π2 + log 2ei j

(2.37)

With the reduced fragment radius R∗ and the reduced Young modulus E∗ given as:

R∗ =
(

1

R1
+ 1

R2

)−1

E∗ =
1−ν2

p1

E1
+

1−ν2
p2

E2

−1

(2.38)

Where νp is the Poisson coefficient. The tangential force Ft is represented by:

Ft ,i j = mi n
(
µi j Fn,i j t anh(8δt

i j )e t
i j ,Fr

t +Fd
t

)
(2.39)

Where:

Fr
t +Fd

t = kt ,i jδ
t
i j e t

i j −γt ,i jδ
t
i j δ̇i j e t

i j (2.40)

Where µi j is the friction coefficient and where the stiffness kn,i j and the damping constant γn,i j are given as:

kt ,i j = 2/7kn,i j ; γt ,i j = 2/7γn,i j (2.41)
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3
NUMERICAL APPROACH

In this chapter, the numerical design is provided for the flume, gate and plastic fragments. Furthermore, sev-
eral design choices are discussed. Finally, the experimental research used for the validation of the model is
briefly presented.

3.1. NUMERICAL MODEL DESIGN

All numerical simulations are run by using a GPU of NVIDIA GeForce GTX 1650 on a Aspire A715-74G laptop.
It was decided to execute all simulations in a 2D Cartesian coordinate system (x, z) to accommodate accept-
able resolutions in combination with acceptable run times, which was impossible in a 3D system. Therefor,
additional steps were taken to make sure that the 2D simulations were representative of the 3D phenomena,
which will be explained per case in the next sections.

3.1.1. FLUME DESIGN

The numerical design of the flume model includes a facility with a length of 12.35 m (with gate) or 11 m (with-
out gate), which is located on top of a 13 m long rectangular bottom slab consisting of so called dynamic
boundary particles [44]. Furthermore, the water body is enclosed by open inlet boundary upstream and open
outlet boundary downstream. The open inlet boundary is located on the same location as the first measuring
station of the experimental research, whereas the open outlet boundary is located on the same location as the
last measuring station of the experimental research. The four different flume set ups which were simulated are
presented in Figure 3.1.

(a) Set up 1: Steady flow (b) Set up 2: Gradually-varied flow due to added free overflow

(c) Set up 3: Gradually-varied flow due added gate (d) Set up 4: Gradually-varied flow with added fragments

Figure 3.1: Schematic overview of numerical designs for different set ups

As the simulations are executed in 2D, which means that the width of the flume is omitted. Therefore, the
numerical model is not influenced by side wall conditions, and it is assumed that the x-axis represents the
middle line of the flow. Furthermore due to the lack of width, the specific discharge q was used instead of the
total discharge Q:

q =Q/B (3.1)

Where B is the channel width. The channel slope S is determined with the Manning Equation 2.14 and in-
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directly represented in SPH by dissecting the gravitational force g in a horizontal component gx and vertical
component gz as shown in Equation 3.2:

gx = g arctanhS gz =
√

g 2 − g 2
x (3.2)

The initial water elevation imposed over the whole length of the flume is set the equal to the water elevation
imposed at inlet boundary. The initial flow velocity imposed uniformly over the length of the flume is set to
a similar value as the average velocity imposed at the inlet boundary. For this project, the spin up time was
firstly defined as the time required by the model to reach a steady equilibrium of discharge between the inlet
and outlet of the flume. Secondly and more importantly, it was defined as the time required by the model to
reach a steady state water elevation profile. The simulation time for each scenario was set to 40 seconds to
reach water elevation equilibrium.

OPEN BOUNDARY REPRESENTATION

In SPH, open inlet- and outlet boundaries are represented by Inflow- and Outflow buffers, as shown in Fig-
ure 3.2. These buffers consist of buffer particles, which are created vertically up to the user-defined water
level and horizontally in the normal direction up to a user defined permeable boundary. To ensure numerical
stability, the number of buffer particles in the horizontal direction is set to 8, so particles interacting with the
buffer have full kernel support (Equation 2.25). Buffer particles leaving the buffer are transformed into fluid
particles and are simultaneously replaced by newly created buffer particles. Conversely fluid particles entering
the buffer are transformed into buffer particles, but no new replacement particles are created [45].

Figure 3.2: Schematic view of inlet buffer [45]

The main physical flow conditions that must be defined in open boundaries are the local water depth d , flow
velocity u and lesser degree the density ρ. In SPH, these conditions can be set on a fixed value over time, a
variable value over time or be calculated from the fluid domain. Additionally the velocity profile over the water
depth at the inlet buffer needs to be defined. The following choices regarding the numerical inflow and outflow
buffers were made:

• The water depth di nlet at the inlet buffer is set at a fixed value, as no back flow effects were considered.
This value is set to the water elevation measured at the first station of the flume experiment. At the
outflow buffer, the water depth doutlet is calculated from the fluid domain. Theoretically the water depth
here should approach the critical depth of the flume (Equation 2.15).

• The average velocity ui nlet at the inlet buffer is set on a fixed value. As the inflow discharge is constant
over time, this average value is simply determined by continuity. To determine the imposed velocity
profile, the law of the wall Equation 2.8 can be used. However, some physical parameters required for
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input cannot be derived from the experimental research. Therefor parameters Nikuradse roughness
ks and slope S are iterated for several types of flow regime until the average velocity of the associated
velocity profile coincide with the fixed average velocity previously determined at the inlet buffer. An
example of such iteration for a smooth regime velocity profile can be seen in figure Figure C.6.

Figure 3.3: Example different velocity profiles

As the steel bottom of the flume has a low roughness (up to 0.0005 m [46]), when iterating the parameters
for the rough regime velocity profile, no match in the average velocities could by made. Therefor, the
velocity profile for a smooth flow regime is used. The Nikuradse roughness ks and slope S for which the
average velocity of the modified velocity profile is in agreement with the fixed average velocity previously
determined from continuity at the inlet buffer are given in Table 3.1 and Table 3.2. At the output buffer,
the velocity uoutlet is extrapolated from the fluid domain.

di nlet ui nlet ks S

High 0.132 m 0.63 m/s 0.00009 0.00109

Medium 0.088 m 0.42 m/s 0.00015 0.00075

Low 0.076 m 0.39 m/s 0.00016 0.00072

Table 3.1: Velocity profile parameters without gate

di nlet ui nlet ks S

4.5 cm 0.146 m 0.23 m/s 0.0002 0.00016

5.0 cm 0.128 m 0.26 m/s 0.0002 0.00023

5.3 cm 0.122 m 0.27 m/s 0.00019 0.00026

Table 3.2: Velocity profile parameters with gate

3.1.2. GATE DESIGN

As the numerical simulations are executed in 2D, all the elements of the gate along the y-axis cannot be repro-
duced; these elements can be seen in the front view of the gate in Figure 3.4. A side view of the gate in SPH is
shown in Figure 3.5.
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Figure 3.4: Front view gate with
dimensions

Figure 3.5: Side view of
numerical gate

When the flow is passing trough the gate, it’s restricted by the cross section of the gate as it’s surface is smaller
in comparison to the cross section of the flume, leading to an increase of water elevation in front of the gate.
Therefore the cross section of the gate in SPH should also be reduced, in line with the physical model. As
the lateral elements are excluded in SPH, alternative design methods were used to get the same cross section,
which are:

1. Reducing the hypothetical width (BSPH = Bg ): The width may not be directly represented in a 2D sim-
ulation, but indirectly the specific discharge set at the inflow boundary is indeed a depended of it, see
Equation 3.1. However this method was not chosen, as it affects not only the flow velocity at the gate,
but also the velocity over whole flume itself, substantially changing the characteristics of the flow.

2. Reducing the gate opening height (dg ;SPH = Ag

B ): This method is preferred as it’s a simple local readjust-
ment of the design. It was chosen to reduce the gate opening height from the bottom dg , by increasing
the thickness of the bottom beam of the gate hbeam (originally 1.8 cm), so that the distance between the
top of the gate opening and the free-surface of the water upstream remained the same. The relevance of
this choice will be further elaborated in Chapter 6. The adjusted gate dimensions per gate configuration
are given in Table 3.3.

dg Ag dg ;SPH hbeam;SPH

4.5 cm 0.0108 m2 3.6 cm 2.7 cm

5.0 cm 0.0120 m2 4.0 cm 2.8 cm

5.3 cm 0.0127 m2 4.2 cm 2.9 cm

Table 3.3: Adjusted gate dimensions

3.1.3. FRAGMENT DESIGN

As explained in Section 2.2, the material properties of the plastic fragments like density, shape and size sig-
nificantly influence the behavior of the fragments their interactions with each other and their environment.
In total, 4 types of plastic fragments were investigated, for which these properties were known. The different
fragments can be seen in figure Figure 3.6 and it’s properties are given in Table 3.4:
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Figure 3.6: Overview of four fragment types with different
properties

Color Shape Width/Diameter Density

Red Sphere 2.0 cm 0.43 g/cm3

Yellow Sphere 1.0 cm 0.14 g/cm3

Blue Cube 1.2 cm 0.84 g/cm3

Green Cube 1.0 cm 0.97 g/cm3

Table 3.4: Basic properties for each fragment type

The plastic fragments used in the experimental research are made of PLA+ (polylactic acid). PLA+ materials
are slightly stronger and stiffer than traditional PLA materials. However, for numerical simulations, the charac-
teristics of traditional PLA materials are used as input, as more is known about them. The material properties
of PLA are defined in SPH as follows:

• Young modulus E , which is a mechanical property that measures the tensile or compressive stiffness of
a solid material when the normal force is applied. The Young modulus of PLA is approximately 4 GPa
[47].

• Poisson ratio νp , which is the deformation (expansion or contraction) of a material in directions perpen-
dicular to the specific direction of loading. The Poisson ratio of PLA is approximately 0.33 [47].

• Restitution Coefficient e, which is the ratio of the velocity after collision and the velocity before collision
between two fragments. Realistically, this value is at least smaller than 1 due to the typical loss of kinetic
energy due, e.g., plastic deformation or heat transfer at collision. Currently, DualSPHysics cannot physi-
cally represent the latter phenomena, but the coefficient can be used to calibrate the dissipation of each
collide. At first collisions are assumed to be fully elastic (e=1) as speed of fragments is fairly low.

• Kinetic friction coefficient µk , which occurs when two objects are moving relative to each other and rub
together. The kinetic friction of PLA is roughly 0.5 [48]

Other design components for which material properties need to be defined are the glass cylinder used in buoy-
ancy experiments and the steel bottom and the pvc gate for flume experiments. The information about these
materials is specified by DualSPHysics itself. A summary of all the material properties is provided in the fol-
lowing table Table 3.5.

Material Young modulus E Poisson ratio νp Restitution Coefficient e Kinetic Friction Coefficient µk

PLA 4 GPA 0.33 0.5 0.5

PVC 3 GPA 0.30 0.6 0.45

Glass 65 GPA 0.23 0.85 0.40

Steel 210 GPA 0.3 0.80 0.45

Table 3.5: Summary of material properties used in the present study

FRAGMENT SIZE/SHAPE REPRESENTATION

The shape and size of the plastic fragments in the numerical model are highly influenced by the resolution
imposed on that model, as can be seen in Figure 3.7. In SPH, the resolution is defined by the distance between

21



particles dp (Equation 2.24), which among others determines how many particles are included in the plastic
fragments. If the resolution is too low, spherical fragments may lose their spherical shape entirely due to the
lack of particles, as shown in Figure 3.7c. For this, the dp is set to 0.002 m for all numerical simulations. A
higher resolution is naturally preferred, but that would lead to long run times.

(a) High resolution: dp = 0.001 cm (b) Medium resolution: dp = 0.002 cm (c) Low resolution: dp = 0.004 cm

Figure 3.7: Shape and size of yellow and red plastic fragments with different resolution

3.1.4. BUOYANCY TEST MODEL

The numerical design of the buoyancy model included a water column with a diameter of 6 cm and and a
depth of 35 cm enclosed by an U-shaped fixed solid boundary representing experimental tests conducted in a
glass cylinder, as shown in Figure 3.8b. Different individual plastic fragments are placed in the middle of the
cylinder 5 cm from the bottom up. After starting the simulation, the time it took the particles to move up 20
centimeters is measured, as shown in Figure 3.8c. From this, the numerical rising velocity ur could be easily
calculated. The simulation time for each case was set to 10 seconds to give the fragments enough time to rise.

(a) Buoyancy experiment
performed by ITB

(b) Red: Glass cylinder;
Blue: Water column;

White: Plastic fragment

(c) Red: Water column;
Blue: Glass cylinder;

White:plastic fragment

3.1.5. FLUME TEST MODEL

As the numerical simulations are performed in 2D, the amount of fragments released in the model should be
modified. The total amount of plastic fragments nSPH released per numerical simulation is determined by
dividing the total amount of plastic fragments nexp released during the experiments by the amount of plastic
fragments nB , which can theoretically be distributed over the width of the flume. This theoretical amount is
determined by dividing the width B of the flume by the the width/diameter d of the type of fragment released.
Equation 3.3 implied that 27 fragments were released if red fragments were used, 13 fragments if yellow or
green fragments were used, and 16 fragments if blue fragments were used.

nSPH = nexp

nB
= nexp

(B/d)
(3.3)
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The fragments were released in a horizontal sequence, as close to the inlet boundary as possible without influ-
encing it and just above the water surface, as shown in Figure 3.9. The distance between each fragment is set to
3 cm. Fragments were released after the flow of the model had enough time to accelerate, the water elevation
downstream was generally stable after 20 seconds. To give the fragments enough time to move past the gate,
the total simulation time for each case was set to 40 seconds.

Figure 3.9: Representation release fragments at t = 20 s

3.2. EXPERIMENTAL RESEARCH

To validate the numerical model, three series of physical experiments were conducted by the water resources
engineering research group of Bandung Institute of Technology (ITB), Indonesia. First, simple buoyancy exper-
iments were conducted to determine the rising velocities of the plastic fragments. Second, flume experiments
were conducted where the water elevation along the flume were determined. Lastly, flume experiments were
conducted in which plastic fragments where released, where the ratio of these fragments passing the installed
gate was determined.

3.2.1. BUOYANCY EXPERIMENTS

The experiment consisted of the release of a single plastic fragment in a graduated cylinder with an inner
diameter of 6 cm and filled up with 1 Liter of water, as shown in Figure 3.8a. For the experiment, the time in
which the fragments moved up 20 centimeters was measured, from which the rising velocity was calculated.
This procedure was performed five times per fragment type; as detailed in Section B.1. The final rising velocity
is determined by averaging the rising velocities found per fragment type, summarized in Table 3.6.

Color Red Yellow Blue Green

Rising velocity ur 0.205 m/s 0.147 m/s 0.098 m/s 0.044 m/s

Table 3.6: Final rising velocities for each fragment type obtained from experimental research

Interestingly, the rising velocities found by these physical tests are significantly lower than the rising velocities
found by Waldschla and Schu [35], following Equation 2.23. This can be explained by the difference in test
set up; Since the fragments in the physical tests were released from standstill (ur = 0) and measured over a
relatively small distance (20 cm), while the fragments of Waldschla and Schu [35] were already up to speed
and measured over a relatively long distance (1 m). This implies that the latter fragments had more time to
accelerate and therefore have a higher mean velocity.

3.2.2. FLUME EXPERIMENTS

All flume experiments were carried out in a 12.5 m long, 0.3 m wide and 0.45 m deep flume as shown in Fig-
ure 3.10. Throughout the flume, the local elevation of the water was measured at 14 locations along the chan-
nel. The locations of these measurement stations can be found in Table 3.7. Stations 1 through 14 are used for
the flume experiments without gate, whereas stations 2 through 12 are used for the flume experiments with
gate. The discharge is measured by an electromagnetic flow meter in the supply pipes; a complete schematic
overview of the flume can be seen in Figure 3.11.
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Figure 3.10: Dimensions flume set-up

The experiments without the presence of a gate were conducted with discharges of 11.236 L/s, 8.91 L/s and
24.97 L/s, for each discharge the experiment was executed once. All experiments with the presence of the
gate and fragments were conducted with a discharge of 10.0 L/s. The gate was located at x = 46.25 m and
3 different gate configurations were executed, with gate openings heights set to 45 mm, 50 mm and 53 mm.
For each gate configurations, the experiment was first executed without the plastic fragments to get the initial
water elevations. Subsequently, 400 fragments of each fragment type were released in the flume and this was
executed 3 to 5 times for each fragment type. The concluding water elevations and pass ratios were determined
by averaging the found values in these experiments. All results can be found in Section B.2.

Figure 3.11: Flume top view

Station Location Station Location

1 0.15 m 8 7 m

2 1 m 9 8 m

3 2 m 10 9 m

4 3 m 11 10 m

5 4 m 12 11 m

6 5 m 13 12 m

7 6 m 14 12.5 m

Table 3.7: Locations
measurement stations
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4
VALIDATION

In this chapter, the validity of the model described in Section 3.1 is presented and its suitability to reproduce
real life scenario’s is discussed. Once validation is completed for the flow and plastic fragments, plastic frag-
ments are added to the flume simulations and are examined in Chapter 5.

4.1. BUOYANCY OF INDIVIDUAL PLASTIC PARTICLES

The goal of the buoyancy models is to find the numerical conditions and fragment density that gives the best
agreement between the rising velocities in the model and in the experimental tests. Once defined, these nu-
merical conditions and densities are included in following numerical design. The first simulations were exe-
cuted with the numerical density equal to the experimental densities of the plastic fragment. The development
of the vertical velocities over time after release for each fragment type are given in Figure 4.1, Figure 4.2, Fig-
ure 4.3 and Figure 4.4. Furthermore the theoretical (Subsection 2.2.2), experimental (Subsection 3.2.1) and
numerical (Subsection 3.1.4) rising velocity ur are plotted over the horizontal axis.

Figure 4.1: Rising velocity Red Ch = 1u = 0.205m/s Figure 4.2: Rising velocity Yellow Ch = 1u = 0.147m/s
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Figure 4.3: Rising velocity Blue Ch = 1u = 0.098m/s Figure 4.4: Rising velocity Green Ch = 1u = 0.044m/s

It can be seen that for none of the fragments, the numerical and experimental rising velocity matched, in
addition the higher density fragments (blue and green) staid motionless after release. Therefor the numerical
density is modified until the numerical rising velocity is equal to the experimental rising velocity, which is
shown in Figure 4.5, Figure 4.6, Figure 4.7 and Figure 4.8.. For the lower density fragments (red and yellow), the
densities needed little adjustments; however, for the higher density fragments (blue and green), the numerical
conditions also needed to be adjusted to prevent unrealistic large adjustments to the density.

Figure 4.5: Rising velocity Red Ch = 1u = 0.205m/s Figure 4.6: Rising velocity Yellow Ch = 1u = 0.147m/s

Figure 4.7: Rising velocity Blue Ch = 1u = 0.098m/s Figure 4.8: Rising velocity Green Ch = 1u = 0.044m/s
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With regard to rising velocity, the smoothing coefficient Ch is the most influential numerical parameter ap-
plicable for adjustment. As motioned in Subsection 2.3.1, the smoothing coefficient determines together with
the resolution the smoothing length of each particle (Equation 2.24). Typically this coefficient has a value of
1.0. The numerical densities for which the numerical and experimental rising velocities coincide are given for
different values of the smoothing coefficient in Table 4.1:

Experimental Ch = 1.0 Ch = 1.25 Ch = 1.5

Red 430 kg/m3 190 kg/m3 450 kg/m3 530 kg/m3

Yellow 140 kg/m3 60 kg/m3 460 kg/m3 600 kg/m3

Blue 840 kg/m3 400 kg/m3 670 kg/m3 780 g/m3

Green 970 kg/m3 500 kg/m3 710 kg/m3 880 kg/m3

Table 4.1: Numerical densities for different values of smoothing coefficient Ch

It can be seen that for higher values of the smoothing coefficient the particles become more buoyant, since
higher densities need to be assigned to the particles to match the rising velocities. The relevance of the smooth-
ing coefficient Ch can be best explained in the context of numerical diffusion between plastic fragments and
water. This happens as the particles located on the exterior of the plastic fragments are numerically diffused
with the neighbouring water particles. As the fragments in the model are relatively small (D=1-2 cm) compared
to the imposed resolution (dp=2mm), they consist of a relatively small amount of particles. Therefore, the par-
ticles located on the exterior of the fragments are numerically diffused, make up a relatively large number of
the total amount of particles. These are also the particles that interact the most with water particles. As the
density difference between these exterior plastic particles and water particles is now smaller, the fragment as
a whole will be less buoyant. By artificially increasing the smoothing length by increasing the smoothing co-
efficient, water particles are also forced to interact with the unchanged inner particles of the plastic fragment,
thereby increasing density difference and also buoyancy of the plastic fragment in contrast of the water.

Another solution was to increase the resolution of the model, so that among the total amount of particles in a
fragment, fewer particles were numerically diffused. This is similar to Canelas et al. [49], where released frag-
ments consisted of more particles due to a higher ratio between fragment size and resolution (D=2m;dp=5cm),
providing statifactory results. This is also confirmed by examining the rising velocity per fragment type for dif-
ferent resolutions, which is given by Table 4.2. However as mentioned earlier, an increase in resolution would
lead to longer computation times, which was not feasible.

dp = 0.002 m dp= 0.001 m dp = 0.0005 m

Red 0.205 m/s 0.247 m/s 0.290 m/s

Yellow 0.147 m/s 0.171 m/s 0.211 m/s

Blue 0.098 m/s 0.144 m/s 0.185 m/s

Green 0.044 m/s 0.087 m/s 0.120 m/s

Table 4.2: Rising velocities for different numerical resolutions dp

The rising velocity ur for different depths of the water column dw in which the fragment is released per frag-
ment type is given by Table 4.3 for a short smoothing length (Ch = 1.0) and Table 4.4 for a long smoothing
length (Ch = 1.5). Depths for which no particle movement was observed are marked with ’X’. No changes in
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the way of measuring or the location of release where made. It can be seen, that as the depth of the water
column increases, the rising velocity of the particles also decreases. This is worth of notice, as this seemingly
"depth dependency" is not mentioned in Subsection 2.2.2 as one of the factors that affect the rising process of
plastic fragments. This is logical; since in incompressible hydrostatic water, the difference in water pressure
above and below the particle is always the same and relatively minimal compared to the density difference
between the particle and the water. This means that the problem appears to be numerical, since the simula-
tions carried out with short smoothing lengths are more affected by this "depth dependency" than simulations
carried out with long smoothing lengths. This can be explained by the fact that the numerical water body is
not incompressible and therefore the density is higher at the bottom of the water column compared to the top.
The deeper the water column, the larger this density difference between the top and bottom will be. This also
means that the numerical diffusion between the plastic fragment and the water will be larger if this fragment
is located lower in the water column, which results in less buoyancy as showed earlier. What this means for the
validity of the buoyancy test will be discussed in Chapter 6.

dw = 0.35 m dw = 0.70 m dw = 1.0 m

Red 0.205 m/s 0.066 m/s X

Yellow 0.147 m/s X X

Blue 0.098 m/s X X

Green 0.044 m/s X X

Table 4.3: Rising velocities for different water column
depths dw per fragment type for smoothing coefficient

Ch = 1.0

dw = 0.35 m dw = 0.70 m dw = 1.0 m

Red 0.205 m/s 0.163 m/s 0.136 m/s

Yellow 0.147 m/s 0.092 m/s 0.058 m/s

Blue 0.098 m/s 0.051 m/s 0.025 m/s

Green 0.044 m/s X X

Table 4.4: Rising velocities for different water column
depths dw per fragment type for smoothing coefficient

Ch = 1.5

4.2. FLUME EXPERIMENTS

The flume simulations are validated by finding the numerical conditions that best match the water elevation in
the experimental research. Furthermore, it’s investigated to what extent the numerical flow can be considered
turbulent, by examining different velocity profiles.

4.2.1. NO GATE MODEL

First, the numerical set-up 2 (Figure 3.1b) for a gradually-varied flow due to free overflow at the end of the
flume is modeled. The development of the water elevation over the length of the flume produced by the nu-
merical model is plotted in Figure 4.9 at various points of time time steps using different colors. The water
elevation measured in the experiments are plotted as dots. In general, the numerical water profile is similar
to the one measured in the experiments. However upstream at the inlet the numerical results show an un-
dular behaviour, since the flow needs to adjust to the models boundary conditions. Furthermore, it can be
seen that the numerical and measured water profiles start to deviate as the outlet approaches (x = 8), since the
numerical profile seems to deflect more toward the theoretical critical depth (Equation 2.15). From this point
on, the theoretical Belanger equation 2.16 can be plotted upstream, as seen in Figure 4.10. The numerical and
theoretical water profiles can be matched by iterating ks . This iterated value of ks was found to be 4.0 ·10−6 m,
instead of the imposed value at the inlet of 9.0 ·10−5 m.
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Figure 4.9: Numerical and experimental water
elevation over time of a gradually-varied flow

β= 0.8

Figure 4.10: Numerical and theoretical water
elevation over time of a gradually-varied flow

β= 0.8

A sensitivity analysis showed that with regard to water elevation, the viscosity boundary coefficient β is the
most influential numerical parameter. The influence of β can be explained as it represents the friction at the
bottom of the flume, as in SPH β determines the degree of friction between the water and solid particles,
which strongly influences the acceleration of the flow near the solid boundary. For Figure 4.9 and Figure 4.10,
aβ value of 0.80 was found give be the best agreement between the numerical, measured and theoretical water
profiles.

Based on previous results, it could be argued that there is a strong correlation between β and the physical
roughness of the bottom flume ks . However, the Nikuradse roughness is also an important parameter in the
context of velocity profiles. The development of the velocity profile over time at location x=6 halfway the flume
is given in Figure 4.11.

Figure 4.11: Velocity profile at location x = 6m for free overflow outlet
β= 0.8

To compare these profiles with the theoretical ones, uniform flow depth must be imposed over the length of
the flume (Figure 3.1a). This is achieved by fixing the value of water elevation at the outlet to be equal to the
water elevation at the inlet; this means that there is no decrease of water elevation accelerating the flow and
influencing the velocity profile, and an example can be seen in Figure 3.1a. The development of the water
elevation over the length of the flume in time for high flow velocity with a fixed outlet conditions is given in
Figure 4.12 and it’s associated velocity profile in Figure 4.13.
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Figure 4.12: Water elevation over time for uniform
flow with fixed outlet

β= 0.8

Figure 4.13: Velocity profile at location x = 6m for
uniform flow with fixed outlet

β= 0.8

It can be seen in Figure 4.13, that the upper section of the numerical velocity profile coincides better with the
theoretical velocity profile in comparison to the unfixed outlet scenario. However, towards the bottom, the
numerical flow velocity profile still strongly deviates from the theoretical velocity profile. It seems that there is
too much numerical friction from the bottom of the flume. By decreasing β to 0.4 for a uniform water depth
over the length of the flume, a more accurate velocity profile can be created following the theoretical velocity
profile, which can be seen in Figure 4.15.

Figure 4.14: Uniform water elevation
β= 0.4

Figure 4.15: Corrected velocity profile
β= 0.4

However, by decreasing β, the elevation of the water also decreases as the acceleration of the flow increases.
When implementing a β value of 0.4 again for gradually varied flow with a free overflow outlet instead of a
fixed outlet. It can seen in Figure 4.16, that the water elevation aren’t in agreement with the measured values
anymore.
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Figure 4.16: Incorrect water elevations for free overflow outlet
β = 0.4

By decreasing β even further to 0.1, an accurate turbulent velocity profile can be created, which is shown in
Figure 4.18. However, in Figure 4.17 it is shown that the flow accelerates so much, due to the lack of resistance
from the bottom, that the water elevation drops at the inlet. Therefor the water elevation has to slope up
towards the outlet to meet the boundary condition at the outlet. So using a β of 0.1 for gradually varied flow
will also not lead to accurate water elevation levels.

Figure 4.17: Water elevation
β= 0.1

Figure 4.18: Accurate velocity profile
β= 0.1

In conclusion, it seems impossible to obtain the correct representation of the water elevation and velocity
profile by only adjusting β. Since the goal of validation is to correctly represent the elevation of the water, β
is kept at 0.80 for further simulations and it is accepted that the velocity profile of the water is not optimally
represented. What this means for the degree to which the numerical flow can be seen as turbulent can be
found in the conclusions.
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4.2.2. GATE MODEL

The development of the water elevation over the length of the flume in time for different gate configuration and
dimensions obtained from Table 3.3, are given in Figure 4.19. It can be seen that for each gate configuration
the numerical water elevation upstream of the gate doesn’t properly match the measured water elevation up-
stream of the gate. The water downstream also doesn’t coincide, but isn’t considered interesting in the context
of plastic accumulation.

(a) 4.5 cm gate opening (b) 5.0 cm gate opening (c) 5.3 cm gate opening

Figure 4.19: Water elevation development for different gate configurations β= 0.8

It was noted that the model is very sensitive to the gate opening height, so this parameter was slightly changed
until the numerical and experimental water elevations in front of the gate matched. The bottom of the gate is
also altered, so that the distance between the top of the gate opening and the water surface stays the same. The
development of the water elevation over the length of the flume in time for slightly altered gate configuration
are given in Figure 4.20. It can be seen that for each gate configuration the numerical water elevation upstream
of the gate coincides with the measured water elevation upstream of the gate.

(a) 4.5 cm gate opening (b) 5.0 cm gate opening (c) 5.3 cm gate opening

Figure 4.20: Water elevation development for different gate configurations β= 0.8 with slightly altered gate

The sensitivity analysis shows that with regard to the water elevation, the viscosity coefficient viscosity bound-
ary coefficient β has significantly less influence in contrast to the no-gate model. This is logical as the restric-
tion caused by presence of the gate can be assumed to have a lot more influence on the local (de)acceleration
of the flow than the viscosity or bottom friction of the model. Furthermore, from experimental research it can
be derived that the water depths in front d1 and behind the gate d2 are not depended on these factors, see
Equation 2.17.
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5
RESULTS

In this chapter, the numerical results of adding plastic fragments to the validated flow in the presence of the
sluice gate, as described in Subsection 4.2.2, are presented. First, per test set-up it is examined whether plastic
fragments pass through the gate or are retained in front of it; the resulting passing ratio PR and floating carpet
length Lc are compared with the experimental results. For each fragment type per gate configuration, the best
scenario is recommended, which contains the most similar fragment dynamics compared to its experimental
counterpart. These scenarios are then used for the mixed fragment simulation in Section 5.2.

5.1. TEST SET UP & SCENARIO’S

In total, 12 test set-ups are treated, as for each of the 4 different fragment types, 3 gate configurations are
examined. The experimental pass ratios and carpet lengths are given in Table 5.1 and Table 5.2.

Gate opening Red Yellow Blue Green

45 mm 0% 0.5% 52% 100 %

50 mm 0% 2.5 % 92% 100 %

53 mm 1 % 2 % 99% 100 %

Table 5.1: Average passing ratios PR by item per gate
configuration extracted from experimental data

Gate opening Red Yellow Blue Green

45 mm 49.6 cm 13.2 cm 8.4 cm 0 cm

50 mm 48.7 cm 15.3 cm 7.8 cm 0 cm

53 mm 43.6 cm 8.8 cm 2.4 cm 0 cm

Table 5.2: Average carpet length Lc by item per gate
configuration extracted from experimental data

For each test set-up 4 numerical scenarios are executed, which are presented in Table 5.3. Each scenario is
defined by a combination of a certain density and restitution coefficient. The densities used are the exper-
imental densities ρexp and the numerically validated densities ρnum for a smoothing coefficient Ch for 1.0,
which can be found in Table 4.1. The restitution coefficient e used are 0.60 and 0.75. Numerical simulations
are considered failures if fragments are excluded from the domain and/or lose their shape due to heavy col-
lisions (f.e. Figure D.9a). Simulations failures are marked with a black bar in the graphs and with a ’X’ in the
tables. Carpets are considered unstable if at the end of the simulation (t=40 s), fragments in the carpet are still
rearranging, therefor continuously changing the carpet length (f.e. Figure D.3b). Simulations with unstable
carpets are marked with an exclamation mark ’!’ in the tables.

Scenario Fragment density Restitution coefficient

1 ρnum e = 0.60

2 ρnum e = 0.75

3 ρexp e = 0.60

4 ρexp e = 0.75

Table 5.3: Overview numerical scenarios
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5.1.1. RED FRAGMENTS

The results of the flume experiments with red fragments are characterized by minimal passing ratio’s and long
carpet lengths, due to the high rising velocity (or low densities) of these fragments. The top view of the carpet
formation of the red fragments for each gate configuration accompanied with the associated carpet length is
shown in Figure 5.1.

(a) 4.5 cm gate opening height (b) 5.0 cm gate opening height (c) 5.3 cm gate opening height

Figure 5.1: Top view of red fragment carpets for different gate opening heights

The side view of the carpet formation of the red fragments for each gate configuration is shown in Figure 5.2.
Figure 5.2a shows that the fragments are mainly not stacking. Figure 5.2b shows that some fragments are
stacking. Figure 5.2c shows that more fragments are stacking.

(a) 4.5 cm gate opening height (b) 5.0 cm gate opening height (c) 5.3 cm gate opening height

Figure 5.2: Side view of red fragment carpets for different gate opening heights

The final carpet situations (t = 40 s) of all the numerical scenarios for the red fragments are presented in Sec-
tion D.1. From these figures, the passing ratios and carpet lengths of all the numerical scenarios for the red
fragments can be determined, which are presented in Table 5.4 and Table 5.5.

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 0 % 0 % 0 % X 0 % 0 %

ρexp 0 % 0 % 0 % 0 % 22 % 0 %

Table 5.4: Numerical passing ratio’s PR for red fragments

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 57.4 cm 57.6 cm (!) 57.7 cm X 48.1 cm 43.9 cm (!)

ρexp 58.2 cm 48.3 cm 58.4 cm 43.8 cm 42.4 cm 31.5 cm

Table 5.5: Carpet lengths Lc red fragments
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All simulations were executed successfully, except for gate opening 5.0 cm - scenario 2 (Figure D.3b). It shows
a highly unstable carpet in which some plastic fragments increased in size. For scenario 1, it is shown that the
passing ratios are zero and the carpets barely stack regardless of gate opening height (Figure D.1a, Figure D.3a
and Figure D.5a). Although by increasing gate opening height from 5.0 to 5.3 cm, it is observed that stack-
ing somewhat increases right in front of the gate. For scenario 2, By increasing the restitution coefficient, in
comparison to scenario 1, it is observed that the carpet becomes unstable regardless of gate opneing height
(Figure D.1b, Figure D.3b and Figure D.5b). By increasing the gate opening height, this instability only in-
creases further. For scenario 3, by increasing density compared to scenario 1, it is observed that the length
and shape of the carpet remain similar for a gate opening height of 4.5 or 5.0 cm (Figure D.2a and Figure D.4a).
However, for a gate opening height of 5.3 cm (Figure D.6a), the stack of fragments in front of the gate eventually
passes through the gate. For scenario 4, by increasing the restitution coefficient compared to scenario 3, it is
observed that the carpets become shorter as they start to stack (Figure D.2b, Figure D.4b and Figure D.6b). By
increasing the gate opening height, the amount of stacking increases significantly. By increasing the density
compared to scenario 2, it is observed that the carpets become less unstable. In order to compare the nu-
merical values better to the experimental values and recommend one scenario; The data from Table 5.4 and
Table 5.5 is visualized using a bar chart in Figure 5.3 and Figure 5.4.

Figure 5.3: Bar chart of passing ratio’s for red
fragments

Figure 5.4: Bar chart of carpet lengths for red
fragments

It is shown that for every gate configuration, almost every successfully executed scenario has a 0 % passing
ratio. So on the basis of passing ratio’s it’s hard to recommend a specific scenario. It is shown that for a gate
opening of 4.5 and 5.0 cm, scenario 4 is the most in agreement with the experimental carpet lengths and car-
pet shapes (Figure D.2b and Figure D.4b. For a gate opening of 5.3 cm, scenario 2 and 3 (Figure D.5b and
Figure D.6a) are most in agreement with the experimental carpet lengths. scenario 3 is chosen over scenario
2, as the carpet of scenario 3 may show less stacking and is partly shorter as it should because some frag-
ments passed the gate, however the carpet of scenario 2 is highly unstable. The final carpet formations of the
scenarios, which are the best in agreement with the experimental results, are presented in Figure 5.5.

(a) 4.5 cm gate opening
Scenario 4

(b) 5.0 cm gate opening
Scenario 4

(c) 5.3 cm gate opening
Scenario 3

Figure 5.5: Final numerical carpet formation for red fragments
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5.1.2. YELLOW FRAGMENTS

The results of the flume experiments with yellow fragments are characterized by minimal passing ratio’s and
shorter carpet lengths because of more interlocking in comparison to the red fragments. The top view of the
carpet formation of the yellow fragments for each gate configuration accompanied with the associated carpet
length is shown in Figure 5.6.

(a) 4.5 cm gate opening height (b) 5.0 cm gate opening height (c) 5.3 cm gate opening height

Figure 5.6: Top view of yellow fragment carpets for different gate opening height

The side view of the carpet formation of the yellow fragments for each gate configuration is shown in Figure 5.7.
Figure 5.7a shows that the fragments are not stacking. Figure 5.7b shows that several fragments are stacking.
Figure 5.7c shows that most fragments are stacking.

(a) 4.5 cm gate opening height (b) 5.0 cm gate opening height (c) 5.3 cm gate opening height

Figure 5.7: Side view of yellow fragment carpets for different gate opening height

The final carpet situations (t = 40 sec) of all the numerical scenarios for the yellow fragments are presented in
Section D.2. From these figures, the passing ratios and carpet lengths of all the numerical scenarios for the
yellow fragments can be determined, which are presented in Table 5.6 and Table 5.7.

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 0 % 0 % X X X X

ρexp 0 % 0 % 0 % X 0 % X

Table 5.6: Passing ratio’s PR yellow fragments

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 17.0 cm 16.7 cm X X X X

ρexp 17.6 cm 17.6 cm 16.4 cm X 13.8 cm (!) X

Table 5.7: Carpet lengths Lc yellow fragments
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Many simulations were executed unsuccessfully. For scenarios 1, 2 and 4 with gate openings of 5.0 and 5.3
cm (Figure D.9a, Figure D.9b, Figure D.10b, Figure D.11a, Figure D.11b and Figure D.12b), it is observed that
fragments deform heavily and are even launched out of bounds. All four scenarios can only be successfully
executed for a gate opening of 4.5 cm. For this gate configuration, it is observed that the carpet lengths of the
higher densities scenarios 3 and 4 (Figure D.8a and Figure D.8b) are slightly longer than those of the lower-
density scenarios 1 and 2 (Figure D.7a and Figure D.7b), due to the small gap between the fragments and the
gate. Moreover, the shape or amount of stacking does not change with increasing density or restitution coeffi-
cient. Furthermore, only scenario 3 gave successful results for all gate configurations. For scenario 3, the carpet
lengths decrease slightly with increasing gate opening height. As for a gate opening of 5.0 cm (Figure D.10a),
the fragments compress more against each other in and as for a gate opening of 5.3 cm (Figure D.12a), the
fragments would eventually. The data from Table 5.6 and Table 5.7 is visualized with means of bar chart in
Figure 5.8 and Figure 5.9.

Figure 5.8: Bar chart of passing ratio’s for yellow
fragments

Figure 5.9: Bar chart of carpet lengths for yellow
fragments

It is shown that for every gate configuration, every successfully executed scenario has a 0 % passing ratio,
which aren’t in agreement with the small passing ratio’s of the experiments. So on the basis of passing ratio’s
no distinction in preference can be made between scenario’s. This also holds for the carpet lengths and shapes,
as there is almost no difference to be found between scenario’s for gate opening 4.5 cm. So, the preference is
again based on stability for scenario 3. The final carpet formations of the scenarios, which are the best in
agreement with the experimental results, are presented in Figure 5.10.

(a) 4.5 cm gate opening
Scenario 3

(b) 5.0 cm gate opening
Scenario 3

(c) 5.3 cm gate opening
Scenario 3

Figure 5.10: Final numerical carpet formation for yellow fragments
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5.1.3. BLUE FRAGMENTS

The results of flume experiments with blue fragments are characterized by significant differences in passing
ratios and carpet lengths between different gate configurations. The carpet formation of the blue fragments
for each gate configuration can be seen in Figure 5.11.

(a) 4.5 cm gate opening height (b) 5.0 cm gate opening height (c) 5.3 cm gate opening height

Figure 5.11: Top view of blue fragment carpets for different gate opening height

The side view of the carpet formation of the blue fragments for each gate configuration is shown in Figure 5.12.
Figure 5.12a shows that most of the fragments that did not pass through the gate stack. Figure 5.12b shows that
none of the fragments that did not pass through the gate stack. Figure 5.12c shows that there are not enough
fragments to stack.

(a) 4.5 cm gate opening height (b) 5.0 cm gate opening height (c) 5.3 cm gate opening height

Figure 5.12: Side view of blue fragment carpets for different gate opening height

The final carpet situations (t = 40 s) of all the numerical scenarios for the blue fragments are presented in
Section D.3. From these figures, the passing ratios and carpet lengths of all the numerical scenarios for the
blue fragments can be determined, which are presented in Table 5.8 and Table 5.9.

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 0 % 0 % 0 % 0 % 94 % 0 %

ρexp 0 % 0 % X 88 % 100 % 94 %

Table 5.8: Passing ratio’s PR blue fragments

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 24.0 cm 23.2 cm 21.8 cm 19.2 cm 1.2 cm 17.8 cm (!)

ρexp 27.1 cm 24.2 cm X 1.2 cm 0 cm 1.2 cm

Table 5.9: Carpet lengths Lc blue fragments
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All simulations were executed successfully, except for gate opening 5.0 scenario 3 (Figure D.16a). It is observed
that the fragments block the gate opening by clumping together, causing the simulation to crash. For a gate
opening of 4.5 cm, the passing ratios are zero regardless of the scenario. It is observed that the carpet lengths
of the higher densities scenarios 3 and 4 (Figure D.14a and Figure D.14b) are slightly longer than the lower den-
sities scenarios 1 and 2 (Figure D.13a and Figure D.13b), as the fragments are more spread out over the length
over the carpet. Furthermore, the shape or amount of stacking barley changes with increasing restitution co-
efficient. When increasing the gate opening to 5.0 cm, it is observed that the gap between the gate and the
carpet of the lower densities scenarios 1 and 2 (Figure D.15a and (Figure D.15b) and disappears. For Scenario
2, by increasing the restitution coefficient in comparison with scenario 1, it is shown that carpet starts to stack.
By increasing the gate opening to 5.3 cm, it is observed that for scenarios 1, 3 and 4 (Figure D.17a, Figure D.18a
and Figure D.18b) almost all fragments pass the gate. However, for Scenario 2 Figure D.17b), by increasing
restitution coefficient in comparison with Scenario 1, the carpet becomes unstable. The data from Table 5.8
and Table 5.9 is visualized using a bar graph in Figure 5.13 and Figure 5.14.

Figure 5.13: Bar chart of passing ratio’s for blue
fragments

Figure 5.14: Bar chart of carpet lengths for blue
fragments

It is shown, that for a gate opening of 4.5 cm, all scenario’s (Figure D.13a, Figure D.13b, Figure D.14a and
Figure D.14b) have similar passing ratios and carpet lengths, which aren’t in agreement with the experimental
results. For a gate opening of 5.0, the passing ratio of scenario 4 (Figure D.16b) is most in agreement with the
experimental passing ratio. For a gate opening of 5.3, scenarios 1 and 4 (Figure D.17a and Figure D.18b) have
similar passing ratio’s and carpet lengths and are the most in agreement with the experimental results. The
final carpet formations of the scenarios, which are the best in agreement with the experimental results, are
presented in Figure 5.15.

(a) 4.5 cm gate opening
Scenario 4

(b) 5.0 cm gate opening
Scenario 4

(c) 5.3 cm gate opening
Scenario 4

Figure 5.15: Final numerical carpet formation for blue fragments
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5.1.4. GREEN FRAGMENTS

The results of the flume experiments with green fragments are characterized by maximal passing ratios and
the absence of carpets in front of the gate, due to the low rising velocity of these fragments. In contrast to
the other fragments, green fragments approaching the gate don’t only travel over the free-surface, as shown in
Figure 5.16. At the gate, it is observed that fragments can shortly be trapped in so-called ’vortex areas’, which
is shown in Figure 5.17.

Figure 5.16: Green particles in flume Figure 5.17: Vortex areas in front of the gate

The final carpet situations (t = 40 s) of all the numerical scenarios for the green fragments are presented in
Section D.4. From these figures, the passing ratios and carpet lengths of all the numerical scenarios for the
green fragments can be determined, which are presented in Table 5.10 and Table 5.11.

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 0 % 0 % 0 % 0 % 0 % 8 %

ρexp 0 % 62 % 100 % 77 % 100 % 100 %

Table 5.10: Passing ratio’s PR green fragments

Gate opening 4.5 cm Gate opening 5.0 cm Gate opening 5.3 cm

e = 0.60 e = 0.75 e = 0.60 e = 0.75 e = 0.60 e = 0.75

ρnum 18.7 cm 18.7 cm 14.6 cm 13.9 cm 10.7 cm 12.3 cm (!)

ρexp 20.4 cm 10.9 cm 0 cm 5.5 cm 0 cm 0 cm

Table 5.11: Carpet lengths Lc green fragments

All simulations were executed successfully. For a gate opening of 4.5 cm, the passing ratios of all scenarios are 0
%, except for scenario 4 (Figure D.20b). The lower densities scenario’s 1 and 2 (Figure D.19a and Figure D.19b)
have a near identical carpet length and shape. By increasing the density (Figure D.20a and Figure D.20b), it is
observed that the gap between the gate and the fragments disappears, but the fragments are more spread over
the carpet. By increasing the gate opening to 5.0 cm, it is observed that the gap between gate and the carpet of
the lower densities scenarios 1 and 2 (Figure D.21a and Figure D.21b) disappears and therefor the carpets get
shorter. For scenario 2, by increasing the restitution coefficient in comparison with scenario 1, it is shown that
there isn’t an increasing of stacking of the carpet. Furthermore, by increasing the densities for scenarios 3 and
4 (Figure D.22a and Figure D.22b) the passing ratios increase . By increasing the gate opening to 5.3 cm, it is
observed the carpets get shorter for the lower densities scenarios 1 and 2 (Figure D.21a and Figure D.21b). This
is caused by fragments adhering to the gate for scenario 1 and the carpet becoming unstable for scenario 2 by

40



increasing the restitution coefficient. By increasing the density, it is observed that all the fragments pass the
gate for scenarios 3 and 4 (Figure D.24a and Figure D.24b). The data from Table 5.10 and Table 5.11 is visualized
with means of bar chart in Figure 5.18 and Figure 5.19.

Figure 5.18: Bar chart of passing ratio’s for green
fragments

Figure 5.19: Bar chart of carpet lengths for green
fragments

None of the scenario’s have a 100 % passing ratio for all the gate configurations corresponding with the exper-
imental results. For a gate opening of 4.5 cm, scenario 4 (Figure D.20b) has the highest passing ratio and the
shortest carpet length. For a gate opening of 5.0 cm, scenario 3 (Figure D.22a) is in agreement with the exper-
imental results. For a gate opening of 5.3 cm, scenario 3 (Figure D.24a) and 4 (Figure D.24b) are in agreement
with experimental results. The final carpet formations of the scenarios, which are the best in agreement with
the experimental results, are presented in Figure 5.20.

(a) 4.5 cm gate opening
scenario 4

(b) 5.0 cm gate opening
scenario 3

(c) 5.3 cm gate opening
scenario 3 and 4

Figure 5.20: Final numerical carpet formation for green fragments
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5.2. MIXTURE OF FRAGMENTS

There are two methods in which a mixture of different types of fragments can be released into the flume;
The fragments can be first mixed in a bucket and then released into the flume, or they can be released in a
sequence one-by-one per fragment type. In this case, the sequence of release is from the fragment type with
the highest rising velocity to the fragment type with the lowest rising velocity, so Red-Yellow-Blue-Green. The
carpet formation and carpet length of a mixture of fragments released one-by-one for each gate configuration
is shown in Figure 5.21.

(a) 4.5 cm gate opening (b) 5.0 cm gate opening (c) 5.3 cm gate opening

Figure 5.21: Mix carpet for different gate openings Top view

The carpet formation of a mixture of fragments released with the bucket method for each gate configuration
can be seen in Figure 5.22. By comparing Figure 5.21a and Figure 5.22a, it is shown that for the 4.5 cm gate
opening scenario, there is a significant difference in carpet length between the one-by-one method and the
bucket method. However, by comparing Figure 5.21c and Figure 5.22b, it is shown that for the 5.3 cm gate
opening scenario, the carpet lengths are more or less the same. Furthermore, the fragment distribution in the
carpet is more random in the bucket method than in the one-by-one method.

(a) 4.5 cm gate opening (b) 5.3 cm gate opening

Figure 5.22: Mix carpet for different gate openings Top view

The side view of the carpet formation of a mix of fragments released one by one for each gate configuration
is shown in Figure 5.23. Figure 5.23a shows that that many blue fragments stacked below the carpet against
the gate. Figure 5.23b shows that most blue fragments have been replaced by yellow fragments . Figure 5.23c
shows that the carpet has a similar shape as Figure 5.23b.

(a) 4.5 cm gate opening (b) 5.0 cm gate opening (c) 5.3 cm gate opening

Figure 5.23: Mix fragment carpet for different gate openings

The pass ratios extracted form the experimental data for each fragment type within the mix is presented in
Table 5.12. The numerical scenarios which were used for each fragment type and gate configuration are pre-
sented in Table 5.13.

42



Gate opening Red Yellow Blue Green

45 mm 0% 0% 17% 100 %

50 mm 0% 26 % 88% 100 %

53 mm 0% 6 % 97% 100 %

Table 5.12: Pass ratios PR results by item in mix per
configuration from experimental data

Gate opening Red Yellow Blue Green

45 mm 4 3 4 4

50 mm 4 3 4 3

53 mm 3 3 4 4

Table 5.13: Scenario used by item
in mix per configuration in numerical research

The resulting pass ratio’s and carpet lengths are visualized by means of bar chart in Figure 5.24 and Figure 5.25.
Where per gate configuration, the left bar represents the experimental results and the right bar the numerical
results. The final carpet formations for each gate configuration are presented in Figure 5.26.

Figure 5.24: Bar chart of passing ratio’s for mixed
fragments

Figure 5.25: Bar chart of carpet lengths for mixed
fragments

For a gate opening height of 4.5 cm, it is shown that the passing ratios are not in agreement, as none of the
green or blue fragments in the numerical simulation pass the gate. The carpet lengths are more in agreement,
as the blue and green fragments stack under the carpet. However, the location of stacking is different, as in the
experiments the blue fragments are stacked against the gate, and in the numerical simulations on the other
side of the carpet. For a gate opening of 5.0 cm, the passing ratios are more in agreement as the green and blue
fragments pass the gate. The carpet of the numerical simulation is longer than the experiment, because there
is less stacking. For a gate opening of 5.3 cm, it is shown that especially the carpet lengths are not in agreement.
Because in the numerical simulation the carpet partly collapses, as the red fragments are pushed against the
gate, even entrapping a green fragment, drastically reduces the carpet length.

(a) 4.5 cm gate opening (b) 5.0 cm gate opening (c) 5.3 cm gate opening

Figure 5.26: Final numerical carpet formation for mixed fragments
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6
DISCUSSION

In this chapter, the results presented in the previous chapter are discussed. Parameters with the highest degree
of influence are presented. Lastly, limitations are provided with respect to the representation of fluid and
plastic debris dynamics of the numerical model.

6.1. INFLUENCE GATE OPENING HEIGHT

In experimental research, it was found that with an increase in the opening of the gate height, the passing ratio
will increase (Table B.9) and the carpet lengths decrease (Table B.10). An anomaly was found, for the carpet
length of the yellow fragments with a gate opening of 5.0 cm is longer than the carpet with a gate opening of 4.5
cm. In numerical research, the same relationship was found for all combinations of scenarios and fragment
types. Except for some small anomalies, as for scenario 1 and 3, the carpet of the red fragments with a gate
opening of 5.0 cm (Figure D.3a and Figure D.4a) is slightly longer than the carpet with a gate opening of 4.5 cm
(Figure D.1a and Figure D.2a). This can be explained by the fact, that fragments with the larger gate opening
depth are more influenced by the velocity field than the fragments with smaller gate opening depth. Until this
influence is large enough for the fragments to start stacking or moving past the gate, as with a gate opening
of 5.3 cm (Figure D.5a and Figure D.6a), the fragments will be slightly less stacked and therefore increasing it’s
length. It was found that for scenario 2, an increase in gate opening depth would lead to an eventual increase
in carpet instability for all types of fragment. This in contrast with scenario 4 for red fragments for example,
where an increase in gate opening height leads to an stable increase of stacking. This difference in outcome
can be explained by the difference in density between scenarios. As it is observed, that with an increase in
opening height, a change in density will lead to abrupter transition between a stable stacked carpet and an
unstable carpet.

Lastly, it could be argued that it is not the inherent increase in gate opening height itself, which increases the
passing ratio and decreases carpet length, but rather the resulting decrease of water elevation in front of the
gate. This means that the distance between the plastic fragments in the carpet and the top of the gate opening
becomes smaller and therefore the fragments are more influenced by the flow velocity field of the gate opening.

6.2. INFLUENCE RISING VELOCITY AND DENSITY

As obviously expected, in experimental and numerical research it was found that with a decrease of rising ve-
locities between fragment types, the passing ratios will increase and the carpet length will decrease. However,
in numerical research, some anomalies were found. For scenario 3, the passing ratio for red fragments is higher
than yellow fragments with a gate opening 5.3 cm (Figure D.6a and Figure D.12a). For scenario 4, the passing
ratios for blue fragments are higher than those for green fragments with gate opening 5.0 cm(Figure D.16b and
Figure D.22b and for scenario 1 with gate opening 5.3 cm (Figure D.17a and Figure D.23a). It is shown in Fig-
ure D.25, Figure D.26 and Figure D.27. It is observed that the mechanism of fragments for every anomaly is in
principle similar; the fragments seem to be at the precise point, where fragments are adhesive enough to be
pulled by the stream as one whole through the gate, but not adhesive enough for the carpet to keep its shape
(akin Figure D.6b).
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It was found that scenarios 1 and 2, which use the densities validated by the buoyancy tests, are often less in
agreement with the experimental results as scenarios 3 and 4, which use the densities used in the experimen-
tal research directly. This is especially the case for fragments trying to pass the gate. This can be explained
by the ’depth dependency’ of the plastic fragments, which was found in the validation of the buoyancy tests
Section 4.1. Where it was shown, that the deeper the fragment is under water, the more the rising velocity of
the fragments decreases. As for the flume experiments, the water depth is smaller than the water depth of the
buoyancy tests and the plastic fragments are released on the water surface instead down at the bottom, and
the rising velocity is relatively higher for the flume experiments. Therefor it can be explained why scenario 3
and 4 work better, as those have a higher density which decreases the rising velocity.

Furthermore, it was found that lower density scenarios and fragments are more succeptable for carpet in-
stability than higher densities scenario’s and/or fragments. For the yellow fragments, which have the lowest
density of all the fragments types, half of the total amount of simulations couldn’t be fully executed due to
carpet instability. For red fragments, it was found that by increasing the density for scenario 4 in comparison
to scenario 2, the carpet would become more stable. This can be explained because, for lower densities sce-
narios and/or fragments, the relative impact of kinetic interactions between fragments is larger than for higher
densities scenarios and/or fragments, making the carpet more unstable.

6.3. INFLUENCE RESTITUTION COEFFICIENT

The influence of the restitution coefficient was found to be highly sensitive to the amount of potential energy
in the system. Which is consistent with expectations, since the restitution coefficient works as a multiplier
when this potential energy is converted in kinetic interactions (Equation 2.35). For example, it is shown that
for red fragments, that with an increase in opening height, an increase in restitution coefficient will lead to
more unstable carpet. As for larger gate opening heights, the velocity on the water surface is higher than for
smaller gate opening heights, so more shear stress is exerted on the fragments in the carpet.

The found sensitivity of carpet stability of the combination of fragments density, restitution coefficient and
gate opening height can best be displayed by examining the extremes. For yellow fragments, scenario 3 was
the only scenario that produced stable carpets for each gate opening height, since this scenario has the highest
density and the lowest restitution coefficient. On the other side, for a gate opening of 5.3 cm, scenario 2 was
the only scenario that produced unstable carpet for every fragment type, as this scenario has the lowest density
and highest restitution coefficient.

Furthermore, it was found that the restitution coefficient has a large influence on the way individual fragments
interact with each other. For low restitution coefficients, fragments often pass through the gate because they
are adhesive and hence are being pulled as one whole through the gate. Between fragments retained in front
of the gate, there is often too much friction for fragments to slide over or under each other to stack, leading
to longer carpet. For high restitution coefficients, fragments often pass the gate because individual collisions
push them into the velocity field near the gate. Between fragments retained in front of the gate, there is often
less friction, so fragments can slide over and over each other to stack, leading to shorter carpets. No clear
correlation was found between an increase in the restitution coefficient and an increase in the passing ratio.
Lastly, it is generally observed in the numerical simulations, that individual fragments often stack on top in the
present carpet (f.e. Figure D.12a). However, in experimental tests, individual fragments are observed to often
stack below the carpet (f.e. Figure 5.2c)

6.4. LIMITATIONS

For the experimental research, the conditions of the flume experiments are limited in representing the con-
ditions of a natural riverine environment. In the flume experiments a steel bottom is used to represent the
riverbed, however steel is significantly smoother and therefor generates less turbulence than a normal river
bed. Also a constant discharge was present in the flume, however in reality discharge is always varied. Fur-
thermore, rivers are not perfectly straight as the flume is, as bends in the river affect the horizontal and vertical
plastic distribution of plastic fragments. This distribution is also affected by the application of wind on the free
surface, all these factors weren’t considered in this report. The plastic debris released in the flume were signif-
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icantly more uniform in shape, density and size than found in reality, which for example excludes important
fragment dynamics like entanglement. Lastly, weirs found in riverine system are almost always submerged
(see Figure 1.1) instead of free surface flow weirs used in this report.

For the numerical research, one of the main limitations of the SPH-DEM method is the inability to properly
design models in a high-resolution and/or 3D environment, due to high computational costs. These costs
also limit the size of the simulation domain and the possible simulation time. Furthermore, the method is
unable to properly represent turbulent behavior in the flow, due to the low resolution and the lack of available
turbulence models. The resolution (0.002 mm) of the model is too low to simulate viscous boundary layer and
buffer layer of a typical turbulent velocity profile. However the processes that are investigated mostly occur in
the upper part of the flow, hence some minor discrepancies in the lower part of the flow are acceptable. Low
resolution also affects fragment design, as only simple shapes can be simulated presently.

It is possible that the restitution coefficients used in the numerical simulations, which obtain the best results in
representing realistic carpet formations and individual fragment interactions, have a significant higher values
(e=0,75) that found in the experiments. This may possibly be explained due to the lack of turbulence imposed
in SPH. As in normal conditions, turbulence creates more energetic interactions between the fragments. To
compensate for this, the restitution coefficient has to be increased to get similar results. As with higher resti-
tution coefficients, less energy is dissipated after interactions between fragments. However no restitution co-
efficients were determined for the experiments, so this would be an interesting topic to research in the future.
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7
CONCLUSION & RECOMMENDATIONS

In this chapter, the subquestions and the main research question provided in Chapter 1 are subsequently
answered. Finally, recommendations regarding further research are provided, which take in account possible
future developments in SPH.

7.1. CONCLUSION

1. How can turbulent open channel flows be sufficiently modeled in SPH?

Currently, there are no sufficiently theoretically supported turbulent models available for SPH in Du-
alSPHysics. However, a method was developed to impose turbulent velocity profiles at the inlet while
maintaining continuity. Furthermore, using the artificial viscosity scheme for uniform flows, by ad-
justing the boundary viscosity coefficient β to 0.1, smooth turbulent velocity profiles were simulated
throughout the flume corresponding to theoretical values. The resolution (0.002 mm) of the model is
too low to simulate viscous boundary layer and buffer layer of a typical flow field. However the pro-
cesses that are investigated mostly occur in the upper part of the flow, hence some minor discrepancies
in the lower part of the flow are acceptable. For gradually varied flows without gate, by adjusting the
boundary viscosity coefficient β to, water elevations were simulated throughout the flume correspond-
ing to theoretical values. However, no single value of β was found in which the velocity profiles of the
uniform flow and the water elevation of the gradually varied flows were both in agreement with their
theoretical values. For gradually varied flows with gate, it was found that β has less effect on the water
elevation as for the previous set ups. The gate opening height had to be adjusted to simulate the water
elevations accordingly.

2. How can the buoyancy of individual plastic debris be sufficiently modeled in SPH?

Canelas et al. [49] showed that the rising velocities of fragments, which are modeled with relatively high
resolution, match the experimental results, and the fragments, which are modeled with a relatively low
resolution, do not. A possible explanation is provided in this report, as it was noticed that the effects of
numerical diffusion are larger for fragments, which are modeled with relatively low resolution. The larger
the numerical diffusion, the larger the change in density and the larger the change in rising velocity. In
addition to the physical parameter density, a new numerical parameter was identified which can be
adjusted to compensate for the numerical diffusion, namely the smoothing length. Furthermore, it was
noticed that the degree of numerical diffusion is dependent on the depth of the fragment in the water.
Which explains the seeming difference in buoyancy between the validated plastic fragments released in
the numerical buoyancy model and the same fragments released in the numerical flume model, because
these models differ in water depth.

3. What are the most important (numerical) parameters affecting the plastic debris accumulation in
front of a hydraulic structure in SPH?

For the numerical model, three parameters were identified as having the greatest influence on the pass-
ing ratio’s and carpet length per simulation; namely, gate height opening, density and restitution coeffi-
cient. In experimental and numerical research, it was shown that with an increase in gate height opening
and/or decrease in density, the passing ratio will increase and the carpet lengths decrease.
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Furthermore, it was noticed that the stability of the plastic carpet also depends on these three parame-
ters. It was shown in numerical research that with an increase in opening height, a change in density or
restitution coefficient will lead to an abrupter transition between a stable stacked carpet and an unstable
one. Lastly, it was found that the restitution coefficient is integral in the way individual fragments inter-
act with each, which holds for the mechanism in which fragments pass the gate, but also how carpets
are formed.

Final Conclusion: How suitable is the SPH-DEM numerical method to model the dynamic processes
of plastic debris accumulation against a sluice gate?

At the moment, due to high computational costs, simulations in SPH-DEM are mainly limited to per-
form in a 2D and a relatively low resolution environment. This means that many physical aspects and
dynamics need to be taken into account in the design of the numerical model and compensated for in
the validation process. As it was achieved to validate the flow on the basis of water elevation and the
fragments on the basis of rising velocities. However, when including fragments in the flow, the absence
of turbulence has to be compensated by increasing the density and restitution coefficient, as sufficient
easy-to-use turbulence models are still not available. Furthermore, numerical diffusion, dependent on
the vertical position of the fragment in the water, changes the rising velocities of which the fragments
were validated on before. However, this report has shown that the dynamics of individual fragment inter-
actions play a crucial role in the way fragments pass the gate or in how carpet is formed in the upstream
part. As well as in the influence of individual fragment parameters such as the restitution coefficient. For
these properties can not be modeled in a traditional CFD model, where the fragments are modeled as a
continuum. So in conclusion, SPH-DEM is in principle sufficient for modeling the dynamic processes of
the plastic debris accumulation against a sluice gate; however, further improvements in computational
power and turbulence models are needed to be more widely applied.

7.2. RECOMMENDATIONS

Regarding experimental research, the buoyancy tests could have been conducted in a bigger tank like Wald-
schla and Schu [35], which reduces the wall effects and also gives the fragment more time to accelerate, provid-
ing more accurate rising velocities. As long as the numerical simulations in SPH are in 2D, it would be beneficial
that the weir dimensions in the width of the flume were as simple and uniform as possible. This makes the 2D
numerical model more realistic and makes the comparison between the numerical and experimental results
straightforward; this also holds for the theoretical values obtained from Equation 2.17.

In the future, it would be interesting to conduct flume experiments with a submerged gate instead of a free flow
gate, as these types of weir are practically always found in the field. For flume experiments with uniform flows
without gate, velocity profiles at multiple locations can be measured, which can than be compared the velocity
profiles found in the numerical model. Furthermore, by applying the least squares method to Equation 2.8 for
measured velocity data within the turbulent wall shear layer, Equation 7.1 can be derived. This method is
called the Clauser method [50]. With this equation the bed shear stress for the flume can be obtained and a
correlation could possibly be established with the numerical value β.

u = u∗
κ

ln y +
(
−u∗
κ

)
ln y0 =C1 ln y +C2 (7.1)

Regarding numerical research, until new turbulence models are added, it would be recommended to perform
more numerical simulations with a wider range of parameters. For uniform flows, a specific combination of
values α and β can be found for which there is agreement between a realistic turbulent velocity profile and
water elevation over the flume, but this could be a time-intensive iterative process. For flume simulations
with plastic fragments, it would be helpful to find a specific value of the restitution coefficient that gives the
most realistic interactions between fragments. Furthermore, a wider variety of methods can be used to release
fragments into the flume. For example, the distance between the released fragments can be altered, or the
fragments can be released vertically instead of horizontally. A method to release a mix of fragments randomly
is still unavailable. Lastly, SPH offers several options in terms of wave generation. Regular and irregular wave
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can be generated at the inlet boundary. It could be interesting to see the effects of an incoming wave on the
fragment-fragment interactions and passing ratios near the gate.

Until computational power increases, it advised for a flume model with a numerical resolution sharp enough
to model meso plastic debris to simulate in a 2D environment instead of a 3D one. In a 2D environment, more
complex geometries than simple spheres, squares or triangles aren’t possible for the size of the fragments used
in this thesis. The modeling of micro plastics is not optional at the moment. Furthermore, it would be advised
to limit the flume lengths to around 10 meters, the water depth around 0.1 to 0.2 meters, and the simulation
time to be on the order of a minute.

If computational power sufficiently increases, 3D modeling would be more appealing. For the buoyancy tests,
it would be interesting to compare the rising velocities between 3D fragments and 2D fragments. For the
flume tests, the horizontal velocity profile at the surface can be examined, including it’s effects on the carpet
shape. Furthermore, it can be examined if the vortex areas shown in Figure 5.17 can also be represented in the
numerical model.

Lastly, this report concluded that the Langrarian based numerical methods SPH and DEM could be a inter-
esting alternatives to Eularian based traditional CFD methods, when investigating the accumulation of plastic
debris. The question remains in which situations or circumstances SPH-DEM is the better numerical option
than CFD (or the other way around). For the representation of plastic debris, it would be recommend to al-
ways use a Langrarian based numerical model like SPH or DEM if one would like to investigate the individual
interactions between these debris, as these interactions are for example crucial in the accumulation process
showed in this report. If one would like to investigate other processes that aren’t depended on individual in-
teractions between debris (f.e. spatial distribution in a multi-phase flow with no structure interaction), CFD
is recommended. For the representation of the flow, the choice between numerical methods depends on the
complexity of the channel shape in coherence with the possible presence of hydraulic structures, free-surface
variance and the matter in which turbulence needs to be properly represented in the flow. If the shape of the
flow channel is straightforward and no or simple hydraulic structures are present, CFD is recommended, as
a mesh is easily created. However if the shape of the channel and present hydraulic structures become more
complex, SPH can be recommended, as they treat ’fragment-fluid-structure’ interactions and accompanied
free-surface variance more naturally. Lastly, if turbulence is an integral part within the investigation, CFD is
recommended, as at the moment SPH is limited in the representation of turbulence in a flow.
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A
ADDITIONAL LITERATURE

A.1. TURBULENCE MODELS

To simulate water flows with turbulent features as described in Section 2.1 there are roughly three turbulence
numerical models available in traditional CFD models, namely:

• In Direct Numerical Modeling (DNS) fluctuated values are directly implicated in the Navier-Stokes equa-
tions (Equation 2.3), without decomposing the flow into mean and fluctuating quantities and without
using additional turbulence models. As in this case, the length scales of the discretized numerical grid

should represent the Kolmogorov microscales (η= (ν3/ε)
1
4 ) and an enormous number of grid points are

needed. This makes this method practically impossible to use (even for barely turbulent flows) because
it simply requires an impossible amount of computing power. z

• In a Reynolds-Avaraged Navier Stokes (RANS) model, the time-averaged values are implicated in the
Navier-Stokes equation (Equation 2.4). The mean flow properties are smoothed over the flow, allowing a
courser grid and less computational time. Additional arbitrary equations (Reynolds stresses) are added
to approximate the effect of turbulence fluctuation of the flow. Simple one-equation models can be
used, such as Spalart Amaras (SA), where a transport equation is solved for the turbulence quantity of
the eddy viscosity νt related to the time scale. The length scale still has to be determined empirically,
which is virtually impossible for complex flows. Two-equation models such as k-ε and k-ω can also be
used, where two transport equations are solved for the turbulence quantities of the kinetic energy k and
the dissipation rate of the kinetic energy ε or the specific dissipation rate of the kinetic energy ω related
to the time and length scale. k-ε models are usually more used for free-stream problems and k-ω for
near-wall problems. Even k-ε SST can be used, which uses k-ω near the wall and switches to k-ε in free
flow. RANS models are the most standard used turbulence models.

• In a Large Eddy Simulation (LES) values are directly implicated in filtered Navier-Stokes equations for
larger scale eddies and additional turbulence models are added for smaller scale eddies. One could say
RNS is used for large scales and RANS for small scales, making LES a hybrid version of the two. One
drawback of LES is that is has difficulty predicting near-wall regions, due to the small turbulence scales
present there.

In contrast to CFD, the literature on turbulence modeling in SPH is quite scarce at present [51]. Efforts have
been made to directly solve Navier-Stokes equations in a Langrarian formulation for high turbulence flows.
This DNS approach in SPH gives the same problems as in CFD. As it is practically impossible to solve for all
length scales. Furthermore, the theoretical foundation of this method is lacking [52]. Regarding turbulence
models, there are some studies in which traditional CFD turbulence models are reproduced in SPH, such as
one-equation models [53], k-εmodels [54] and Large Eddy Simulation (LES) Issa et al. [55]. Where LES seems to
be the easier to apply than RANS models, as LES only models the small scale eddies, making it less dependent
on boundaries conditions and the modeling easier [52].

50



A.2. TECHNICAL REQUIREMENTS NUMERICAL METHOD

There are four requirements that the proposed numerical method must meet. It has to be noted, that at the
time these requirements were drawn up, the goal was to simulate a plastic debris accumulation in front of a
rack in stead of the later used sluice gate. Furthermore, the focus also included the need to simulate a proper
backwater rise in front of the rack (second requirement), this focus was later let go to keep the scope of the
project sizable.

1. The first requirement for the numerical method is to properly reproduce the blockage of the rack by
the gate- and carpet formation in front of it. Therefor it’s required that the plastic debris be modeled
as individual particles. As when the plastic particles are instead modeled as continuum, which is for
example done for sediment particles in most multi-phase flows, the plastic continuum will just flow
trough the rack without any blocking. Note that this requirement only applies to accumulation-focused
models. If one purely wanted to examine plastic behavior instead, continuum-based models can be
used.

2. The second requirement for the numerical method is to properly reproduce the backwater rise in front
of the rack. Therefor it’s required that in the model the dynamics between the entities of water and
plastic are numerically two-way coupled (Figure A.1b). Two-way coupling means that in this case in the
numerical model the water flow affects the plastic particles and in turn the plastic particles affect the
water flow. This is contrary to (Figure A.1a) one-way coupling, where the water flow affects the plastic
particles; however, plastic particles do not affect the water flow.

Figure A.1: Basic coupling approaches for numerical modeling

Therefore, when one would only like to examine the influence of flow characteristics and/or turbulence
on a particles or multiple particles, a one-way approach would suffice, as one would only be interested
in how the particles are affected by the water flow. However if a water-level rise caused by particle ac-
cumulation is wished to be replicated, a two-way approach is needed, as it is required that the plastic
particles blocking the rack, affect the water flow and therefor create a back-water rise.

3. The third requirement for the numerical method is that the rack structure can be truly set up in 3D. This
is necessary as the mesh of the rack is naturally made up of horizontal and vertical bars. And when the
set-up was 2D modeled, it would always mean that one of the two bar dimensions could not be modeled.
Since the length dimension in front of the rack would always is preferred to be included, as otherwise
carpet formation and back-water rise could not be simulated.

4. The last requirement for the numerical method is that it is user-friendly. This is assessed in the context
of available external support (which weighs heaviest), software usability and computational demand.
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A.3. NUMERICAL METHODS ASSESSMENT

The assessment of different numerical methods is comparable to a tiny jigsaw puzzle. First, the general numer-
ical methods, which can be seen as puzzle pieces, are described in the way that they represent water and/or
plastic. Then combinations of these puzzle pieces are made and assessed, which is the numerical coupling of
these methods. These assessments are based on the technical requirements mentioned above.

A.3.1. INVENTORY GENERAL NUMERICAL METHODS

• Computational Fluid Dynamics (CFD) is a Eulerian mesh-based numerical method that can model the
dynamics of fluid- and multiphase flows. A mesh is created by dividing a continuum flow domain into
several discrete subdomains. Physical information is stored at the nodes of the created grid.
Regularly used CFD software is the open-source free OpenFoam (OF) [56] and the commercially de-
veloped ANSYS Fluent (AS) [57], which is freely accessible (for 2D problems) with the TU license. In
general both OF and AS can be used for different problems given roughly the same results. For example
for both softwares standard RANS turbulence models like k-εmodels can be applied resulting roughly in
the same results [58].
An advantage of OF is the high degree of freedom and adjustability within the software due to the open
source nature. For example, there are no limitations on programming within OF and/or black boxes are
present. However this advantage is also a disadvantage, as for less experienced users this set-up can be
quite overwhelming. Whereas AF seems more user-friendly (f.e. multiple user-defined functions) for
users who are just getting familiar with numerical modeling. This premise was confirmed by talks with
people with ’hands-on’ experience (Pengxu, Jeremy Bricker).

• Smoothed-Particle Hydrodynamics (SPH) is a Langrarian mesh-free numerical method that can model
the dynamics of fluids and particles. Originally introduced to simulate astronomical problems by Gin-
gold and Monaghan [20]. A continuum domain is not modeled with a grid, but by a set of arbitrary
distributed nodal points. Every nodal point has it’s set of physical properties assigned (e.g., mass, den-
sity, velocity, position, pressure). At these points the discretised Navier–Stokes equations are integrated
at every time step based on neighbouring particles, which updates the local properties and therefor the
movement of these particles. The determination of which particles are considered neighboring is based
on a weighted kernel function (W), which is based on the smoothing length h. Which is circular for 2D
situations and spherical for 3D situations.
One of the disadvantages of SPH models is that they can have a high computational cost. Due to the
presence of small time steps to require to the Courant condition and the high number of particles. To
address this fact, Graphic Processing Units (GPUs) have been implemented in recent years to reduce
computing time [59]. This resulted in the development of a new open-source dualSPHysics software
[60], which is also the most used commercially available software.

• Particle Finite Element Method (PFEM) is a Langrarian mesh-based numerical method that can model
the hydrodynamics of fluid and multiphase flows. A mesh is created, but due constant remeshing, the
nodes on the grid move in a Langrarian manner through the simulation [61]. Therefor this method can
be seen as a kind of compromise between the mesh-based CFD and meshless SPH. The research done
with this method has been steadily growing in recent years [62], however, it is still the most infant of the
above-mentioned methods and therefor more difficult in usability. As little external support is available
and certain features such as two-way coupling are still missing [63]. That’s why this method is not taking
in to account for the numerical assessment.

• Discrete Element Method (DEM) is a Lagrangian numerical method that can model the dynamics of
discrete particles. Originally introduced to simulate behaviour of granular assemblies by Cundall and
Strack [41]. Today bulk materials, rocks, powders and pharmaceuticals are also commonly simulated
in DEM. Non-spherical particles can also be employed. DEM uses contact detection and contact forces
between particles to determine the movement of these particles. The software regularly used for DEM is
ROCKY [64].
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A.3.2. ASSESSMENT COUPLED NUMERICAL METHODS

• CFD-CFD is a two-way coupled approach used to simulate multi-phase flows where the fluid and the
debris are both modeled as a continuum. Meaning that no individual plastic particles are traced and
particle properties like shape and size only are not directly simulated, they are only indirectly repre-
sented in the density and volume of the entire particle-fluid. This means that simulating plastic accu-
mulation against a rack would not be possible, as the particles would flow between the bars, not meeting
the proposed requirements. It seems that CFD-CFD is more interesting if one wanted to investigate the
behavior of the plastic particles without structure interaction. An other problem with CFD-CFD is that
the free-surface is not naturally defined and more complicated methods like VoF models are needed for
compensation [17]. This becomes even a more complicated problem when floating objects are added
interacting with the free-surface. As stated in the inventory, software such as OpenFoam and ANSYS
FLuent is freely available and offers relatively good support options.

• CFD-DEM is a one-way or two-way coupled approach which simulates the fluid as a continuum and
the debris as discrete elements, so it already meets two of the technical requirements. Self proclaimed
open-source software like the CFDEM®project are freely available [65], which has been used to research
the effects of debris landslide in a water reservoir [66]. However it seems that available support is lacking
and some features like using non-spherical particles are not publicly available. So Ansys-EDEM is still
the most used software, which uses traditional ANSYS Fluent for the fluid simulation coupled to the
DEM-based Rocky [64]- or EDEM Software for the particle simulation. This software has been used,
among others, to simulate the blocking (two-way coupled) of a river by a landslide [67].However, the
problem with Ansys is that with the current TU license, 3D simulations are not possible and therefore it
does not meet one of the proposed technical requirements.

• SPH-SPH is a two-way coupled approach that simulates fluids and debris as discrete particles and ele-
ments. As they are both formulated in roughly the same matter the treatment of free motions of a body
inside a fluid is quite easy. The first simulations of floating bodies in fluid were performed by Bous-
casse et al. [68]. Recent examples of research are simulations of floating bodies in a none-linear waves
in 2D [69] and 3D [70], as well as simulations of floating booms in a two-phase flow (oil and water) [71].
The fluid-structure interface is easily defined due to the Langrarian nature of the model, which in turn
makes interactions between fluid and structures easier[72]. The problem with the SPH-SPH approach is
that there is no user-friendly software available, as every university uses its own written codes, making
general support hard.

• SPH-(DC)DEM is a two-way coupled approach which simulates the fluid and debris as discrete particles
and elements. This coupled method seems to have gained a lot of traction in the environmental flow
sciences recently [21]. Canelas et al. [22] introduced a method which unified the discretization of SPH
and DEM in the DualSPHysics software framework. He also validated his method [23], by reproducing
an experimental research of Zhang et al. [24] concerning dam-breaks. Furthermore, Canelas et al. [25]
conducted a study in which he simulated a stony particle flow flowing in water through a small-scale
slit check dam. This is an interesting set-up as it is of course quite similar to the set-up proposed in this
research. Furthermore, external support for the use of SPH-(DC)DEM should suffice as C. Altomare, a
core developer of the DualSPHysics numerical model, has expressed his willingness to help from abroad.

In conclusion, according to the summarized version of the assessment in table A.1 the SPH-(DC)DEM numer-
ical method appears to be the best possible option to simulate plastic debris accumulations in front of a rack.
Since it meets the most of the requirements proposed in Section A.2.

CFD-CFD CFD-DEM SPH-SPH SPH-DEM

Individual particles x X X X

Two-way coupling X X X X

Three-dimensional X x X X

Usability X X x X

Table A.1: Summary assessment of coupled numerical methods
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B
EXPERIMENTAL RESEARCH DATA

B.1. BUOYANCY EXPERIMENTS

Fragment Time #1 Time #2 Time #3 Time #4 Time #5 Rising velocity

Red #1 1.29 s 1.04 s 0.98 s 1.18 s 0.92 s 0.185 m/s

Red #2 1.14 s 0.87 s 0.80 s 0.81 s 0.81 s 0.226 m/s

Yellow 1.18 s 1.37 s 1.51 s 1.30 s 1.44 s 0.147 m/s

Blue 2.02 s 2.24 s 2.01 s 2.05 s 1.92 s 0.098 m/s

Green 6.01 s 5.50 s 4.12 s 3.66 s 3.67 s 0.044 m/s

Table B.1: Rising velocities time measurements per fragment type

B.2. FLUME EXPERIMENTS

Table B.2: Overview all flume experiments executed
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NO GATE EXPERIMENTS

x (m) y (mm)

0.15 87.4

1 84.1

2 81.4

3 78.5

4 78.7

5 79.1

6 79.9

7 76.1

8 72.3

9 67.8

10 64.0

11 57.6

12 55.5

12.5 47.3

Table B.3: Water elevation
measurements

x (m) y (mm)

0.15 76.1

1 74.3

2 73.7

3 70.6

4 70.6

5 69.5

6 69.8

7 67.2

8 64.3

9 59.6

10 57.8

11 53.3

12 48.0

12.5 41.5

Table B.4: Water elevation
measurements

x (m) y (mm)

0.15 131.0

1 131.8

2 130.7

3 127.8

4 127.8

5 126.9

6 124.6

7 121.4

8 116.0

9 110.7

10 106.8

11 101.9

12 88.5

12.5 78.3

Table B.5: Water elevation
measurements

Figure B.1: Water elevation measurements over flume length
for different flow rates
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GATE EXPERIMENTS

Figure B.2: Water elevation measurements over flume length
Initial conditions 4.5 cm

x (m) y (mm)

1 146.7

2 145.5

3 145.0

4 145.0

5 25.0

6 24.6

7 33.7

8 66.4

9 67.3

10 54.1

11 52.5

12 52.9

Table B.6: Water elevation
measurements

Figure B.3: Water elevation measurements over flume length
Initial conditions 5.0 cm

x (m) y (mm)

1 128.6

2 128.6

3 127.4

4 128.8

5 22.3

6 30.1

7 86.6

8 75.5

9 60.4

10 60.3

11 51.0

12 48.4

Table B.7: Water elevation
measurements

Figure B.4: Water elevation measurements over flume length
Initial conditions 5.3 cm

x (m) y (mm)

1 122.5

2 121.8

3 121.0

4 121.8

5 24.0

6 64.2

7 62.8

8 63.4

9 70.0

10 60.2

11 56.6

12 51.6

Table B.8: Water elevation
measurements
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PASSING RATIOS AND CARPET LENGTHS

Gate opening Red Yellow Blue Green

45 mm 0% 0.5% 52% 100 %

50 mm 0% 2.5 % 92% 100 %

53 mm 1 % 2 % 99% 100 %

Table B.9: Pass ratios results by item per configuration from
experimental data

Gate opening Red Yellow Blue Green

45 mm 49.6 cm 13.2 cm 8.4 cm 0 cm

50 mm 48.7 cm 15.3 cm 7.8 cm 0 cm

53 mm 43.6 cm 8.8 cm 2.4 cm 0 cm

Table B.10: Carpet length results by item per configuration
from experimental data

Figure B.5: Bar chart of passing ratio’s for all
fragments per gate configuration obtained from

experimental research

Figure B.6: Bar chart of carpet lengths for all fragments per gate
configuration obtained from

experimental research
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C
NUMERICAL DESIGN INPUT

Figure C.1: Velocity profile low; d = 0.076 m; u = 0.39 m/s; ks = 0.00016; S = 0.00072

Figure C.2: Velocity profile medium; d = 0.088 m; u = 0.42 m/s; ks = 0.00015; S = 0.00075
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Figure C.3: Velocity profile high; d = 0.132 m; u = 0.63 m/s; ks = 0.00009; S = 0.0011

Figure C.4: Velocity profile 4.5 cm; d = 0.146 m; u = 0.23 m/s; ks = 0.0002; S = 0.00016
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Figure C.5: Velocity profile 5.0 cm; d = 0.128 m; u = 0.26 m/s; ks = 0.0002; S = 0.00023

Figure C.6: Velocity profile 5.3 cm; d = 0.122 m; u = 0.27 m/s; ks = 0.00019; S = 0.00026
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D
SUPPLEMENTARY NUMERICAL RESULTS

D.1. RED FRAGMENTS

4.5 CM GATE OPENING

(a) e = 0.60
(b) e = 0.75

Figure D.1: Final carpet situation for red fragments with ρnum for a 4.5 cm gate opening configuration

(a) e = 0.60 (b) e = 0.75

Figure D.2: Final carpet situation for red fragments with ρexp for a 4.5 cm gate opening configuration
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5.0 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.3: Final carpet situation for red fragments with ρnum for a 5.0 cm gate opening configuration

(a) e = 0.60 (b) e = 0.75

Figure D.4: Final carpet situation for red fragments with ρexp for a 5.0 cm gate opening configuration

5.3 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.5: Final carpet situation for red fragments with ρnum for a 5.3 cm gate opening configuration

(a) e = 0.60 (b) e = 0.75

Figure D.6: Final carpet situation for red fragments with ρexp for a 5.3 cm gate opening configuration
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D.2. YELLOW FRAGMENTS

4.5 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.7: Final carpet situation for yellow fragments ρnumer i cal

(a) e = 0.60 (b) e = 0.75

Figure D.8: Final carpet situation for yellow fragments with ρexper i ment al
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5.0 CM GATE OPENING

(a) e = 0.60
(b) e = 0.75

Figure D.9: Final carpet situation for yellow fragments ρnumer i cal

(a) e = 0.60 (b) e = 0.75

Figure D.10: Final carpet situation for yellow fragments with ρexper i ment al

5.3 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.11: Final carpet situation for yellow fragments ρnumer i cal
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(a) e = 0.60 (b) e = 0.75

Figure D.12: Final carpet situation for yellow fragments with ρexper i ment al

D.3. BLUE FRAGMENTS

4.5 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.13: Final carpet situation for blue fragments ρnum

(a) e = 0.60 (b) e = 0.75

Figure D.14: Final carpet situation for blue fragments with ρexp
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5.0 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.15: Final carpet situation for blue fragments ρnum

(a) e = 0.60 (b) e = 0.75

Figure D.16: Final carpet situation for blue fragments with ρexp

5.3 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.17: Final carpet situation for blue fragments ρnum

(a) e = 0.60 (b) e = 0.75

Figure D.18: Final carpet situation for blue fragments with ρexp
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D.4. GREEN FRAGMENTS

4.5 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.19: Final carpet situation for green fragments ρnum

(a) e = 0.60 (b) e = 0.75

Figure D.20: Final carpet situation for green fragments with ρexp
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5.0 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.21: Final carpet situation for green fragments ρnum

(a) e = 0.60 (b) e = 0.75

Figure D.22: Final carpet situation for green fragments with ρexp

5.3 CM GATE OPENING

(a) e = 0.60 (b) e = 0.75

Figure D.23: Final carpet situation for green fragments ρnum

(a) e = 0.60 (b) e = 0.75

Figure D.24: Final carpet situation for green fragments with ρexp

68



D.5. ANOMALIES REGARDING DENSITY

(a) t = 2920 s (b) t = 2940 s

(c) t = 2960 s (d) t = 2980 s

Figure D.25: Anomaly Scenario 3 red fragments with gate opening height of 5.3 cm

(a) t = 3300 s (b) t = 3320 s

(c) t = 3340 s (d) t = 3360 s

Figure D.26: Anomaly Scenario 4 blue fragments with gate opening height of 5.0 cm
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(a) t = 3600 s (b) t = 3700 s

(c) t = 3800 s (d) t = 3900 s

Figure D.27: Anomaly Scenario 1 blue fragments with gate opening height of 5.3 cm
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