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Preface
Space flight has been a passion of mine for as long as I can remember. This made the decision of going
to Delft, studying Aerospace engineering, and a thesis in a space topic very easy. I became familiar
with the concept of solar sailing during my studies and it immediately amazed me. While ”riding on a
beam of light” seems to only exist in science fiction movies, the concept has actually flown and proven to
work. I feel very lucky to have had the opportunity to apply the concept of solar sailing in my thesis work
and I sincerely hope that this work can contribute to the body of knowledge of (solarsail) trajectories
for solarstorm detection.

Before you are to (hopefully) enjoy my thesis work, I want to highlight some people that have raised
this work to another level. First, I want to thank my friends and family for being the rubber duck1 by
listening to my unsolicited talks, which were essentially me thinking out loud. Next to that, I would like
to thank Jeannette for her supervision, dedication, valuable input, and fun talks throughout this thesis
project. Our weekly meetings were essential in steering me in the right way. Thanks to Jeannette, this
work has been submitted to the CEAS Aerospace Europe Conference 2021.

Niels Bakx
Delft, September 2021

1Retrieved from https://rubberduckdebugging.com/. Date accessed: 02092021.
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Abstract
Coronal Mass Ejections (CMEs), also called solar storms, that are on a trajectory to intersect the Earth
may cause, among others, the breakdown of power grid transformers, the malfunction of Earthorbiting
spacecraft, and disruptions in navigation and communication systems. The impact of a solar storm is
predicted to be in the order of trillions of euros and there is a probability of 12% that such an event occurs
within a decade. Nowadays, society is getting more and more dependent on technology which leads
to an everincreasing impact. It is therefore essential that society becomes aware of an approaching
storm in a timely manner, predicted to be two to three days, such that sufficient measures can be taken
to mitigate the impact. These storms are currently detected by spacecraft at or near the SunEarth 𝐿1
point. Because of the difference in time between the solarstorm arrival and the spacecraft warning
signal reception at Earth, a warning time of 30 to 60 minutes is achieved. This warning time can be
increased by placing a spacecraft further upstream of the CME propagation path, i.e., closer to the Sun.

This thesis work aims to do exactly what is written in the previous sentence, by designing periodic
trajectories that travel upstream of the CME propagation path by using a solar sail as sole propulsion
device. Due to the propellantless nature of a solar sail, the trajectories can bemaintained as long as the
operational lifetime of the spacecraft equipped with a solar sail. The propellantless feature is achieved
by reflecting photons off a highly reflective membrane, generating a continuous thrust. Previous work
aiming to increase the warning time for solar storms considered the use of heteroclinic connections
between Artificial Equilibrium Points (AEPs) in the vicinity of the sunwards solarsail displaced 𝐿1 (𝑆𝐿1)
point. The results showed that an average increase in warning time of approximately a factor 15 can be
obtained. This work builds on that work by also considering heteroclinic connections with AEPs in the
vicinity of the 𝑆𝐿5 point, thereby opening up the possibility of increasing the warning time even further.
These trajectories are found by defining the problem as an optimal control problem and will be solved
in 𝒫𝒮𝒪𝒫𝒯, a particular implementation of a direct pseudospectral method. An initial guess is required
and consists of heteroclinic connections between AEPs in the vicinity of the 𝑆𝐿1 and 𝑆𝐿5 point. These
connections utilise a piecewise constant (solarsail) steering law, which is obtained by a grid search
and genetic algorithm.

The optimal control problem utilises an objective function that comprises three elements: maximi
sation of the average and maximum increase in warning time along the trajectory and minimisation of
the distance to the CMEaxis. The last element results in maximising the probability that a spacecraft
in the trajectory detects a CME, as not all CMEs have the same shape. By defining the relative im
portance between the three elements, a periodic solarsail trajectory can be obtained that satisfies a
particular requirement or preference. With one spacecraft available and employing an ideal solarsail
model, nearterm solarsail technology (a lightness number of 0.05) can achieve a maximum increase
in warning time equal to approximately a factor 29.5 without compromising the other two elements. In
addition, an inverse relationship exists between maximisation of the average increase in warning time
and maximisation of the probability of CME detection. This correlation is indicated by a particular set of
trajectories that have an average increase in warning time and a probability of CME detection of [28.5,
49%], [24.2, 72%], [19.1, 89%], and [10.5, 100%]. In addition, the implementation of solarsail optical
imperfections yields a modest impact of at most 2.5% on the performance of a trajectory. The small
impact may be attributed to the small control effort of the periodic solarsail trajectories (a maximum
value of the solarsail pitch angle, 𝛼, of ± 18 deg). Furthermore, advances in solarsail technology are
assessed by increasing the solarsail lightness number: an increase of 0.01 results in a performance
increase of 1% to 8%, depending on the objective parameter and the nature of the trajectory.

Despite the promising results, the warning time that is achieved by a spacecraft in a periodic solar
sail trajectory from this thesis work does not fulfil the time requirement to prepare society for an ap
proaching solar storm. However, it is suspected that the combination of a solarsail spacecraft in a
trajectory as designed in this thesis together with a spacecraft to predict CME events, such as a space
craft in the vicinity of the 𝐿5 point, provides a sufficiently prompt and accurate warning signal.
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𝑅𝑡 Toroidal height
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1
Introduction

This chapter introduces the thesis work. At first, the relevancy is highlighted in Sec. 1.1 by giving an
overview of the problem at hand: the need for an increase in solarstorm warning time. After that, the
concept of solar sailing is outlined in Sec. 1.2, which is considered in this thesis to solve the problem
at hand. Subsequently, Sec. 1.3 defines the research objective and questions. Finally, the structure of
this report is given in Sec. 1.4.

1.1. Space Weather
The space between the Sun and the Earth is not as empty as humans had imagined in the 1950s [1].
It is estimated that every second the Sun emits approximately one million tonnes (109 kg) of charged
particles outwards, called the solar wind, into its environment [2]. The outer atmosphere of the Sun,
the corona, is so hot that the pressure is larger than the Sun’s own gravity, leading to the outflow of
the wind. The solar wind creates the interplanetary magnetic field as it carries the Sun’s magnetic field
into space, interacting with all bodies in the solar system, including Earth. Usually, the Sun’s activity
does not harm Earth’s environment, as Earth’s magnetosphere and atmosphere protect it from solar
wind activities [2]. However, the Sun’s activity is neither uniform nor steady so (large) disturbances can
create peaks in energy releases that may impose a risk on Earth’s environment [2]:

• Solar flares are outbursts of radiation from the Sun in the order of 1019 J to 1025 J and can
affect Earth’s ionosphere, leading to disruptions in, for instance, navigation and communication
signals. These outbursts might be responsible for large restructuring of the magnetic field in the
Sun’s corona resulting in larger Sun activity events, which are listed below [1, 3].

• Solar Energetic Particles (SEPs) form due to the dynamic processes in the coronal and inter
planetary plasma that highly accelerate charged particles; protons, electrons, and ions ranging
from a few keV to GeV. SEPs can reach velocities up to half the speed of light, arriving at Earth
a few minutes later. They can lead to the malfunctioning of spacecraft hardware outside the
magnetosphere and an increase in the radiation dose of astronauts [1].

• Coronal Mass Ejections (CMEs), also known as solar storms, are explosive releases of plasma
from the corona into the solar system. These ejections have a mass of typically 1011 kg to 1013
kg and are the strongest contributor to space weather [2]. If they are on a trajectory to intersect
the Earth, they can interact with Earth’s magnetic field, which may ultimately lead to geomagnetic
storms that induce an electric current in wires and temporarily increase the radiation dose for
humans [4].

The focus of this study will be on the detection of CMEs, as these are the strongest contributor to
space weather. A solar storm can, among others, cause the breakdown of power grid transformers, the
malfunctioning of Earthorbiting spacecraft, and disruptions in navigation and communication systems
[5]. Reference [6] has predicted a 12% chance of a solar storm occurring within a decade, making it a
realistic event in a lifetime. The impact of such a solar storm may be in the order of trillions of euros
[7, 8]. As society is getting more and more dependent on technology, it is expected that the impact of
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2 1. Introduction

a solar storm will only increase over the years. It is therefore essential that a solar storm is detected
with sufficient warning time, such that adequate measures can be taken to mitigate the impact.

Currently, solar storms are detected by spacecraft orbiting the SunEarth 𝐿1 point, such as SOHO
(ESA/NASA, 1995), ACE (NASA, 1997), WIND (NASA, 2004), and the Deep Space Climate Observa
tory (NOAA/NASA, 2015) [9]. Due to the difference in time between a solar storm arriving at Earth and
the spacecraft warning signal reception at Earth, a solarstorm warning time of 30 to 60 minutes can
be achieved [10]. Consequently, this warning time can be increased by placing a spacecraft upstream
of the path of the CME, i.e., closer to the Sun, thereby allowing for an earlier detection compared to
current missions. It is estimated that two to three days are required to fully prepare for solarstorm
disruption, which indicates the scope for improvement compared to a current warning time of 30 to 60
minutes [11]. The concept of solar sailing may aid in placing a spacecraft further upstream, which will
be elaborated upon in the next section.

1.2. Solar Sailing
The first practical ideas of using a solar sail date back 100 years ago, to 1920. Tsiolkovsky and Tsander
discussed using ”tremendous mirrors of very thin sheets” for mission applications [10]. It was not until
1950 that this concept was published in popular literature. Finally, in 2010, the first solar sail was
successfully deployed by JAXA: the IKAROS mission [12]. Not much later NASA launched its first
successful solarsail mission: NanoSailD2 [13]. The Planetary Society added LightSail1 and 2 to the
list of successful solarsail missions in 2015 and 2019, respectively [14]. Planned solarsail missions
are NASA’s NEA Scout (end 2021) and JAXA’s OKEANOS (2026) mission [15, 16].

Solar sails have become increasingly popular because of their propellantless nature: by reflecting
solar photons off a highly reflective sail membrane, a continuous form of thrust is generated [10]. As
opposed to traditional propulsion methods, solar sails do not require propellant to generate thrust. The
continuous solarsail thrust may reduce mission costs as the need for propellant is reduced/eliminated,
which leads to the decrease in launch mass. In addition to that, new mission applications that were
previously deemed infeasible can become a reality [4, 10].

The continuous solarsail acceleration may aid in the field of solarstorm detection in several ways.
Firstly, this acceleration results in a sunwards shift of the SunEarth 𝐿1 point, called the 𝑆𝐿1 (sub𝐿1)
point. As this equilibrium point is closer to the Sun and therefore closer to the origin of the CME, a
spacecraft at or near this location may achieve an increase in warning time of approximately a factor
1.8 compared to current missions at 𝐿1 [9]. Furthermore, by tilting the solar sail with respect to the
SunEarth line, the continuous solarsail acceleration vector is tilted as well. This allows for a surface of
Artificial Equilibrium Points (AEPs). Solarsail assisted manifolds originating from the AEPs (including
the 𝑆𝐿1 point) may allow for the spacecraft to travel even further upstream of the CME propagation
path, thereby potentially increasing the solarstorm warning time significantly [17].

There has not yet been an actual solarsail mission dedicated to solarstorm detection but theoretical
studies have shown the potential. In particular, NASA’s Geostorm and Sunjammer mission concepts
were designed to be in an orbit about the 𝑆𝐿1 point (achieving an increase in solarstorm warning time
of a factor 1.8 with respect to current missions at the 𝐿1 point) [9, 10]. Furthermore, a mission con
cept relying on socalled SpaceChips utilised the unstable sunward solarsail assisted manifolds of a
halo orbit, which allowed an increase in solarstorm warning time of a factor nine [18, 19]. Although
a significant increase in warning time, the main downside of constantly replenishing the manifold with
high areatomass spacecraft deems this mission concept impractical or infeasible for longer mission
durations. To resolve this, a periodic solarsail trajectory should exist that allows the solarsail space
craft to travel upstream of the CME propagation path after which it returns to its initial state. Then, the
same trajectory can be repeated and, due to the propellantless nature of a solar sail, be maintained
as long as the lifetime of the spacecraft and solar sail. The feasibility of a solarsail periodic trajectory
has been shown by Ref. [17]. This reference found an average increase in solarstorm warning time
of approximately a factor 15 by using heteroclinic connections between AEPs in the vicinity of the 𝑆𝐿1
point, as displayed by the solid PSOPT2 trajectory line in Fig. 1.1.

This thesis work will build on the current body of knowledge regarding solarstorm detection by
looking for periodic solarsail trajectories in the vicinity of the 𝑆𝐿1 and 𝑆𝐿5 point, which may result in a
larger increase in solarstorm warning time as the trajectory may cross the CMEaxis further upstream.
A graphical impression of such a trajectory is presented in Fig.1.2. An optimal control problem is defined
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Figure 1.1: The solarsail trajectory (cyan) that achieves an average increase in solarstorm warning time of a factor 15 retrieved
from Ref. [17].

and will be solved in 𝒫𝒮𝒪𝒫𝒯, a particular implementation of a direct pseudospectral method [20]. This
method requires an initial guess trajectory and consists of heteroclinic connections between AEPs in
the vicinity of the 𝑆𝐿1 and 𝑆𝐿5 point. The piecewise constant steering law of the solar sail on the
spacecraft is obtained by a grid search and genetic algorithm.

Sun

Earth𝑆𝐿1 Ԧ𝑥

Ԧ𝑦

AEPs
CME-axis
Periodic solar-sail
trajectory

𝑆𝐿5

Figure 1.2: Graphical overview of a periodic solarsail trajectory in the vicinity of the 𝑆𝐿1 and 𝑆𝐿5 point.

1.3. Research Questions
The previous sections outlined the relevancy of solarstorm detection and the potential role of solar
sailing in it. As a result, the focus of the thesis work will be on finding periodic solarsail trajectories
that increase the solarstorm warning time with respect to current missions at the SunEarth 𝐿1 point.
To achieve this, a research objective is defined, which is formulated as

To increase the warning time for solar storms heading towards the Earth with respect to current
mission (designs) by designing a periodic solarsail trajectory that travels as far as possible upstream
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of the CMEaxis.

This objective can be achieved by answering the following research questions:

A) How can heteroclinic(like) connections between solarsail displaced equilibrium points in the
vicinity of the 𝑆𝐿1 and 𝑆𝐿5 point be used to generate a trajectory that travels upstream of the
CMEaxis using a piecewiseconstant sail attitude?

B) Can the piecewiseconstant sail attitude profile be optimised to a continuously varying sail attitude
profile to improve the performance of the solarstorm detection trajectories?

C) What is the effect of including optical imperfections in the solarsail model on the performance of
the solarstorm detection trajectories?

D) What is the effect of mid to farterm advances in solarsail technology on the performance of the
solarstorm detection trajectories?

1.4. Report Outline
The research questions outlined in the previous section will be addressed in Ch. 2, the main part of
the thesis report. This chapter is written in a journal article format. In particular, it is written in a format
according to the American Institute of Aeronautics and Astronautics (AIAA), which publishes the Journal
of Guidance, Control, and Dynamics, a monthly peerreviewed scientific journal. Writing it in this form
allows for the readiness to submit the thesis to this journal. The journal article is titled Using Solarsail
Induced Dynamics to Increase the Warning Time for Solar Storms Heading Towards Earth and begins
with another abstract and introduction in Section I, which is a more compact version of the ones that
were outlined in this chapter of the thesis report. After that, an overview of the dynamics and models
that are used in the thesis are presented in Section II. In Section III the article continues by generating
initialguess trajectories that are used in Section IV to solve the optimal control problem. The main
results of the thesis are also presented here. The technical part ends with a sensitivity analysis on the
model choices that were made at the beginning of the thesis in Section V. Finally, the journal article
ends with the conclusions in Section VI. After the journal article, the thesis report continues with the
conclusions and recommendations in which, among others, the research questions will be answered
and suggestions will be made for work that can be done as a followup study in Ch. 3. Subsequently,
Appendix A presents the verification and validation of the models and numerical techniques which are
used throughout the thesis. The thesis report ends with Appendix B displaying additional computations
to support the thesis results.
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Using Solar-sail Induced Dynamics to Increase the Warning
Time for Solar Storms Heading Towards Earth

N.K.M. (Niels) Bakx∗

Delft University of Technology, Delft, Zuid-Holland, 2629HS, The Netherlands

This paper investigates the use of solar-sail technology to increase the warning time for

Coronal Mass Ejections (CMEs) heading towards Earth. In addition, this research will build

upon the current understanding of using solar-sail dynamics with regards to CME detection

by providing insights into the problem characteristics. The warning time is proportional to

the distance from the Earth to the spacecraft detecting the CME: a current warning time of

30 to 60 minutes is achieved by satellites at or near the Sun-Earth !1 point. By considering

the actual shape of a CME, the continuous solar-sail acceleration from the solar sail can be

used to find a periodic trajectory that travels further upstream of the CME-axis, thereby

increasing the warning time with respect to current missions. Finding a periodic solar-sail

trajectory can be regarded as an optimal control problem, which requires a near-feasible initial

guess trajectory. the latter is found by generating heteroclinic connections between artificial

equilibriumpoints in the vicinity of the sub-!1 and sub-!5 point through the use of a grid search

and a genetic algorithm. The optimal control problem is solved with a direct pseudospectral

method, resulting in four representative trajectories, each having specific (dis)advantages. The

performance impact due to (the uncertainty of) non-ideal sail properties, change in lightness

number, and variation in CME size are investigated. Ultimately, the most optimal trajectory

increases the average and maximumwarning time by a factor 20 and 30 with respect to current

missions at !1, respectively, with a 90% probability that the spacecraft detects the CME.

I. Introduction

Space weather caused by the Sun can have serious consequences on Earth and its society [1]. Explosive releases

of plasma, also called Coronal Mass Ejections (CMEs) or solar storms, that are headed towards Earth interfere

with Earth’s magnetic field and, among others, expose humans to a larger dose of radiation, disrupt communication

and navigation systems, and induce an electric current in wires. If the CME is strong enough, this electric current can,

for example, cause power grids to break down and cause Earth-orbiting spacecraft to malfunction [2]. The economic

impact of such a solar storm is predicted to be in the order of trillions of euros and the chance of an occurrence of a
∗Graduate Student, Department of Astrodynamics and Space Missions, Faculty of Aerospace Engineering, niels.bakx@live.nl



strong solar storm is estimated to be 12% in a decade, making it a realistic occurrence in a lifetime [3–5]. Combined

with the fact that there is an increasing dependency in society on technology, it is essential that people receive a timely

warning of an approaching solar storm so that adequate measures can be taken to mitigate the impact. It is estimated

that two to three days are required to prepare for disruption [6].

Currently, solar storms are detected and warned for by spacecraft orbiting the Sun-Earth !1 point such as SOHO

(ESA/NASA, 1996), ACE (NASA, 1997), WIND (NASA, 2004), and DSCOVR (NOAA/NASA, 2015) [7]. Due to the

difference in time between the solar-storm arrival and the spacecraft warning signal reception at Earth, a solar-storm

warning time of 30 to 60 minutes can typically be achieved [8]. Consequently, the solar-storm warning time can be

increased if the CME is detected further upstream of its propagation path, i.e., closer to the Sun. A solar sail can be

utilised to this end by exploiting the continuous solar-sail acceleration to shift the Sun-Earth !1 point sunward, called the

(!1 (sub-!1) point [8]. This continuous acceleration results from the reflection of solar photons off a highly reflective

membrane, which is, as opposed to conventional methods that depend on expelling mass, only limited by the lifetime of

the sail [8]. In addition to a sunwards shift of the !1 point, solar-sail assisted manifolds of the (!1 point may be able to

substantially increase the solar-storm warning time by allowing the spacecraft to travel even further upstream of the

CME propagation path [9].

The first practical ideas of using a solar sail date back to 1920, when Tsiolkovsky and Tsander discussed using

"tremendous mirrors of very thin sheets" [8]. In 2010, solar sailing became a reality by the successful launch of JAXA’s

IKAROS mission, followed by NASA’s NanoSail-D2 mission in the same year [10, 11]. These missions were later

followed by LightSail-1 (2015) and -2 (2019) from The Planetary Society [12]. Planned missions are NASA’s NEA

Scout (2021) and JAXA’s OKEANOS (2026) [13, 14].

There has not yet been an actual solar-sail mission dedicated to solar-storm detection. However, theoretical studies

show promising results of an increase in solar-storm warning time using the concept of solar sailing. In particular,

NASA’s Sunjammer and the Geostorm mission were designed to be stationed in an orbit about the Sun-Earth (!1 point,

allowing for an increase in solar-storm warning time of almost a factor two compared to traditional missions at the

Sun-Earth !1 point [7, 8]. Another concept exploits the unstable sunward manifold of a solar-sail halo orbit around the

Sun-Earth (!1 point to travel upstream of a CME by constantly replenishing the manifold with small high area-to-mass

ratio spacecraft, also called SpaceChips [15, 16]. As there will always be a spacecraft upstream of the CME path, an

increase in solar-storm warning time of approximately a factor nine can be achieved compared to mission designs

that remain relatively close to the (!1 point [15]. The main downside of this mission concept is that the lifetime of

the mission is restricted by the number of SpaceChips. In addition, note that all these studies assumed that a CME

propagates along the Sun-Earth line. A study that considered the actual shape of a CME while it propagates through

interplanetary space is Ref. [9], which proposed the use of homo- and heteroclinic connections between Artificial

Equilibrium Points (AEPs) in the vicinity of the Sun-Earth (!1 point to increase the solar-storm warning time [17].
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This concept resulted in an average increase in solar-storm warning time of approximately a factor 15 compared to

current missions at the !1 point, which is a substantially larger increase than what is achieved by the Sunjammer and

Geostorm mission concept [9]. Furthermore, as opposed to the work in Ref. [15, 16], the trajectory is periodic, meaning

that a constant replenishment of spacecraft is not required.

The results of Ref. [9] were promising, but only considered heteroclinic connections in the vicinity of the (!1 point,

thereby potentially restricting the search space too much; the increase in warning time may be further increased by

considering heteroclinic connections with AEPs in the vicinity of the (!5 point as well. Consequently, this study will

focus on finding solar-sail periodic trajectories that consist of heteroclinic connections between AEPs in the vicinity of

the (!1 and (!5 point to increase the solar-storm detection time with respect to current missions at the Sun-Earth !1

point. A grid search and genetic algorithm is used to generate these trajectories. At the same time, insights into the

problem characteristics are provided to build upon the current knowledge of using solar-sail dynamics with regards to

solar-storm detection.

The solar-sail periodic trajectories may be further optimised by defining an optimal control problem. The objective

of the optimal control problem defined in this work consists of three performance metrices: the average increase in

warning time along the trajectory, the average distance to the CME-axis, and the maximum increase in warning time

at any point along the trajectory. Consequently, different optimal trajectories can be found by specifying the relative

importance of each property. An open-source direct pseudospectral algorithm, PSOPT , is used to solve the optimal

control problem [18]. The algorithm requires an (almost-)feasible initial guess trajectory for initiation, which, comprises

the results of the grid search and genetic algorithm.

The structure of this paper is as follows. First, Section II presents an overview of the dynamics and the models

that are used in the study. In addition, it presents some first order insights into the solar-sail dynamics that can be

used in the determination of a trajectory suitable for solar-storm detection. Section III uses these insights to generate

(initial-guess) solar-sail periodic trajectories while at the same time build on the current understanding of exploiting

solar-sail dynamics for solar-storm detection. These initial guess trajectories are used as an input to the optimal control

problem that is defined in Section IV. In addition, this section presents the results to the optimal control problem.

Subsequently, Section V performs a sensitivity analysis on the models and parameters that have been used in the analysis,

in particular, the solar-sail model, the CME size, and the solar-sail lightness number∗. Finally, the paper ends with the

conclusions in Section VI.

II. Dynamics
This section presents the models that will be utilised in the remainder of the paper. In particular, the dynamical

model, the solar-sail model, and the CME-model are discussed. Moreover, this section will present the effects of the
∗The lightness number is defined as the ratio between the solar radiation pressure acceleration and the solar gravitational acceleration [8].
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addition of a solar-sail acceleration to the classical (i.e., unperturbed) dynamics and its potential usefulness with regards

to solar-storm detection. Each section presents a model or insight that acts as a building block to be able to generate

periodic solar-sail trajectories suitable for solar-storm detection in the next sections.

A. Dynamical Model

Following the approach taken in previous studies [7, 9], the Sun-Earth Circular Restricted Three-Body Problem

(CRTBP) is adopted as the dynamical model. In particular, a two-dimensional formulation, referred to as the planar

CRTBP (PCRTBP), is employed as a CME that is headed towards Earth shows a clear correlation between its path

and the ecliptic plane (more information on this is given in Section II.C) [17]. As a result, limiting this study to the

motion of a solar-sail spacecraft in the ecliptic plane is justified. The PCRTBP describes the two-dimensional motion

of an infinitesimally small mass (spacecraft), <, under the gravitational influence of the masses of the two primaries:

the Sun’s mass, <1, and the Earth’s mass, <2. The gravitational influence of the spacecraft on the two primaries is

neglected. In addition, it is assumed that the Sun and the Earth move in circular orbits about the barycenter of the

system. A graphical overview of the dimensionless Sun-Earth PCRTBP can be seen in Fig. 1.

The reference frame that is used is a synodic reference frame, � (G, H, I), with the origin � at the barycenter, the

G-axis is oriented alongthe line from the Sun to the Earth, the I-axis in the direction perpendicular to the ecliptic plane,

and the H-axis in the direction to complete the right-handed reference frame. The frame rotates around the I-axis at a

constant angular velocity of ®l = l®̂I equal to the angular velocity of the Earth around the Sun.

The PCRTBP can be made dimensionless by defining a mass ratio, `, as [8]

` =
<2

<1 + <2
(1)

and is equal to 3.0404x10−6 in the Sun-Earth system. The unit of mass is set equal to the sum of the masses of the Sun

and the Earth and the unit of length as the distance between the Sun and the Earth. Using Eq. (1), the dimensionless

masses of the Sun and the Earth become 1 − ` and `, respectively. As the distance of a primary body with respect

to the barycenter has an inverse relation to its mass, the dimensionless distance of the Sun and Earth with respect to

the barycenter become ` and 1 - `, respectively. Finally, the unit of time is set to 1/l, with l = 1, such that one year

becomes 2c in dimensionless time units.

In the synodic reference frame � (G, H, I) the motion of the spacecraft is described by [8]

¥®A = ®0B − ∇* − 2 ®l × ¤®A (2)
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1 − 𝜇𝜇

Solar sail

Fig. 1 Graphical overview of (a solar sail in) the Sun-Earth planar circular restricted three-body problem.

where ®A = [G H I]) , ®0B is the solar-sail acceleration, and* is the effective potential, which is equal to [8]

* = −G
2 + H2
2
−

(
1 − `
A1
+ `
A2

)
(3)

where the position vectors from the Sun and the Earth to the spacecraft are denoted as ®A1 and ®A2, respectively, A1 = |®A1 |,

A2 = |®A2 |, ®A1 = [G + ` H I]) , and ®A2 = [G − (1 − `) H I]) . As mentioned before, two-dimensional motion is

considered, resulting in I = 0.

B. Solar-sail Model

In this study, for the definition of the solar-sail acceleration both an ideal and an optical solar-sail model are adopted.

Both models assume that the sail is perfectly flat. However, while the ideal model assumes pure specular reflection of

the incident photons, the optical sail model accounts for absorption, diffuse reflection, and thermal emission [8]. The

ideal model is more insightful, while the optical solar-sail model is more realistic than an ideal model and therefore

more relevant [8]. Therefore, at first, the ideal solar-sail model is used which is later replaced by the optical model in the

sensitivity analysis (see Ch. V).

The solar-sail acceleration can be expressed in a term that is tangent to the solar sail, 0C ®̂C and a component normal to

the sail, 0= ®̂= as

®0B = 0B ®̂< = 0C ®̂C + 0= ®̂= (4)

where ®̂< is a unit vector in the direction of the total solar-sail acceleration. A graphical representation of the solar-sail

acceleration components can be seen in Fig. 2. The solar-sail pitch angle, U, is defined as the angle between the incoming
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Fig. 2 Non-ideal solar-sail acceleration components adapted from Ref. [19].

photons (®̂A1) and the solar-sail normal direction ( ®̂=). The solar-sail pitch angle will be limited to U ∈ [−70, 70] deg as

within this range the optical solar-sail model is able to model real sail effects within 1-2% accuracy [20]. An auxiliary

angle can be defined as

q = arctan
(
0C

0=

)
(5)

which results in

\ = U − q (6)

The magnitude of the acceleration components tangent and normal to the solar sail, 0C and 0=, respectively, can be

expressed as [8]


0= =

1
2
V
1 − `
A21

[
(1 + Ã B) cos2 U + � 5 (1 − B)Ã cosU + (1 − Ã)

Y 5 � 5 − Y1�1
Y 5 + Y1

cosU
]

0C =
1
2
V
1 − `
A21
(1 − Ã B) cosU sinU

(7)

where V is the solar-sail lightness number, which is the defined as the ratio between the solar radiation pressure and the

solar gravitational acceleration, Ã is the reflectivity coefficient, B is the coefficient of specular reflection, � 5 and �1 are

the non-Lambertian coefficients of the front and back side of the solar sail, respectively, and Y 5 and Y1 are the front and

back side emissivity coefficients, respectively. Note that the dynamical model presented in Section II.A is given in the

synodic reference frame � (G, H, I), which means that the solar-sail acceleration should also be expressed in this frame.

An explicit expression for the solar-sail orientation in the � (G, H, I) frame is retrieved from Ref. [21]†:

<G =
G − `
A1
cos \ + H

A3
sin \

<H =
H

A1
cos \ − G − `

A3
sin \

(8)

where A3 =
√
(G − `)2 + H2. Then, the solar-sail acceleration in frame � (G, H, I) is defined as ®0B =

[
0B<G 0B<H

]) .
†The clock angle, used to define the solar-sail orientation in three-dimensional space, is set equal to 90 deg in the two-dimensional formulation

used in this paper.
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In this study, a lightness number of V = 0.05 is considered initially, which is in accordance with expected near-term

technological advances [22]. The effect of a change in the value of the lightness number on the performance of the

solar-storm detection trajectories will be examined in Section V. The values and uncertainties of the coefficients for the

ideal and optical solar-sail model are presented in Table 1 and are retrieved from NASA’s NEA Scout mission [23].

Note that there is no uncertainty in the coefficient set of the ideal solar-sail model, because they are an implicit result of

the assumptions of the model. In addition, when the coefficient set of the ideal solar-sail model is substituted in Eq. (7),

only a solar-sail acceleration component normal to the sail remains (0C = 0). Consequently, the direction of the total

solar-sail acceleration is the same as the direction of the solar-sail normal acceleration ( ®< = ®= and therefore \ = U) and

the solar-sail acceleration as in Eq. (7) reduces to [8]

®0B = V
1 − `
A21
( ®̂A1 · ®̂=)2 ®̂= (9)

Then, using Eq. (2), Eq. (8), and Eq. (9), the motion of the spacecraft as a function of the sail parameters (U, V) can

be rewritten as [24]

®¥A =


−m*̃
mG
+ 2 ¤H + V 1−`

A21

H

A3
cos2 U sinU

−m*̃
mH
− 2 ¤G − V 1−`

A21

G−`
A3
cos2 U sinU

 (10)

where *̃ = − G
2+H2
2 − (1 − V cos3 U) 1−`

A1
− `

A2
and is referred to as the modified effective potential.

Table 1 The coefficient set and its uncertainty retrieved from Ref. [23] for both an ideal and optical solar-sail
model.

Coefficient Ã, - B, - � 5 , - �1 , - 4 5 , - 41 , -

Ideal
Value 1.0 1.0 - - - -

Uncertainty - - - - - -

Optical
Value 0.91 0.94 0.79 0.67 0.025 0.27

Uncertainty 0.005 0.04 0.05 0.05 0.005 0.005

C. Coronal Mass Ejection model

The CME-model that describes the propagation of a CME headed towards Earth is retrieved from Ref. [17] and

is presented in Fig. 3. It takes into account all key evolutionary aspects and the magnetic field configuration. The

key evolutionary aspects are deflection, rotation, expansion, pancaking, front flattening, and rotational skew. The first

three aspects relate to the changes in orientation of a CME in interplanetary space, caused mostly by the solar wind.

Pancaking is the effect of a latitudinal stretch caused by the radial propagation of a CME. Furthermore, front flattening
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happens when a CME propagates much faster than the speed of the solar wind, which induces a drag force on the CME

and thereby flattens the front part. Finally, rotational skew occurs due to the rotation of the Sun and can be modelled

as a rotational deformation around the axis perpendicular to the line connecting the Sun and the Earth. These key

evolutionary aspects can generally be expressed by a force balance as [17]

®�� = ®�� + ®�� (11)

where ®� denotes a force vector and the subscripts �, �, and � correspond to hydrodynamic streamlining, gravity, and

magnetic tension, respectively. The numerical solution describing the axis of the CME (Fig. 12) to the force balance is

defined in a polar reference frame (%(;, W)) with the origin % at the center of the Sun, ; is the radius, and W is the angular

coordinate which is defined to be positive in counterclockwise direction. The numerical solution is equal to [17]

; (W) = 'C cos= (0W) (12)

where 'C = 1 + ` is the toroidal height of the CME, = = 0.25 is the coefficient of front flattening, and 0 = c
2WℎF where

WℎF = 25 deg is the angular half-width of the axis [17].

0 0.2 0.4 0.6 0.8 1 1.2
x, -

-0.6

-0.4

-0.2

0.2

0.4

y
, -

CME-axis

0
Sun

Earth

Fig. 3 Coronal Mass Ejection axis (CME-axis) with the CME-model from Ref. [17] projected onto the ecliptic
plane in the synodic reference frame � (G, H, I).

In this study, the CME-model is restricted to the ecliptic projection of the CME-axis and the CME boundary lines as

an objective for the spacecraft to travel upstream of it. The inner and outer boundary lines are modelled with Eq. (12)
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using ['C , =, WℎF ] = [0.815, 0.18, 15] and [1.115, 0.20, 32], respectively [17]. As a result, the radial size of the CME is

0.33 AU, which is equal to mean radial size of all detected CMEs during solar cycle 23 (1996 - 2009) [25]. Note that

only the "bottom part" (i.e., the fourth quadrant of the (G, H)-plane) of the CME is taken into consideration, as shown in

Fig. 3. Because of the dynamics of the Sun and the Earth, incoming CMEs propagate in an anti-clockwise direction.

As a result, upstream CME detection is restricted to the fourth quadrant of the (G, H)-plane. Furthermore, from the

fourth quadrant the spacecraft is able to look at the surface of the Sun that is about to rotate towards the Earth, thereby

allowing for earlier and better predictions of space weather events [26]. Although the CME prediction feature is not

considered in this study, it is still worthwhile to recognise it for possible follow-up studies.

D. Equilibrium Points

An equilibrium point is defined as a location where, once an object is placed there with zero velocity, no net

acceleration acts on the body, i.e., ¥®A = ¤®A = ®0. Substituting these conditions into Eq. (2) and assuming an ideal solar-sail

model, the location of an equilibrium point can be found by

∇* = ®0B = V
1 − `
A21
( ®̂A1 · ®̂=)2 ®̂= (13)

In the classical case (V = 0), solving Eq. (13) for the positional coordinates of the equilibrium points leads to the

five well-known Lagrange points in the (G, H)-plane. Including a solar-sail acceleration into the dynamical model allows

for surfaces of equilibria, which are referred to as AEPs. Equation (13) can only be satisfied if the operator ∇ is in the

same direction as ®̂=, which imposes a constraint on the required solar-sail acceleration to realise an AEP, and has to be

equal to ®̂= = ∇*/|∇* |. Rewriting Eq. (13) leads to the required lightness number to maintain an AEP as

V =
A21
1 − `

∇* · ®̂=(
®̂A1 · ®̂=

)2 (14)

A constraint should be imposed on the solar-sail acceleration as it cannot point towards the Sun, which can be

mathematically described as ®̂A1 · ®̂= ≥ 0. The AEPs as a function of lightness number (V ∈ [0, 0.1]) in the vicinity of the

Sun-Earth !1, !2, and !5 point appear in Fig. 4. As can be seen, the surface of AEPs shifts sunwards for an increase

in lightness number. The AEPs corresponding to a lightness number of V = 0.05 including the required solar-sail

orientation can be seen in Fig. 5. Note that the AEP along the line between the Sun and the respective Lagrange point is

referred to as a sub-Lagrange point. In Fig. 5, the (!1 and (!5 point are highlighted.
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Fig. 4 Surfaces of Artificial Equilibrium Points (AEPs) in the vicinity of the Sun-Earth !1, !2, and !5 point as
a function of lightness number (V ∈ [0, 0.1]).

(a) The vicinity of the (!1 point. (b) The vicinity of the (!5 point.

Fig. 5 Artificial Equilibrium Points (AEPs) and the required solar-sail orientation for a lightness number of
V = 0.05 in the vicinity of the (!1 and (!5 point.

E. Manifolds

To gain insight into any possible (natural) motion of a spacecraft with a solar sail at an equilibrium point, the stability

of the equilibrium point should be assessed at first. The AEPs in the vicinity of the (!1 and (!5 point are classified into

three categories according to their (linear) stability properties and can be seen in Fig. 6 [27].

The classes are defined as a function of the eigenvalues of the Jacobian, �, as [27]
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(a) The vicinity of the (!1 point. (b) The vicinity of the (!5 point.

Fig. 6 Stability classes of the AEPs in the vicinity of the (!1 and the (!5 point [27].

• Class T1: AEPs with eigenvalues: _1 = Ũ1 > 0, _2 = Ũ2 < 0, _3,4 = Ũ3 ± Ṽ38 with |Ũ3 | < | Ṽ3 |. The AEPs in this

class are unstable.

• Class T2: AEPs with all eigenvalues complex: _1−4 = Ũ1,2 ± Ṽ1,28 and |Ũ1,2 | > 0.001. The AEPs in this class

show some instability due to a real part larger than 0.001.

• Class T3: AEPs with all eigenvalues complex: _1−4 = Ũ1,2 ± Ṽ1,28 and | Ṽ1,2 | < 0.001. The AEPs in this class are

either stable (Ũ1,2 = 0) or almost stable (|Ũ1,2 | ∈ [0.000, 0.001]) as the time to leave the vicinity of the AEP is

large.

Furthermore, the Jacobian is defined as [8]

� =


0 �

m ¥A
m®A

����
®A0
2Ω

 ; Ω =


0 1

−1 0

 (15)

From Fig. 6 it can be seen that a small portion of the AEPs have unstable (linear) stability characteristics (class

T1, T2). A result of this characteristic is that when the state undergoes a small linear perturbation, natural motion, i.e.,

manifolds, away from/towards the AEP occurs. Manifolds can be obtained by perturbing the state in the direction of the

stable and unstable eigenvectors as

®G = ®G0 ± n ®a (16)
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where ®G is the state (position and velocity coordinates) of the spacecraft, ®a denotes the stable or unstable eigenvector

of the Jacobian, the subscript 0 indicates the conditions at the considered AEP, and n is a small linear perturbation

(10−6). Then, the unstable and stable manifolds are obtained by integrating the state ®G forwards and backwards in time,

respectively.

It should be noted that a small fraction of the AEPs in Fig. 6 belong to classes T1 and T2, meaning that only a minority

of AEPs have unstable and stable manifolds [27]. To generate equivalent manifold trajectories for AEPs from class T3,

the solar sail may be pitched in an orientation that is different from what is required to maintain the respective AEP. It

introduces a perturbing acceleration at the equilibrium point that is several orders larger than the linear perturbation n

[9]. Strictly speaking, the resulting manifold-like trajectories are not true manifolds because an active change in sail

attitude is required to initiate the motion; the spacecraft does thus not naturally move away or towards the AEP. However,

to ease the notation in this paper, these manifold-like trajectories will be referred to as manifolds from hereon.

The manifolds as a function of pitch angle for several AEPs in the vicinity of the (!1 and (!5 point can be seen in

Fig. 7. From inspection, a trend in the manifolds can be derived. First, it can be seen that the induced perturbation

due to the variation of the solar-sail orientation at the considered AEP is large enough such that unstable and stable

manifold-like trajectories can be obtained from the AEPs that fall under class T3. In addition, for pitch angles U > 0, the

stable and unstable manifolds propagate in a counterclockwise manner about the Sun whereas the manifolds for U < 0

propagate in a clockwise manner about the Sun. This insight will be used in subsequent chapters.

Fig. 7 Unstable and stable manifold trajectories as a function of the solar-sail pitch angle.
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III. Initial Guess Trajectories
Now that the previous section laid out the building blocks to generate periodic solar-sail trajectories, the search for

these trajectories can be initiated. It was determined in Section II.E that manifolds of AEPs (that fall under class T3 in

Fig. 6) can be created by changing the solar-sail pitch angle to a value different from what is required to maintain the

respective AEP. When an unstable and stable manifold from different AEPs match in four-dimensional position-velocity

space, a heteroclinic connection between the AEPs is realised. This paper investigates whether such a connection can be

utilised for solar-storm detection. In addition, to guarantee periodicity, a second heteroclinic connection is searched for

that allows the spacecraft to travel back towards the AEP from which the first heteroclinic connection was initiated, such

that this set of two heteroclinic connections creates a periodic trajectory. Note that this trajectory relies solely on the

continuous solar-sail acceleration as its propulsion source. As a result, the lifetime of such a mission is only limited by

the operational lifetime of the spacecraft equipped with the solar sail.

This section focuses on finding (almost-)feasible initial guess trajectories. These will be used for the optimisation

of periodic solar-sail trajectories in PSOPT , as described in the the introduction of this paper. At first, the problem

definition and methodology regarding the search for an initial guess is presented, after which the initial guess generation

itself is given. Note that the following assumptions are made:

1) An ideal solar-sail model is used.

2) A lightness number of V = 0.05 is taken, as discussed in Section II.B, which is in accordance with near-term

technological advances [22].

3) A constant CME size is used equal to the mean size of all CMEs detected in solar cycle 23 (1996 - 2009) [25].

4) The (initial-guess) trajectory comprises two heteroclinic connections, that depart and arrive at an AEP in the

vicinity of the Sun-Earth (!1 and (!5 points.

5) The solar-sail pitch angle is constant throughout each leg (manifold) of the trajectory (more information on this

is given in Section III.A).

A. Methodology

The problem set-up and terminology is graphically presented in Fig. 8. The trajectory that will be travelling upstream

of the CME-axis is composed of two heteroclinic connections between points ?1 and ?2, which are AEPs located in the

vicinity of the (!1 and the (!5 points. The first connection allows the spacecraft to travel from ?1 to ?2 and the second

connection from ?2 back to ?1. By this definition, the spacecraft is able to repeat the same trajectory. Each heteroclinic

connection consists of an unstable manifold that allows the spacecraft to move away from the AEP at ?1, and a stable

manifold that results in motion towards the AEP at ?2. In addition, each segment of the trajectory adopts a constant

pitch angle (U1−4). The state vector of unstable and stable manifolds should match each other in the four-dimensional

position-velocity space at the Poincaré section
∑
= {H = G tan \̃}. This Poincaré section is a hyper-plane where \̃ is the
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angle between the Sun-Earth line and the hyper-plane measured in the (G, H)-plane. The position and velocity error

between the state vector of the stable and unstable manifold on the hyper-plane is denoted as ΔA8 and ΔE8 , where 8 = 1, 2

and indicates the first or second heteroclinic connection, respectively. Following Ref. [28], a connection is regarded

feasible when the dimensionless position and velocity error satisfies ΔA8 ≤ 10−3 and ΔE8 ≤ 10−2 (i.e., 1.5x105 km and

0.30 km/s), respectively.

Sun
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Δ𝑟1, Δ𝑣1
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∑
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AEPs
CME-axis
Unstable manifold
Stable manifold

෨𝜃

Fig. 8 Problem set-up and terminology of finding a heteroclinic connection between AEPs at ?1 and ?2.

Initial guess trajectories will be chosen based on the minimisation of two different objective functions. The first

objective function, �1, searches for a trajectory that travels furthest upstream of the CME-axis, i.e., maximises the

maximum increase in warning time with respect to current missions at the Sun-Earth !1 point, :max, and is mathematically

defined as

�1 =
1
:max

+ @ ·
(
ΔA1 + ΔA2 +

ΔE1 + ΔE2
10

)
(17)

Note that :max is determined by the point on the trajectory that is located furthest upstream of the CME-axis. In Eq. (17),

@ is defined as

@ =


1 if ΔA1,2 > 10−3 or ΔE1,2 > 10−2

0 if ΔA1,2 ≤ 10−3 or ΔE1,2 ≤ 10−2
(18)

which is put in place to add a penalty to the objective function when the trajectory is infeasible. In addition, the weights

equal to one and 1
10 in Eq. (17) are used to scale the state error by one order smaller (O(10−3)) than the magnitude of

1
:max

(approximately O(10−2)) such that the performance of a trajectory is appropriately impacted if it is infeasible. The

second objective function, �2, aims for a trajectory that maximises the average increase in warning time with respect to
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current missions at the Sun-Earth !1 point, :avg, and is mathematically defined as

�2 =
1∫ )

0
: (C)
)
3C
+ @ ·

(
ΔA1 + ΔA2 +

ΔE1 + ΔE2
10

)
(19)

where : (C) is the increase in warning time along the trajectory, ) is the period of the trajectory, and @ is retrieved from

Eq. 18. The weights equal to one and 1
10 are chosen with the same rationale as in Eq. (17).

The determination of the increase in warning time with respect to current missions at the Sun-Earth !1 point, : , at a

particular point, ?, is visualised in Fig. 9. If point ? lies in the CME detection zone, i.e., in-between the CME boundary

Earth
Ԧ𝑥

Ԧ𝑦

𝑝

𝑑𝑝

CME-axis
CME boundary line
Trajectory

Sun

Ԧ𝑦
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𝑆𝐿1

Fig. 9 Definition of the increase in warning time with respect to current missions that are at the Sun-Earth !1
point.

lines, the increase in warning time is obtained by finding the perpendicular projection of ? onto the CME-axis and

dividing the arc length of the CME-axis from that point to the Earth, 3? , by the distance between the Earth and the !1

point,*�, as

: =
3?

*�

*� = GEarth − G!1
(20)

*� is defined to be the distance between the Earth and the Sun-Earth !1 point, where current CME detection missions

are located [7]. With this definition, : ? is the increase in warning time factor with respect to current missions that are

placed at or near the classical !1 point.
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B. Initial Guess Generation

A grid search is performed on various selected AEPs (presented in the next section) and the solar-sail pitch angles,

U1−4, to gain first-order insights into the dynamics of the problem and how they relate to the characteristics of the

trajectories. After that, trajectories are sought for within the subset of feasible grid-search trajectories that minimise

objective functions �1 and �2. Finally, a genetic algorithm (GA) will be used to find true initial guess trajectories. Note

that some of the insights of the grid search will be used in the genetic algorithm to achieve a more effective search.

1. Grid search: minimum error in state

Heteroclinic connections are sought for between five selected AEPs where the starting AEP can be selected from

?1 = [(!1, %3] and the arrival AEP can be selected from ?2 = [%1, (!5, %2, %3]. The points are graphically presented

in Fig. 10 and an overview of the coordinates of these points is given in Table 2. In addition to (!1 and (!5, %1 is

selected as the point located at the boundary of the considered set of AEPs, %2 is located halfway between (!1 and

(!5, and %3 is the AEP that crosses the CME-axis. Using this selection of ?1 and ?2, it is guaranteed that the resulting

trajectory crosses the CME-axis at least once. Several variable hyper-plane simulations have been performed and

it was concluded that a hyper-plane at the mid-distance between ?1 and ?2 contains sufficiently accurate trajectory

results, which is also concluded in Ref. [29]. This model assumption will be taken into account, allowing for one

fewer variable in the grid search (namely, \̃). The grid search consists of every combination of ?1, ?2,, U1−4 where

U1,4 = [−70 : 0.25 : 0] degrees, and U2,3 = [0 : 0.25 : 70] degrees. The minimum and maximum solar-sail pitch angle

value of ±70 degrees is in accordance with Section II.B [20]. Furthermore, the rationale behind the decision to only

consider negative and positive values for U1,4 and U2,3, respectively, is outlined in Section II.E.

Table 2 Position coordinates of the five AEPs that are selected as ?1 and ?2 for the grid search.

%1 (!5 %2 %3 (!1

x-coordinate, - 0.000 0.483 0.849 0.978 0.980
y-coordinate, - -0.983 -0.856 -0.496 -0.100 0.000

For each combination of the grid search, the following steps are performed to obtain a (periodic solar-sail) trajectory:

1) Forward propagate the unstable manifold at ?1 using U = U1 until the hyper-plane
∑

is crossed.

2) Backward propagate the stable manifold at ?2 using U = U2 until the hyper-plane
∑

is crossed.

3) Forward propagate the unstable manifold at ?2 using U = U3 until the hyper-plane
∑

is crossed.

4) Backward propagate the stable manifold at ?1 using U = U4 until the hyper-plane
∑

is crossed.

5) Evaluate the norm difference between the unstable and stable manifold state vector at the hyper-plane crossing,

i.e., at the linkage, (ΔA8 and ΔE8 for 8 = 1, 2), where ΔA8 ≤ 10−3,ΔE8 ≤ 10−2 (i.e., 1.5x105 km and 0.30 km/s) is

regarded as a feasible trajectory.
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6) Determine the maximum increase in warning time (:max), the average increase in warning time (:avg), the period

()), the fraction of time spent in the CME detection zone (C/)), and the number of required spacecraft to maintain

continuous CME monitoring (=sc), i.e., to ensure that there will always be a spacecraft in the CME detection

zone.

For each combination of ?1 and ?2 the trajectories that have the smallest error in the state at the linkage, Δ(A + E)min, are

displayed in Fig. 10. Note that the objective in these grid-search results is to minimise the state error at the hyper-plane,

rather than objective functions �1 or �2 (which will be used in subsequent sections). A summary of the properties of the

trajectories is given in Table 3.
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Fig. 10 Grid search: trajectories with minimal state error. The CME-model and the CME-axis are given for
reference.

A general trend regarding the location where the trajectory crosses the CME-axis can be retrieved from Fig. 10.

When ?1 tends towards (!1 and ?2 towards %1, the CME-axis is crossed furthest upstream, i.e., the maximum increase

in warning time is maximised. This is confirmed by looking at Table 3 displaying a maximum increase in warning time

of a factor 43.13 for the trajectory connecting (!1 − %1. In addition, it can be seen that when ?1 and ?2 tend towards %3

the average increase in warning time is maximised. This is illustrated by the trajectory connecting %3 − %2 enabling an

average increase in warning time of a factor 9.53, which is a maximisation of this parameter compared to the other

trajectories. From these observations it can be concluded that the objective functions �1 and �2 oppose each other when
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Table 3 Grid search: solar-sail orientation and trajectory properties. These trajectories have a minimum
error in the state at the linkage (Δ(A + E)min).

?1 − ?2 U1, deg U2, deg U3, deg U4, deg T, yr t/T, - =sc, - :max, - :avg, -

(!1 − %1 -42.00 44.75 21.00 -19.25 3.8062 0.1390 8 43.13 2.19
(!1 − (!5 -49.00 50.50 12.75 -11.25 3.8221 0.1572 7 39.36 2.50
(!1 − %2 -55.25 56.25 6.25 -4.50 3.8218 0.2407 5 33.50 3.68
(!1 − %3 -60.00 60.75 2.75 -0.25 3.6948 0.6563 2 26.56 6.91
%3 − %1 -15.25 15.50 51.00 -51.50 3.3774 0.3283 4 42.76 4.98
%3 − (!5 -9.50 9.75 65.25 -65.75 3.1282 0.3821 3 40.13 5.92
%3 − %2 -4.00 4.25 4.50 -4.25 3.7990 0.5739 2 32.85 9.53

selecting ?1 and ?2, making it interesting to consider them separately and select a different initial guess trajectory for

each.

The solar-sail pitch angle of the trajectories in Table 3 shows a correlation in the form of U2 = −U1 ± 2.75 deg and

U4 = −U2 ± 2.50 deg. However, these trajectories are optimised to minimise the state error. A possible correlation

between the pitch angle for all feasible trajectories, i.e., trajectories where ΔA ≤ 10−3,ΔE ≤ 10−2, is obtained by looking

at Fig. 11. This figure maps the correlation in solar-sail pitch angle of all feasible trajectories from the grid search.

Looking at Fig. 11b, it can be seen that all feasible combinations of U3 and U4 have a correlation in the form of

U4 = −U3 ± 5.5 deg (21)

This correlation can be employed in the genetic algorithm to restrict the search space, resulting in a more effective

search. A similar correlation can be found for the majority of trajectories from ?1 to ?2, as can be seen in Fig. 11a.

However, there are some trajectories that do not follow this trend. In order to ensure that the search space is not too

restricted, a correlation between U1 and U2 will not be employed in the genetic algorithm.

From Table 3 it can be seen that the period of all trajectories is approximately the same with a value of approximately

3.5 years, whereas the fraction of time spent in the CME detection zone (C/)) varies significantly for the trajectories,

from approximately 0.13 to 0.57. This fraction determines the number of spacecraft required to achieve continuous

CME monitoring. In general, it is seen that when ?1 tends towards %3, the fraction of time spent in the CME detection

zone is maximised as this point lies within it that zone. As a result, trajectories with a larger average increase in warning

time spend more time in the CME propagation zone (larger C/)) than trajectories with a larger maximum increase in

warning time. It is therefore expected that, in order to find a trajectory that maximises the maximum increase in warning

time, i.e., minimisation of �1, a constellation of multiple spacecraft is required to maintain continuous CME monitoring.

On the other hand, it is expected that a trajectory that maximises the average increase in warning time, i.e., minimisation

of �2, requires only one spacecraft to achieve continuous CME monitoring.
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(a) First leg of the trajectory (?1 → ?2). (b) Second leg of the trajectory (?2 → ?1).

Fig. 11 Grid search: histogram of the difference in solar-sail pitch angle at the linkage for all feasible trajecto-
ries.

2. Grid search: minimum in objective function

Within the subset of feasible grid-search trajectories (i.e., trajectories where ΔA8 ≤ 10−3 and ΔE8 ≤ 10−2), it is

interesting to look for the trajectories that minimise �1 and �2. These trajectories are presented in Fig. 12 and Fig. 13,

respectively, and an overview of the properties appear in Table. 4 and Table. 5, respectively. Note that the grid-search

trajectories that minimise the state error have been given for reference. Furthermore, the trajectories that resulted

from the GA will be explained in the next section. Finally, regarding the minimisation of �2, both trajectories for

[?1, ?2] = [(!1, %3] and [%3, %2] have been given such that a more comprehensible comparison can be made.

The minimisation of �1 results in a trajectory that connects (!1 and %1, which is in accordance with the expectation

that was laid out in the previous section, and achieves a maximum increase in warning time of a factor 44.86. Note that

the first part of the trajectory, the heteroclinic connection from ?1 to ?2, is the same for the grid search with the two

different objectives (Δ(A + E)min and �1,min). The similarity can be explained by the fact that the objective �1 only plays

a role in the second part of the trajectory; the part where the maximum increase in warning time is actually achieved.

Therefore, the sole purpose of the first part of the trajectory is to minimise the state error.

The trajectory that minimises �2 achieves an average increase in warning time of a factor 10.35 and is obtained with

[?1, ?2] = [%3, %2]. It is however expected that this average increase in warning time can be further maximised by

designing a trajectory that is fully spent within the CME propagation zone, which will be done in the next section. Note
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that the trajectories are identical for Δ(A + E)min and �2,min for [?1, ?2] = [(!1, %3]. This is because of the method that

the trajectory for �2,min is selected: the algorithm evaluates �2 for the feasible trajectories between (!1 and %3, but if

there are no feasible trajectories between (!1 and %3, it selects the trajectory for Δ(A + E)min to minimise the state error.

As the grid search did not give any feasible trajectories for this set of [?1, ?2], the trajectories are identical. Secondly,

in general, the period of the trajectories for �2,min is larger compared to the trajectories for Δ(A + E)min, which can be

attributed to the fact that the pitch angles for the trajectories of �2,min are smaller than the trajectories of Δ(A + E)min. As

a result, a smaller perturbation acceleration acts on the equilibrium state at the AEP, therefore requiring more time to

move away from/towards the AEP.

Fig. 12 Genetic algorithm and grid search: trajectories that maximise the maximum increase in warning time
obtained with the grid search (green), the genetic algorithm (blue), and the trajectory that minimises the state
error obtained with the grid search (red). The CME-model and the CME-axis are given for reference.

Table 4 Genetic algorithm and grid search: properties of the trajectories that minimise �1 (Eq. (17)) and the
grid-search trajectory that minimises the state error.

?1 − ?2 Method U1, deg U2, deg U3, deg U4, deg \̃, deg T, yr t/T, - =sc, - :max, - :avg, -

(!1 − %1
Grid: Δ(A + E)min -42.00 44.75 21.00 -19.25 -44.52 3.8062 0.1390 8 43.13 2.19

Grid: �1,min -42.00 44.75 43.75 -49.25 -44.52 3.4936 0.1436 7 44.86 2.13

?1 ∈ [%3, (!1]
?2 ∈ [%1, %3]

GA: �1,min -39.04 43.31 44.91 -49.45 -44.52 3.4454 0.1513 7 44.86 2.19
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Fig. 13 Genetic algorithm and grid search: trajectories that maximise the average increase in warning time
obtained with the grid search (green), the genetic algorithm (blue), and the trajectory that minimises the state
error obtained with the grid search (red). The CME-model and the CME-axis are given for reference.

Table 5 Genetic algorithm and grid search: properties of the trajectories that minimise �2 (Eq. (19)) and the
grid-search trajectory that minimises the state error.

?1 − ?2 Method U1, deg U2, deg U3, deg U4, deg \̃, deg T, yr t/T, - =sc, - :max - :avg, -

(!1 − %3
Grid: Δ(A + E)min -60.00 60.75 2.75 -0.25 -2.93 3.6948 0.6563 2 26.56 6.91

Grid: �2,min -60.00 60.75 2.75 -0.25 -2.93 3.6948 0.6563 2 26.56 6.91

%3 − %2
Grid: Δ(A + E)min -4.00 4.25 6.00 -5.75 -18.07 3.5792 0.5679 2 33.42 9.53

Grid: �2,min -2.50 2.50 3.50 -3.25 -18.07 4.6243 0.5922 2 32.32 10.35

?1 ∈ [%3, (!1]
?2 ∈ [%2, %3]

GA: �2,min -1.50 1.00 1.02 -1.51 -14.00 5.8043 1.000 1 29.05 21.27

3. Genetic algorithm search

The grid search was limited to a small set of AEPs for ?1 and ?2 which, although convenient to gain first-order

insight into the problem characteristics, restricts the search space too much. Consequently, the results obtained in the

grid search cannot be regarded as the final results in the search for initial guesses, i.e., the trajectories that minimise �1

and �2 from Eq. (17) and Eq. (19), respectively. A genetic algorithm is employed to find these two initial guesses with
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the following bounds on the decision variables
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where

U4 = −U3 + 5.5"1

−70 ≤ U4 ≤ 0
(23)

Note that the pitch angle correlation between U3 and U4 that is presented in Fig. 11b has been applied to restrict the search

space by means of a decision variable "1 ∈ [−1, 1] that correlates U4 to U3 as can be seen in Eq. (23). Furthermore,

?1 and ?2 are a discretised set of AEPs between the specified bounds with a (distance) mesh of 0.001. In addition,

the hyper-plane angle, \̃, is set to the mid-distance of ?1 and ?2, as was specified before [29]. Note that the trajectory

is computed using the first four steps of the methodology outlined in the previous section. After that, the objective

function �1 or �2 is evaluated. The MATLAB function ga.m is employed with the population size and the maximum

number of generations set to 150 and 50, respectively. These values are obtained by trial and error as it was observed

that these are sufficient values to allow for convergence. The GA is run for seeds [0,1,2,3,4] for both objective functions,

and the results and a discussion of the results is provided below.

Initial guess: maximisation of the maximum increase in warning time

The trajectories that resulted from the GA that minimise �1 can be seen in Fig. 12 and an overview of the trajectory

properties appear in Table 4. Note that the trajectories that resulted from the grid search that minimised the state error

and �1 are also given.

The optimal trajectory found by the GA connects (!1 and %1, i.e.., [?1, ?2] = [(!1, %1], and achieves a maximum

increase in warning time of a factor 44.86. This is in accordance with the trajectory obtained with the grid search for

�1,min, see Fig. 12. From this it can be concluded that, although the GA is a more robust method to determine an initial

guess trajectory, the grid search method matches the result from the GA, while being a far more CPU efficient method.

However, note that insight into the selection of ?1 and ?2 is required for the grid search method.

22



The minor differences between the trajectory from the GA and the trajectory from the grid search can be attributed

to the fact that the grid search is limited to a discrete search space for all solar-sail pitch angles with a step size of 0.25

deg, whereas the GA is able to evaluate these angles on a continuous spectrum. The number of spacecraft required to

maintain continuous CME monitoring is seven, which is also in accordance with the grid search results. All in all, it can

be concluded that the grid search is able to find sufficiently accurate trajectories. However, as the trajectory that was

found by the GA has a slightly larger average increase in warning time compared to the trajectory that was found in

the grid search (2.19 over 2.13), the GA trajectory will be selected as the first initial guess for the optimal control problem.

Initial guess: maximisation of the average increase in warning time

The GA is run with the objective to minimise �2 as displayed in Eq. (19). The results can be seen in Fig. 13 and an

overview of the properties of the trajectories can be seen in Table 5.

It is seen that the trajectory found by the GA, as expected, lies completely in the CME propagation zone where

?1 = %3 and [G?2 , H?2 ] = [0.910,−0.371], thereby requiring one spacecraft to guarantee continuous CME monitoring.

This is in accordance with the hypothesis that was laid out in the grid search in the previous section. In addition, the

optimal location of ?1 is %3 due to the fact that this point is located furthest upstream of the CME-axis compared to the

set of AEPs that is considered for ?1. Consequently, ?2 equals the AEP that allows the spacecraft to travel furthest

upstream of the CME-axis, while still allowing for a trajectory that lies completely in the CME propagation zone. This

trajectory has an average increase in warning time of a factor 21.27, which is a significant improvement of approximately

a factor two compared to the results found by the grid search. All in all, this trajectory will be selected as the second

initial guess for the optimal control problem.

4. Initial guess overview

The first initial guess aims to maximise the maximum increase in warning time and will from hereon be referred to

as trajectory #1. The second initial guess maximises the average increase in warning time and will be referred to as

trajectory #2. These trajectories, as well as the increase in warning time as a function of time, can be seen in Fig. 14.

Seven spacecraft equally spaced in time that follow trajectory #1 are required to always have one spacecraft in the CME

detection zone. The increase in warning time for such a constellation is indicated by the dotted line in Fig. 14b.

IV. Optimal Control Problem
The trajectories displayed in the previous section give a good indication into the capabilities of solar sailing for

solar-storm detection. However, these trajectories are practically infeasible as there are discontinuities in the solar-sail

pitch angle profile as well as minor discontinuities in the state at the Poincaré section. In addition, these trajectories are

sub-optimal as the solar-sail pitch angle remains constant throughout the unstable and stable manifolds of the trajectory.
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(a) The CME-model and CME-axis have been given for ref-
erence.
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(b) Increase in warning time as a function of the orbital
period of the trajectories.

Fig. 14 Overview of the trajectories that are selected as an initial guess for the optimisation with PSOPT .
Trajectory #1 maximises the maximum increase in warning time and trajectory #2 maximises the average
increase in warning time. The round and square markers are given to correlate the two subfigures.

Finally, the trajectories have been optimised for one sole purpose; maximising either the average of maximum increase

in warning time. It is interesting to take multiple factors, e.g., a combination of both, into account during the design of

such a trajectory. An optimal control problem can be defined which takes away all of these limitations.

A direct pseudospectral method, in particular the C++ open-source implementation PSOPT , will be used to solve

the optimal control problem [18]. This method discretises the continuous time interval into a finite number of collocation

points (Legendre-Gauss-Lobatto (LGL) nodes) and uses Legendre polynomials to approximate the state profile. The

optimal control problem, that will be further elaborated upon in the following sections, contains the following problem

characteristics: a single-phase problem with continuous time nonlinear dynamics, bounds on the state and control

variables, a path constraint on the state variables, a combination of an integral and endpoint cost function, a free final

time, and boundary constraints. PSOPT is able to deal with these characteristics [18].

Note that the first three assumptions outlined in Section III (V = 0.05, the use of an ideal solar-sail model, and

a constant CME size) still apply here, whereas the last two assumptions (the trajectory comprises two heteroclinic

connections and a constant solar-sail pitch angle throughout each leg of the trajectory) are no longer applicable. In

addition, an assumption is added specifying that there is no constraint on the rate of change of the solar-sail pitch angle.
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A. Methodology

In general, an optimal control problem can be defined as finding the state history ®G(C) = R=G and the control history

®D(C) = R=D where C ∈ [C0, C 5 ] that minimises a particular cost function �. For the problem at hand, � is defined as

� = −F1 · :avg + F2 · 3avg − F3 · :max

= −F1
#∑
?=2

:p

(
C? − C?−1

)
C#

+ F2
#∑
?=2
| |®A? − ®ACME,nearest | |

(
C? − C?−1

)
C#

− F3 ·max(:p)
(24)

where F1, F2, and F3 are weights that can be varied to indicate relative importance, ? is the considered collocation

node, # is the total number of LGL nodes, and the subscript "CME,nearest" denotes the closest point on the CME-axis

to the positional state of ?. Recall that : ? is determined using the strategy that is outlined in Fig. 9. From Eq. (24) it

can be seen that � consists of three components: the first term aims at maximising the average increase in warning

time, the second term aims to minimise the average distance to the CME-axis (defined in Fig. 3), and the third term

aims to maximise the maximum increase in warning time. The first and the third term were already used in the initial

guess generation and the second term is added here. The average distance to the CME-axis is introduced as it increases

the probability of detection. As the shape of the CME from the model laid out in Section II.C is based on an average

of all detected CMEs in solar cycle 23 (1996 - 2009) [25], a trajectory that lies completely within the depicted CME

boundary lines does not guarantee detection of all CMEs heading towards Earth. Consequently, while assuming that

the CME-axis remains constant for all CMEs heading towards Earth, moving closer to the CME-axis increases the

probability of detection. A quantitative analysis on this probability will be performed in Section V.C. Note that the cost

function is scaled in time (the term C?−C?−1
C#

) as the LGL nodes are not equally spaced in time [18].

The state history is composed of the position and velocity state of the spacecraft in the Sun-Earth synodic reference

frame, � (G, H, I), as

®G(C) = [G(C) H(C) EG (C) EH (C)]) (25)

having the following bounds

[0 − 1 − 0.5 − 0.5]) ≤ ®G(C) ≤ [1.15 0 0.5 0.5]) (26)

These bounds have been set such that the spacecraft is able to move in the fourth quadrant of the (G, H)-plane, as was

illustrated in Section II.C. The control history is the solar-sail pitch angle profile

D(C) = U(C) (27)
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limited between the bounds (as determined in Section II.B).

− 70 deg ≤ D(C) ≤ 70 deg (28)

The bounds on the time are set as

C0 = 0, 10 ≤ C 5 ≤ 50 (29)

which corresponds to 1.59y ≤ C 5 ≤ 7.96y in dimensional time units. The values have been chosen based on the period

of the initial guess trajectories which are in the order of 3.5 years.

To guarantee periodicity, the state and control at the initial and final time are set equal to each other as

®G(C0) = ®G(C 5 ) ®D(C0) = ®D(C 5 ) (30)

Note that the evaluation of the cost function in Eq. (24) starts at ? = 2, because ? = 1 and ? = # are effectively the

same as a result of the requirement that the initial and final state have to be equal to each other (such that periodicity is

guaranteed). Furthermore, note that there is no constraint on the value of the initial and final state and control, i.e., the

trajectory does not have to depart/end at an AEP as opposed to the initial guess problem definition. The relaxation of

this implicit constraint may lead to a "more optimal" trajectory as the search space is enlarged.

A path constraint is imposed on the problem to ensure that the spacecraft always remains within the CME zone. It is

defined as

HCME,boundary,L (G?) ≤ H? ≤ HCME,boundary,U (G?) (31)

where HCME,boundary,L (G?) and HCME,boundary,U (G?) are the lower and upper H-coordinate of the CME boundary, respec-

tively, and are modelled as an eighth order polynomial. As a result of this constraint, the required number of spacecraft

to maintain a constellation of continuous CME monitoring is one. This constraint is implemented to be able to properly

compare the performance of the different optimised solutions (due to various relative weight specifications in Eq. 24) as

a discrepancy in the required number of spacecraft yields the comparison inconsistent and unusable.

PSOPT ensures that only at the nodes of the solution the state and control abides to the dynamics, the imposed

constraints, and the bounds. To check whether the entire trajectory adheres to them, re-integration will be done

in MATLAB. Two types of re-integration are executed: full re-integration and node-to-node re-integration. Full

re-integration takes the initial conditions from PSOPT and integrates the state until the final time. The control, i.e., the

solar-sail pitch angle, is interpolated from the PSOPT solution using shape-preserving piecewise cubic interpolation

[30]. The difference in state at C = C 5 between the re-integrated solution and the final node of the PSOPT solution

is an indication of the validity of the PSOPT solution, i.e., the constraints are adhered to across the full trajectory
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and not only at the nodes. Secondly, node-to-node integration takes the state at node # = 1 and integrates until the

next node, and repeats this process for nodes # ∈ [2, # − 1]. Again, the solar-sail pitch angle is interpolated from the

PSOPT solution using the shape-preserving piecewise cubic method. Node-to-node integration is relevant to gain

insight into the control effort and the trajectory when the solution accuracy from the full re-integration is not sufficient

yet. The validity of the PSOPT solution is assessed by a summation over all nodes of the difference in state between

the re-integrated solution and the PSOPT solution. This method mitigates any divergence behaviour as it effectively

initialises the integration multiple times across the PSOPT solution. The same error values as in the initial guess

generation of ΔA ≤ 10−3 and ΔE ≤ 10−2 are taken as a reference to regard a trajectory as valid [28].

B. Optimal Control Problem

The weights F1, F2, and F3 in the cost function that is defined in Eq. (24) can be varied to change the relative

importance. In an effort to eliminate the subjectivity in choosing a set of weights, a large number of combinations

of sets of weights are evaluated. Consequently, an inventory of the capabilities of using a solar sail for solar-storm

detection is obtained.

1. Inventory

In total, approximately 600 combinations have been evaluated with the weights ranging between F1 = [0, 1],

F2 = [0, 4000], and F3 = [0, 1]. These ranges have been chosen such that each component in the cost function can

be emphasised with equal (relative) importance, as the magnitude of 3avg is smaller than the magnitude of :avg and

:max. Trajectories #1 and #2 (Fig. 14), are used as an initial guess for the set of weights [F1, F2, F3] = [1, 0, 0] and

[F1, F2, F3] = [0, 0, 1], respectively. Next to that, a continuation method is employed in which the set of weights are

gradually varied and the solution of the previous optimisation problem is taken as an initial guess. It is expected that

this method increases the convergence (rate) of the full inventory. The continuation method is executed in a sequential

order where two weights are kept fixed and one is increased gradually. For example, the solution to the optimisation

problem with weights [F1, F2, F3] = [1, 2000, 0.5] is used as an initial guess for the optimisation problem with weights

[F1, F2, F3] = [1, 2000, 0.55]. If an optimisation problem does not converge, e.g., the maximum number of iterations

is exceeded, other initial guesses are provided as an input. Taking the example above, alternative initial guesses would

be [F1, F2, F3] = [1, 2000, 0.6] or [F1, F2, F3] = [1, 1750, 0.55].

The maximum number of iterations is set to 3000, the convergence tolerance is set to 10−4, and the number of LGL

nodes has been set to # = 25 taking computational limitations into account. The inventory of the converged solutions is

presented in Fig. 15. In addition, four trajectories are indicated that have the following properties:

• Trajectory I is selected to be the trajectory that maximises the average increase in warning time: max(:avg).

• Trajectory II is selected to be the trajectory that minimises the average distance to the CME-axis: min(3avg).
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(b) Side view displaying the correlation between the maxi-
mum and average increase in warning time.
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(c) Side view displaying the correlation between the maxi-
mum increase in warning time and the average distance to
the CME-axis.
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(d) Side view displaying the correlation between the average
increase in warning time and the average distance to the
CME-axis.

Fig. 15 PSOPT : Inventory of the properties of converged solar-sail trajectories using a number of nodes
# = 25.

• Trajectory III is selected to be the trajectory that maximises the maximum increase in warning time: max(:max).

• Trajectory IV is selected to be the trajectory that is a compromise between the three objective value elements

(:avg, 3avg, and :max).

Several observations in the solar-sail inventory can be made. For an average and maximum increase in warning

time of a factor 10, the average distance to the CME-axis is zero (see the blue marker in Fig. 15). In addition, the

maximum increase in warning time can be as large as a factor of approximately 31 while keeping both the average

increase in warning time and the average distance to the CME-axis small as indicated by the black dots in the bottom

right of Fig. 15b and Fig. 15c. Increasing the average increase in warning time does however impact the average distance

to the CME-axis; these two objectives demonstrate a linear relationship as presented in Fig. 15d. This trend can be
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explained by looking at the definition of how the increase in warning time is defined in Fig. 9; any point within the CME

detection zone takes the nearest point on the CME-axis as a reference to determine the increase in warning time. If

the average increase in warning time is desired to be increased, the spacecraft tends to not only go upstream of the

CME-axis, but also away from the CME-axis to remain in the vicinity of an AEP. This observation can be illustrated by

taking a detailed look at trajectories I and II (indicated by the red and blue marker) from Fig. 15, obtained with weights

[F1, F2, F3] = [1, 0, 0] and [1, 4000, 0], respectively. The positional state and control profiles are displayed in Fig. 16

and their properties are presented in Table 6. As can be seen from the figure, solely maximising the average increase in

warning time results in a trajectory that is (almost) stationary in close proximity of an AEP furthest upstream of the

CME-axis, while still remaining within the CME detection zone. The trajectory is different from the result obtained by

the GA presented in Section III.B.3, which is due to the decision variable bound of ?1, specifying it had to be an AEP in

between %3 and (!1. On the other side, solely optimising for min(3avg) results in a trajectory that remains (almost)

stationary in close proximity of an AEP on the CME-axis. Note that the magnitude of the solar-sail pitch angle, and

therefore the solar-sail control effort, is small as displayed in Fig. 16b.

Table 6 PSOPT : properties of trajectories I-IV that are displayed in Fig. 16 and Fig. 18.

Trajectory :avg, - 3avg, - :max, - T, yr

I: max(:avg) 28.48 0.1508 28.51 1.60
II: min(3avg) 10.51 7.328e-4 10.53 4.64
III: max(:max) 24.22 0.1017 29.46 2.76
IV: Compromise 19.09 0.05389 29.17 4.69

The two trajectories displayed in Fig. 16 have a re-integration error well below ΔA ≤ 10−3 and ΔE ≤ 10−2 such that

the trajectories can be regarded as feasible. However, the re-integration errors of the trajectories that are associated with

max(:max) and a compromise between the three elements, trajectory III and IV ([F1, F2, F3] = [1, 125, 0.125] and

[1, 250, 0.15], respectively, in Eq. (24)), as indicated in Fig. 15 are both in the order of 0.4 and are therefore not valid

[28]. An explanation for these relatively high re-integration errors can be explained by the number of nodes that is used

in the optimisation. For a small number of nodes, # = 25 in this case, the solar-sail pitch angle interpolation becomes

less accurate as there are larger time steps in-between data points, resulting in an overall less accurate re-integration.

Consequently, before any conclusions can be drawn from trajectory III and IV, the optimisation solutions should be

refined, i.e., more nodes should be added, which might result in valid and therefore realistic trajectories.

2. Mesh-refinement

The coarse solutions that are presented in the solar-sail inventory do not all comply with the feasibility requirement

and it is expected that adding more LGL nodes to the solution decreases re-integration errors. PSOPT has a built-in
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(b) Control profile.

Fig. 16 PSOPT : trajectory I (max(:avg)) and II (min(3avg)) within the solar-sail inventory using a number of
nodes of # = 25 for both trajectories.

functionality to gradually add more nodes to the optimisation problem, using the solution of the previous evaluation as

an initial guess [18]. This mesh-refinement process is executed on trajectories III and IV until the validity requirement

is met. The re-integration errors as a function of the number of nodes of the solution can be seen in Fig. 17.

It is observed that trajectory III complies with the validity requirement, both in position and velocity, at # = 65

and that trajectory IV satisfies it at # = 85. The mesh-refined trajectories III and IV are displayed in Fig. 18 and their

properties are displayed in Table 6. Note that for trajectory III the maximum increase in warning time has reduced

from approximately 32.93 to 29.46 whereas the average increase in warning time increased from 19.23 to 24.22 and the

distance to the CME-axis reduced from 0.097 to 0.090. This change in properties is because the solution for # = 25

did not satisfy the path constraint outlined in Eq. (31) in-between the nodes, which resulted in a trajectory that was

partly spent outside of the CME detection zone. As a result, the spacecraft was able to travel further upstream of the

CME-axis. Computations have been done where the path constraint outlined in Eq. (31) is dropped, and it is observed
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(a) Trajectory III (max(:max)) (b) Trajectory IV (compromise)

Fig. 17 Full and node-to-node re-integration errors as a function of the number of nodes used for the optimi-
sation solution of trajectory III (max(:max)) and IV (compromise).

that substantially higher values for the maximum increase in warning time can be obtained. The mesh-refinement also

explains the increase in the average increase in warning time and the decrease of the average distance to the CME-axis,

as the mesh-refinement resulted in a trajectory where the spacecraft spends all of its time in the CME detection zone. In

addition, it is logical that trajectory III, i.e., maximising the maximum increase in warning time, was not obtained with

weights [F1, F2, F3] = [0, 0, 1]. It is more a coincidence where the optimisation solution would show the behaviour

that only at the nodes the path constraint in Eq. 31 is satisfied, such that a spacecraft could travel outside the CME

zone in-between the nodes to go further upstream of the CME-axis. In fact, Fig. 15 displays that the "real" maximum

value for :max, i.e., approximately 29.5, was obtained by numerous combinations of [F1, F2, F3]. Trajectory IV shows

approximately the same properties for # = 25 and # = 85 (apart from the re-integration error) as this trajectory for

# = 25 did not travel outside the CME zone in-between the nodes.

The value for the maximum increase in warning time is approximately the same for the two trajectories. In addition,

this value closely corresponds to the value for the maximum increase in warning time obtained for trajectory I. It gives

the impression that such a value can easily be obtained. It can be concluded that the optimisation is more a trade-off

between the average increase in warning time and the average distance to the CME-axis, as was also observed in Fig. 15

by the larger correlation between these two elements.

The optimised and mesh-refined solutions for trajectory III and IV show a multi-loop trajectory. One loop of this

trajectory has the goal to travel furthest upstream of the CME-axis. This loop is almost identical for the two trajectories

(Fig. 18a) and is characterised by the maximum value in solar-sail pitch angle of approximately -15 deg. The other loops

are a result of a trade-off between the average increase in warning time and the average distance to the CME-axis; if a

loop is closer to the CME-axis, both the average increase in warning time and the average distance to the CME-axis are
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(b) Control profile.

Fig. 18 PSOPT : the mesh-refined trajectories III (max(:max)) and IV (compromise) within the solar-sail
inventory using a number of nodes of # = 65 and # = 85, respectively.

smaller than when this loop is further upstream of it. Lastly, note that it is assumed that the solar sail has no constraint

on the rate of change of the pitch angle, while in reality there is a practical limitation. The results show a maximum

value of this rate of change in trajectory IV of 0.33 degrees per day. Compared to a practical limitation of the rate of

change of 144 degrees per hour, the trajectories still satisfy the practical constraint [31].

3. Overview

An overview of the properties of the four trajectories that were outlined in the previous sections is given in Table 6.

In addition, the increase in warning time and distance to the CME-axis as a function of the orbital period for trajectories

I-IV are presented in Fig. 19. As was mentioned before, trajectories I and II have been optimised in PSOPT using

a number of LGL nodes of # = 25, while trajectories III and IV require a number of nodes of # = 65 and # = 85,

respectively, such that the re-integration errors are below the validity constraint. Note that the properties of trajectories

I and II remain (practically) constant throughout the orbital period. This is because the optimised trajectories are

essentially stationary in close proximity of an AEP within the CME detection zone. In addition, note that trajectories III
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and IV show the same oscillatory behaviour in the properties as in the state and control profile presented in Fig. 18.

As was said before, one of the loops in the trajectory has the purpose to maximise the maximum increase in warning

time, while the other loops are a balance between the average increase in warning time and the average distance to the

CME-axis. Finally, note that other points in the inventory (Fig. 15) can be selected to obtain a trajectory with desired

properties. For instance, while still reaching the maximum increase in warning time, the balance between the average

increase in warning time and the average distance to the CME-axis, i.e., probability of CME detection, can be shifted to

satisfy a particular requirement/preference. Consequently, a possible mesh-refinement using the strategy outlined in the

previous section may be performed to render a trajectory valid.

The periodic solar-sail trajectories displayed in this section exhibit an (average and maximum) increase in solar-storm

warning time in the range of a factor 20 to 30 with respect to current missions at !1 (which achieve a warning time of

30 to 60 minutes). This results in an absolute warning time of approximately 10 to 30 hours. It is well short of the

requirement of two to three days to fully prepare for disruption outlined in Ref. [6]. It is therefore advised to consider

other methods such as a spacecraft at !5 that allows for earlier predictions of solar storms: a spacecraft from the

viewpoint of !5 is able to look at the surface of the Sun that rotates towards Earth four to five days later [1]. Still, a

spacecraft that enables for earlier detection is essential in preparing society for an event as it takes away the (great)

uncertainty of the magnitude and direction associated with a solar storm [1, 6]. A combination of a spacecraft at !5 and

a solar-sail spacecraft in a periodic solar-sail trajectory outlined in this section may therefore be the solution to receive a

timely warning of an approaching solar storm.
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(a) Increase in warning time.
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(b) Distance to the CME-axis.

Fig. 19 PSOPT : the objective values as a function of the orbital period for trajectories I-IV.
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V. Sensitivity Analysis
The results that are presented in the previous section have been computed using:

1) An ideal solar-sail model

2) A lightness number of V = 0.05

3) A constant CME size

In this section, the impact of these model choices are assessed by implementing an optical solar-sail model, by varying

the lightness number, and by changing the CME size.

A. Optical Solar-sail Model

The optical solar-sail model is given in Section II.B and the corresponding set of coefficients are presented in Table 1,

which are retrieved from NASA’s NEA Scout mission [23]. The trajectories I-IV, obtained with an ideal solar-sail

model, are used as an initial guess to generate trajectories Iopt-IVopt. Note that the subscript "opt" denotes the use of an

optical solar-sail model and that the same set of weights ([F1, F2, F3]) are selected that have been used to compute

trajectory I-IV. An overview of the properties and the difference with respect to the ideal solar-sail model can be seen in

Table 8. The difference is computed as

Δid =

���� 8opt − 8id8id

���� x100% (32)

where 8 is the property of the trajectory (:avg, 3avg, :max), and the subscript "id" denote the use of an ideal solar-sail

model. It is observed that the difference with respect to an ideal solar-sail model remains relatively small; the properties

of trajectories Iopt, IIIopt, and IVopt have at most a difference of approximately 2%. These relatively small differences

can be attributed to the fact that the solar-sail pitch angle remains small (U ∈ [−20 deg, 20 deg]) for all trajectories

(both for an ideal and optical solar-sail model). As a result, the solar-sail acceleration component tangent to the sail

(Eq. (7)) remains small meaning that the difference between the ideal and optical solar-sail model is kept to a minimum

[8]. Still, an explanation for the difference in performance can be attributed to the magnitude of the normal solar-sail

acceleration, which is larger for an ideal solar-sail model than for an optical sail model.

Table 7 PSOPT : properties of trajectories I-IV evaluated using an optical solar-sail model and the difference
with respect to the ideal solar-sail model, Δid. The models are described in Section II.B and the coefficients used
in the models are given in Table 1.

Trajectory :avg, - Δid (%) 3avg, - Δid (%) :max, - Δid (%)

Iopt: max(:avg) 28.36 0.42 0.1509 0.07 28.39 0.42
IIopt: min(3avg) 10.12 3.71 0.0007713 5.25 10.14 3.70
IIIopt: max(:max) 24.11 0.45 0.1023 0.59 29.31 0.51
IVopt: Compromise 19.02 0.37 0.05498 2.02 29.00 0.58

The relatively larger differences of 3-5% that are associated with trajectory IIopt can be related to two phenomena.
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The first phenomenon, which explains the difference in the average and maximum increase in warning time, relates to a

steeper gradient of the CME-axis as it approaches the Earth (Fig. 3). The decrease in the solar-sail acceleration of the

optical solar-sail model compared to the ideal solar-sail model results in an AEP shift backwards, i.e., further away from

the Sun. Trajectory IIopt is practically a trajectory that is stationary in close proximity of the AEP on the CME-axis,

relatively close to the Earth compared to trajectories Iopt, IIIopt, and IVopt. Therefore, taking the steeper gradient of the

CME-axis as it approaches the Earth into account, trajectory IIopt (evaluated with an optical solar-sail model) has a

larger shift towards the Earth than the other trajectories, explaining the larger difference. The second phenomenon

explains the relatively large percentage difference regarding all three properties, and especially the average distance to

the CME-axis. The values of the properties of trajectory IIopt are smaller than the values of the properties for trajectories

Iopt, IIIopt, and IVopt. Taking the average distance to the CME-axis as an example, which is in the order of O(10−4) for

trajectory IIopt compared to O(10−1), O(10−1), and O(10−2) for trajectories Iopt, IIIopt, and IVopt, respectively, a small

increase of this property leads to a relatively large percentage difference. Still, the magnitude of the average distance to

the CME-axis of trajectory IIopt remains small O(10−4).

The coefficient set for the optical solar-sail model has an uncertainty as outlined in Table 1. It raises the question

whether and how much these uncertainties impact the trajectories. Therefore, trajectories Iopt-IVopt have been computed

using the lower and upper bound of the coefficient set which is defined as

�; = �nom − Uncertainty� �D = �nom + Uncertainty� (33)

where � is the coefficient set of the optical solar-sail model, the subscript ";" and "D" indicate the lower and upper

bound of the coefficient set, respectively, and the subscript "nom" denotes the nominal value. Trajectories Iopt-IVopt

have been used as an initial guess to compute the trajectories using the lower and upper bound, which are denoted as

trajectories Iopt,l-IVopt,l and Iopt,u-IVopt,u, respectively. An overview of the properties and the difference with respect to

the nominal optical solar-sail model, Δopt, is presented in Table 8. The difference is computed using Eq. 32 but now

using the values of 8opt,; or 8opt,D and 8opt, respectively. Overall, it can be observed that the percentage differences remain

mostly relatively small compared to the properties of trajectories Iopt-IVopt: <0.5%. The property that does have a larger

percentage difference is the average distance to the CME-axis. Again, due to the same reason for the difference between

the (nominal) optical and ideal solar-sail model, it can be attributed to the fact that the magnitude of the average distance

to the CME-axis is relatively small (O(10−4)). Resulting from that, a small increase/decrease of this property results in

a relatively larger percentage difference.

All in all, as the percentage differences Δid and Δopt are relatively small, it can be concluded that the use of an optical

solar-sail model and its uncertainty in the coefficient set does not lead to a considerable difference in the (properties of

the) optimised trajectories as compared to an ideal solar-sail model. As a result, the ideal solar-sail model can be used
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to model the solar-sail dynamics with sufficient accuracy. However, trajectories Iopt-IVopt will be used in subsequent

sections as it is slightly more realistic and therefore more relevant.

Table 8 PSOPT : properties of trajectories I-IV evaluated with the lower and upper bound of the optical
solar-sail model coefficient set using the uncertainties from Ref. [23] and the difference with respect to the
(nominal) optical solar-sail model coefficient set, Δopt.

Trajectory
Lower bound of the coefficient set (�;) Upper bound of the coefficient set (�D)

:avg, - Δopt (%) 3avg, - Δopt (%) :max, - Δopt (%) :avg, - Δopt (%) 3avg, - Δopt (%) :max, - Δopt (%)

Iopt,l/u: max(:avg) 28.35 0.035 0.1509 0.00 28.37 0.070 28.37 0.035 0.1509 0.00 28.39 0.00
IIopt,l/u: min(3avg) 10.09 0.30 0.0007903 2.46 10.1 0.39 10.16 0.40 0.0007821 1.40 10.17 0.296
IIIopt,l/u: max(:max) 24.10 0.041 0.1023 0.00 29.29 0.068 24.14 0.12 0.1024 0.098 29.31 0.00
IVopt,l/u: Compromise 19.01 0.053 0.05516 0.33 29.00 0.00 19.03 0.053 0.05489 0.16 29.02 0.069

B. Change in Lightness Number

Up to now, all trajectories have been computed using a lightness number of V = 0.05 which is in accordance with

expected near-term technological advances [22]. Current state-of-the-art solar-sail technology can achieve lightness

numbers of approximately 0.01 as NASA’s NEA Scout mission will demonstrate [32]. In the (near- to far-term) future

it is expected that solar-sail technology can achieve values of up to V = 0.1 [33]. In order to gain insight into the

current and near to far-term possibilities regarding the use of solar sailing in solar-storm detection, trajectories Iopt-IVopt

will be computed for V = [0.01, 0.1] and will be referred to as Iopt,V-IVopt,V . Note that the optical solar-sail model is

utilised here and that the same set of weights, [F1, F2, F3], is taken that has been used to compute trajectories I-IV. The

optimised solutions are obtained using a continuation method on the lightness number, similar to the method used in

previous sections.

An overview of the optimised solutions and the performance difference with respect to the nominal solution for

V = 0.05 of trajectories Iopt,V and IIopt,V are presented in Fig. 20. Note that all resulting trajectories are (still) stationary

trajectories in close proximity of an AEP. For an increase in lightness number, the surface of AEPs shifts sunwards

as was observed in Fig. 4. As a result, trajectories Iopt,V and IIopt,V will shift sunwards for an increase in lightness

number, thereby increasing the average and maximum increase in warning time. The percentage difference of these two

properties is approximately 1% and 8% per change in lightness number of V = 0.01, respectively. The difference in

these two magnitudes can be attributed to the two phenomena that were outlined in Section V.A which are related to the

small magnitude of the property values and the steeper gradient of the CME-axis as it approaches the Earth. In addition,

the average distance to the CME-axis decreases for an increase in lightness number for trajectories Iopt,V and IIopt,V .

This decrease for trajectory Iopt,V has to do with the shift of the surface of AEPs sunwards, which indirectly reduces the

average distance to the CME-axis as well. Instead, the relatively larger percentage difference for the average distance to

the CME-axis for trajectory IIopt,V can be explained by the relatively small property value (O(10−4)).

The solutions for V ∈ [0.01, 0.1] and the performance difference with respect to the nominal solution of trajectories
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Increasing lightness number

(a) Positional state.

Increasing lightness number

(b) Performance difference with respect to the nominal light-
ness number.

Fig. 20 PSOPT : trajectories Iopt,V and IIopt,V using V ∈ [0.01, 0.1] and the difference in performance with
respect to the nominal solution.

IIIopt,V and IVopt,V are given in Fig. 21. Note that Fig. 21a only shows the part of the trajectory where the maximum

increase in warning time is achieved, to maintain a clear overview of the trajectories and indication of the trend in

positional state for an increase in lightness number. In general, an increase in lightness number increases the average

and maximum increase in warning time by approximately 1% per change in lightness number of V = 0.01 for both

trajectory IIIopt,V and IVopt,V . This trend is approximately the same as the trend that was obtained for trajectory Iopt,V .

In addition, the average distance to the CME-axis differs by approximately 2% and 5% per change in lightness number

of V = 0.01 for trajectory IIIopt,V and IVopt,V , respectively. However, these trends are general; as the lightness number

tends towards V = 0.01 and 0.1 (furthest away from the nominal value of V = 0.05), this trend is no longer valid; in

particular for the average distance to the CME-axis for trajectory IIIopt,V and for the average increase in warning time for

trajectory IIIopt,V and IVopt,V . This observation can most likely be assigned to the set of weights, [F1, F2, F3], used in

Eq. 24. The set of weights are chosen based on the inventory of solar-sail trajectories for V = 0.05, as displayed in

Fig. 15. When the lightness number changes, the dynamics of the problem vary considerably meaning that the inventory
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of Fig. 15 might not be representative anymore. Therefore, a new set of weights should be chosen for a change in

lightness number, especially when the lightness number differs substantially from the nominal value of V = 0.05. This

is illustrated by changing the set of weights ([F1, F2, F3] = [0.98, 112, 0.125]) for trajectory IIIopt,0.01, indicated by

the grey dots in Fig. 21b, from which it can be seen that the properties approximately continue on the same trend as

observed near V = 0.05.

Increasing lightness number

Traj. III        , Change 
in set of weights

(a) Positional state. Note that only the part is highlighted
where the maximum increase in warning time is achieved.

Increasing lightness number

Traj. III        , Change 
in set of weights

(b) Performance difference with respect to the nominal value
as a function of lightness number.

Fig. 21 PSOPT : trajectories IIIopt,V and IVopt,V using V ∈ [0.01, 0.1] and the difference in performance with
respect to the nominal solution (which is the solution for V = 0.05).

Overall, it can be concluded that an increase in lightness number increases the performance (increases :avg and :max,

decreases 3avg) of the trajectories. The magnitude of the increase in performance depends on the nature of the trajectory;

trajectories closer to the Earth benefit more from an increase in lightness number than trajectories that are further away

from Earth.
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C. Change in Coronal Mass Ejection size

The CME-model that was laid out in Section II.C is based on an average of all detected CMEs in solar cycle 23

(1996 - 2009) [25]. An implicit assumption that is made in this paper is that the CME-model is constant for all CMEs

while the CME size in reality varies [25]. The assumption has implications on the probability that a CME is detected as

a variation in CME size might result in a trajectory that no longer spends the full orbital period in the CME detection

zone (i.e., within the CME boundary lines).

While still assuming the CME-axis to be constant for all CMEs that are on a trajectory to intersect the Earth, the

radial size can be varied. For the two-dimensional formulation that is used in this paper, the radial size reduces to the

width of the CME projected onto the ecliptic plane. The radial size distribution for all detected CMEs during solar cycle

23 measured at the Sun-Earth !1 point can be seen in Fig. 22a [25]. Note that the mean value, 0.33 AU, is equal to

the nominal radial size of the CME-model used in this paper (Fig. 3). The result of an increase or decrease in CME

radial size on the CME-model is presented in Fig. 22b. It can be seen that the CME covers more area (compared to the

"nominal" CME-model) as the radial size increases. On the contrary, the region for CME detection becomes smaller as

the radial size of the CME decreases.

(a) CME radial size distribution [25].

0.4 0.6 0.8 1 1.2
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CME boundary
Nominal CME boundary

Increasing CME radial size

(b) The result of a change in radial size on the CME-model.

Fig. 22 CME radial size distribution of all detected CMEs during solar cycle 23, measured at the Sun-Earth
!1 point [25], and its effect on the CME-model.

The probability that a spacecraft in a particular trajectory detects a CME of a certain radial size, %RS (where the

subscript "RS" refers to radial size), is quantified by how much time the solar-sail trajectory spends in the CME detection

zone, C, as

%RS =
C

)
x100% (34)

where ) is the orbital period of the trajectory. The total probability that a spacecraft in a particular trajectory detects a
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CME, %total, can be estimated using the CME radial size distribution (Fig. 22a) as

%total =

RS=max(RS)∑
RS=min(RS)

%'( ·
5'(

5
(35)

where min(RS) and max(RS) are the minimum and maximum radial sizes of the detected CMEs, 5RS is the number of

detected CMEs with radial size RS (Fig. 22a), and 5 is the total number of detected CMEs. Note that all of the numbers

are based on data from solar cycle 23 [25].
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Fig. 23 The probability of detection (Eq. (34)) as a function of the CME radial size for one or two spacecraft
in trajectories Iopt-IVopt, based on CME data of solar cycle 23 [25].

The probability that a CME of a certain radial size is detected is assessed for the nominal (V = 0.05) trajectories

Iopt-IVopt using Eq. (34) and can be seen in Fig. 23. In addition, taking Eq. (35), the total probability that a CME is

detected by a spacecraft in these trajectories is given in Table 9. The probabilities have also been computed for the case

that there are two spacecraft equally spaced in time in the respective trajectory. Several observations can be made from

the results. First, for the nominal radial size of 0.33 AU and larger, the probability of detection for all trajectories is

100%. This is due to the path constraint that was imposed on the optimal control problem which stated that the trajectory

had to remain in the nominal CME detection zone (Eq. (31)). Second, CMEs smaller than 0.33 AU are never detected

by trajectory Iopt and always detected by trajectory IIopt, which are due to the nature of the trajectories as explained in

Section IV.B. As a result, the total probability of detection is 48.73% and 100.0% for a spacecraft in trajectory Iopt

and IIopt, respectively. Note that it is expected that trajectory Iopt would have a total probability of detection of 50% as

the trajectory is stationary in close proximity of an AEP located at the boundary of the mean CME radial size. The

slight mismatch (1.27%) can be assigned to the fact that the probability distribution has been calculated on the basis of

the frequency bins in Fig. 22a; it is assumed that the mean CME radial size of the frequency bin is midway, while in

reality this may not be the case. Third, the probability of detection for a spacecraft in trajectory IVopt is larger than the
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probability for trajectory IIIopt, equal to 89.12% and 72.22%, respectively. Although these trajectories are of the same

nature (multi-loop, as presented in Section IV.B), the average distance to the CME-axis is smaller for trajectory IVopt

than trajectory IIIopt. As a result, trajectory IVopt spends more time closer to the CME-axis than trajectory IIIopt, thereby

increasing its total probability that a CME is detected. Finally, adding a second spacecraft in the trajectory only results

in a larger CME detection probability for trajectories IIIopt and IVopt, equal to 86.68% and 98.64%, respectively, as the

total fraction of time that one of the spacecraft spends in the CME detection zone increases. Trajectory Iopt and IIopt are

stationary in close proximity of an AEP (Section IV.B), which leaves the probability of CME detection unaffected by the

addition of a spacecraft (in the same trajectory).

Table 9 The total probability that a CME is detected by a spacecraft in trajectories Iopt-IVopt, based on CME
data of solar cycle 23 [25].

Trajectory Iopt: max(:avg) IIopt: min(3avg) IIIopt: max(:max) IVopt: Compromise

%total, %
=sc = 1 48.73 100.0 72.22 89.12
=sc = 2 48.73 100.0 86.68 98.64

Ideally, a CME that is heading towards Earth should always be detected, which leaves trajectory IIopt as the only

desired option. However, the results in Table 9 should be taken with reservation as it is based on multiple assumptions,

such as a constant CME-axis for all CMEs. In addition, the probability characteristic does not account for the fact that a

spacecraft in the vicinity of the CME detection zone, but not in it, can still provide valuable data, e.g., by using optical

instruments [34]. Finally, trajectories Iopt-IVopt are computed with the nominal CME-model (Fig. 3), not taking any

detection probabilities or CME size variations into account. This leaves room for subsequent analyses/optimisations that

do consider these factors, possibly increasing the probability characteristics.

Taking both the performance (Table 8) and the probability that a CME is detected into account, trajectory IVopt can

be regarded as the "most optimal" trajectory out of the four. Trajectories Iopt and IIIopt have a relatively small probability

that a spacecraft in this trajectory detects a CME and trajectory IIopt has relatively small performance characteristics.

Trajectory IVopt is a compromise between these aspects; it has relatively good performance characteristics as it achieves

an average and maximum increase in warning time of a factor of approximately 20 and 30, respectively. In addition, it

has a probability of 90% that a spacecraft in this trajectory detects a CME. When an additional spacecraft is considered,

this probability increases to approximately 99%. Finally, as was outlined in Section IV.B, the balance between the

average increase in warning time and the probability of CME detection can be shifted to satisfy a particular requirement

or preference.

41



VI. Conclusion
In this paper, solar-sail periodic trajectories in the vicinity of the Sun-Earth (!1 and (!5 points have been investigated

to increase the solar-storm warning time with respect to current missions at the Sun-Earth !1 point. These periodic

trajectories present a trade-off three objectives: maximising the maximum and average increase in warning time as

well as minimising the average distance to the CME-axis, which increases the probability that a CME is detected.

Being closer to the CME-axis means that a larger fraction of CMEs can be detected, as not all CMEs are of the same

size. In this study, a mean CME size, ideal solar-sail model, and a lightness number of V = 0.05 are used to compute

trajectories. The search for solar-sail periodic trajectories is initiated with a grid search and genetic algorithm to find

a set of two heteroclinic connections (outward and inward) between AEPs in the vicinity of the (!1 and (!5 points

using a piece-wise constant solar-sail control law. With this definition, the spacecraft is able to return to its initial state

and the trajectory is therefore periodic. From the results, it can be concluded that the grid search provides sufficiently

accurate trajectories given that the AEPs of the heteroclinic connections are known; otherwise the more effective and

easy-to-implement genetic algorithm ought to be used to allow the AEPs to be variable. Two trajectories have been

selected for further optimisation by defining an optimal control problem and solving it with PSOPT . Four trajectories

have been obtained by specifying the relative importance of the three objectives. These trajectories have a continuously

varying sail attitude control law. Trajectory I maximises the average increase in warning time, equal to approximately a

factor 28.5, which results in a spacecraft practically stationary in close proximity of an AEP furthest upstream of the

CME-axis. Because of the location of the AEP, it has a probability of approximately 49% of detecting a CME. On

the other hand, trajectory II minimises the average distance to the CME-axis which results in a spacecraft practically

stationary in close proximity of this axis, thereby having a 100% probability of CME detection, and has an average (and

maximum) increase in warning time of approximately a factor 10.5. Trajectory III was initially selected to maximise the

maximum increase in warning time, which was equal to a factor 29.5. However, it was observed that this maximum

increase in warning time could easily be achieved for a range of values for the other two objectives, allowing to find a

trajectory that satisfies a particular requirement or preference. Trajectory III is thus a somewhat random compromise

between the three objectives. The same holds for trajectory IV. Trajectory III and IV have an average increase in warning

time and probability of CME detection of approximately [24.2, 72%] and [19.1, 89%], respectively. In general, a larger

increase in average warning time results in a smaller probability that a CME is detected (for a maximum increase in

warning time of approximately a factor 29.5). It is concluded that trajectory IV is the "most optimal" trajectory when all

three objectives are taken into account.

Finally, a sensitivity analysis has been conducted to assess the effect of the solar-sail model, lightness number,

and CME-model. Compared to the ideal solar-sail model, the optical solar-sail model yields a modest decrease in

performance of up to 2.5%. An increase in lightness number of 0.01 yields a performance increase in the (average,

maximum) increase in warning time of approximately 1% and an increase in the probability of CME detection of
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approximately 8%. These magnitudes can change depending on the nature of the trajectory. In general, when the

trajectory is relatively close to the Earth the performance is more sensitive to a change in lightness number than

trajectories further away as the CME-axis has a steeper gradient when it approaches the Earth. The obtained trajectories

show a significant improvement in solar-storm warning time over current missions at !1. However, compared to the

requirement of two to three days to fully prepare for disruption, alternative methods such as a spacecraft able to predict

CME events at !5 should be considered as well. Still, a spacecraft that is able to detect a solar storm is essential in

preparing society for an event as it takes away the great uncertainty that is accompanied with prediction.
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3
Conclusion & Recommendations

This thesis work investigated periodic solarsail trajectories to increase the solarstorm warning time
with respect to current missions at the SunEarth 𝐿1 point. In addition, the thesis provided insights into
the problem characteristics to build on the current body of knowledge of using solarsail dynamics in the
field of solarstorm detection. This chapter displays the conclusion of the thesis report in Sec. 3.1, which
is based on answering the research questions that were posed in Sec. 1.3. After that, recommendations
for further study are laid out in Sec. 3.2.

3.1. Conclusion
The conclusion of the thesis work is divided into separate answers to the research questions that were
outlined in Sec. 1.3. After the individual answers, this section will reflect on the thesis work with regards
to the need for an increase in solarstorm warning time.

A) How can heteroclinic(like) connections between artificial equilibrium points in the vicinity of the
𝑆𝐿1 and 𝑆𝐿5 point be used to generate a periodic solarsail trajectory that travels upstream of the
CMEaxis using a piecewiseconstant sail attitude?

A periodic solarsail trajectory is obtained using two heteroclinic connections. The first hete
roclinic connection allows the spacecraft to travel upstream of the CMEaxis, while the second
heteroclinic connection lets the spacecraft travel back to the AEP from which the first heteroclinic
connection initiated. As a result, the mission lifetime is only limited by the lifetime of the space
craft and the solar sail. The periodic solarsail trajectories utilise a piecewise constant steering
law, which is obtained by a genetic algorithm. Despite the genetic algorithm being a robust and
easytoimplement method, it can be concluded that a grid search is more effective and ensures
sufficiently accurate trajectories are obtained if the boundary conditions of the heteroclinic con
nections (i.e., the set of two AEPs) is known. This set of AEPs can be obtained relatively easily
through firstorder computations. Two periodic solarsail trajectories are generated. The first, 𝑁1,
is aimed at maximising the maximum increase in warning time, equal to approximately a factor
45 compared to current missions at the 𝐿1 point, while the second, 𝑁2, has the goal to maximise
the average increase in warning time, equal to approximately a factor 21. Trajectory 𝑁1 does not
spend all of its time in the CME detection zone, which means seven spacecraft are required to
maintain continuous CME monitoring, as opposed to trajectory 𝑁2 that requires only one space
craft. The main downside of obtaining periodic solarsail trajectories using the method outlined
here is the fact that the sail attitude is constant throughout each manifold, which renders it sub
optimal. In addition, the trajectories are practically infeasible as there is a discontinuity in the
state and control at the linkages of the unstable and stable manifolds. Still, these trajectories act
as a good initial guess for the optimal control problem.

B) Can the piecewiseconstant sail attitude profile be optimised to a continuously varying sail attitude
profile to improve the performance of the periodic solarsail trajectories?
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52 3. Conclusion & Recommendations

The performance of a periodic solarsail trajectory is quantified by three objectives: the average
and maximum increase in warning time and the average distance to the CMEaxis. Minimisation
of the last objective increases the probability of detection, taking into consideration the variations
in CME shape. Defining the search for a periodic solarsail trajectory with the aim of increasing the
solarstorm warning time as an optimal control problem relieves the limitations that correspond to
the use of heteroclinic connections. This is because the solution to the optimal control problem
has no discontinuity in the state or control and the sail attitude is allowed to vary continuously.
Additionally, the boundary conditions are fixed. In the optimal control problem this constraint is
relaxed, potentially leading to a ’more optimal’ trajectory as the search space is enlarged. The
optimal control problem is solved in 𝒫𝒮𝒪𝒫𝒯, a particular implementation of a direct pseudospec
tral method. An additional constraint has been added to the search space to be able to properly
compare the results: the spacecraft should always remain in the CME detection zone such that
only one spacecraft is required to maintain continuous CMEmonitoring. By specifying the relative
importance of each objective, in the end, four trajectories have been obtained. These trajectories
are outlined below and their properties are summarised in Table. 3.1.

• Trajectory I maximises the average increase in warning time, equal to approximately a factor
28.5, which results in a trajectory practically stationary in close proximity of the AEP on the
border of the CME detection zone located furthest upstream of the CMEaxis. A spacecraft
in this trajectory achieves a maximum increase in warning time and a probability of CME
detection of 28.5 and 49%, respectively.

• Trajectory II minimises the distance to the CMEaxis, leading to a practically stationary tra
jectory in close proximity of the AEP that is on the CMEaxis. Because of this location, it
has an average and maximum increase in warning time of approximately a factor 10.5 and
a spacecraft in this trajectory has a probability of 100% of detecting a CME.

• Trajectory III was initially selected to maximise the maximum increase in warning time, but
it was observed that approximately a factor of 29.5 could easily be obtained for a range
of values for the other two objectives. As a result, trajectory III is a somewhat random
compromise between the three objectives. The same holds for trajectory IV. Trajectories
III and IV achieve an average and maximum increase in warning time of approximately a
factor [24.2, 29.5] and [19.1, 29.1], respectively. In addition, spacecraft in these trajectories
have a probability of CME detection of 72% and 89%, respectively. These trajectories are
multirevolutionary where one revolution is attributed to achieving the maximum increase in
warning time, while the others are in place to balance the average increase in warning time
and the average distance to the CMEaxis (i.e., probability of CME detection).

From these trajectories, it is observed that a larger average increase in warning time results in a
smaller probability of CME detection, and the balance between them can be shifted to satisfy a
specific requirement or preference (while the maximum increase in warning time is not impacted).
All in all, it can be said that the performance of the optimised trajectories is improved over the
piecewiseconstant trajectories, not necessarily in the three objectives but the trajectories are
more realistic and therefore more relevant.

Table 3.1: Overview of the properties of trajectories IIV.

Trajectory 𝑘avg,  𝑘max,  𝑃total, % T, yr

I: max(𝑘avg) 28.48 28.51 48.73 1.60
II: min(𝑑avg) 10.51 10.53 100.0 4.64
III: max(𝑘max) 24.22 29.46 72.22 2.76

IV: Compromise 19.09 29.17 89.12 4.69

C) What is the effect of including optical imperfections in the solarsail model on the performance of
the solarstorm detection trajectories?

Instead of utilising an ideal solarsail model, an optical sail model has been employed to as
sess the impact on the performance. While the ideal solarsail model assumes pure specular
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reflection of the incident photons, the optical sail model accounts for absorption, diffuse reflec
tion, and thermal emission. These effects introduce a tangent solarsail acceleration component
as well as a smaller normal solarsail acceleration, which becomes smaller for a larger solarsail
pitch angle, i.e., a larger difference with respect to the ideal solarsail model. The impact of the
model implementation on the performance of trajectories I  IV is at most a modest 2.5%, i.e., a
decrease in average and maximum warning time and probability of CME detection. This small
impact may be attributed to the small magnitude of the solarsail pitch angle in the control profile
of the trajectories (with a maximum of 𝛼 = ±18 deg). As the solarsail pitch angle remains small,
the difference between the two solarsail models will also remain small.

D) What is the effect of the current stateoftheart and mid to farterm advances in solarsail tech
nology on the performance of the solarstorm detection trajectories?

The trajectories in this thesis work have been computed using a lightness number of 𝛽 = 0.05,
which is in accordance with expected midterm technological advances. Current stateoftheart
achieves a lightness number of 𝛽 = 0.01, while a lightness number of 𝛽 = 0.1 is expected in
the mid to farterm future. Therefore, trajectories I  IV have been recomputed using a lightness
number in the range of 𝛽 ∈ [0.01, 0.1]. The performance increases proportionally to an increase
in lightness number. In particular, it is observed that, in general, an increase in lightness number
of 0.01 yields an increase in average and maximum warning time of 1% and an increase in the
probability of CME detection of 8%. The magnitude of the increase depends on the nature of the
trajectories: a trajectory relatively close to the Earth is more sensitive to a change in lightness
number than a trajectory that is further away. This observation may be attributed to the steeper
gradient of the CMEaxis as it approaches the Earth.

The answers to the research questions show that periodic solarsail trajectories exist which exhibit
an average and maximum increase in solarstorm warning time of approximately a factor 20 to 30 with
respect to current missions at 𝐿1. These missions at 𝐿1 have a warning time of 30 to 60 minutes,
meaning that the solarsail propelled trajectories presented in this thesis work can obtain an absolute
warning time of 10 to 30 hours. As it is estimated that two to three days are required to prepare for
disruption, other methods should be considered to become aware of an approaching solar storm in
a timely manner. In particular, a spacecraft stationed at 𝐿5 could provide predictions up to five days.
However, due to the great uncertainty of the path and magnitude of the CME that is associated with
prediction, a supporting spacecraft is required to gain an accurate insight of a potentially approaching
solar storm. For this, an insitu solarsail spacecraft may be a good solution. A storm can be predicted
by a spacecraft at 𝐿5, from which precautions on Earth may be set in place to reduce the preparation
time, and when the solarsail spacecraft in one of the trajectories presented in this thesis work does
detect an approaching solarstorm, the ’real’ preparation on Earth can be initiated. Therefore, it is
believed that a combination of a spacecraft at 𝐿5 and a solarsail spacecraft in a periodic solarsail
trajectory presented in this thesis work may be the solution to receive an appropriate warning signal of
an approaching solar storm.

3.2. Recommendations
This section outlines numerous recommendations for future work in the area of using solarsail dy
namics in the field of solarstorm detection. The recommendations are divided into three categories to
provide a clear overview and can be seen below.

Changes to the (dynamical) model:

• Implement a threedimensional dynamical model.
This thesis work employed a twodimensional dynamical model, as a CME headed towards Earth
shows a clear correlation between its path and the ecliptic plane. This yields the analysis in a
twodimensional formulation most insightful. In reality, a CME is a threedimensional structure.
Evaluating the motion in three dimensions may result in a ’more optimal’ trajectory if, for instance,
the solarsail spacecraft is able to spend a larger fraction of its time upstream of the CME prop
agation path or closer to the CMEaxis compared to the twodimensional formulation. If a two
dimensional trajectory would be the ’most optimal’, the threedimensional formulation will output
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such a trajectory.

• Implement the elliptical restricted threebody problem (ERTBP).
A circular restricted threebody problem (CRTBP) is employed in this thesis work, which assumes,
among others, circular motion of the two primaries about the barycenter of the system. The
ERTBP accounts for the eccentricity of the two primaries about the barycenter. In reality, the
motion of the Sun around the Earth is also elliptical, which means that the implementation of an
ERTBP is a more realistic representation of the real problem.

• Evaluate the fourthbody perturbation of Venus
The trajectories that are obtained in this thesis work travel upstream to about 0.88 Astronomical
Unit (AU). As Venus orbits the Sun at approximately 0.72 AU, the gravitational influence of Venus
on the solarsail spacecraft may play a role in the real dynamics. It is therefore recommended to
implement the gravitational field of Venus as a fourthbody perturbation.

• Implement a variable velocity profile in the CME model.
The CME model in this thesis work implicitly assumes a constant velocity of the CME that is on
a trajectory to intersect the Earth: the increase in warning time is determined as the fraction of
the CMEaxis arc length and the distance between Earth and 𝐿1. However, literature displays
a variable velocity profile of the CME propagation path, where the CME travels faster through
interplanetary space compared to when it arrives at the Earth. Incorporating this feature yields a
more accurate representation of the achievable increase in warning time of a solarsail spacecraft.

Sensitivity analyses:

• Evaluate the consequences of the heat flux on the solar sail.
As the solarsail spacecraft is designed to travel further upstream of the CMEaxis, i.e., closer to
the Sun, the consequences due to the heat flux becomemore dominant compared to, for instance,
a solarsail spacecraft in lowEarth orbit. It should be ensured that the solar sail is able to handle
resulting temperatures and (heat) stresses.

• Expand the optical solarsail model coefficient set uncertainty analysis.
The uncertainty in the optical solarsail model coefficient set has been assessed by evaluating two
situations: the lower bound of all coefficients and the upper bound of all coefficients. However,
the greatest deviation from an ideal solarsail model is not necessarily achieved with either all
coefficients equal to the lower or upper bound. For instance, by looking at the second term of
the normal solarsail acceleration component, 𝑎𝑛; 𝐵𝑓(1− 𝑠)�̃� cos𝛼, it is observed that the largest
value is achieved by the upper bound of 𝑟 and 𝐵𝑓 and the lower bound of 𝑠. Therefore, the
uncertainty analysis of the optical solarsail model coefficient set should be expanded such that
multiple combinations of the coefficient values are evaluated.

• Evaluate a variation in the CMEaxis.
In the sensitivity analysis of the thesis work, the CME size has been changed to assess the impact
of a smaller/larger storm on the performance of trajectories I  IV. However, it was assumed that
the CMEaxis remains constant for all CMEs approaching the Earth. In reality, this may not be
the case. This variation should therefore be taken into account with regards to the assessment
of the trajectory performance. A good starting point would be to analyse the data of previously
detected CMEs to deduce a trend in CMEaxis variation.

Additional work:

• Generate periodic solarsail trajectories that require multiple spacecraft to maintain continuous
CME monitoring.
This thesis work included a constraint in the optimisation problem which states that the trajectory
has to remain in the CME detection zone at all times, thereby only requiring one spacecraft to
maintain continuous CME monitoring. However, it is interesting to assess the performance with
regards to solarstorm detection if two or more solarsail spacecraft are available. As a result,
the trajectory does not have to remain in the CME detection zone at all times, as only one of
the spacecraft has to be in the zone, thereby possibly increasing the performance of the overall
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mission. The initial guess generation displayed that a maximum increase in warning time of
approximately a factor 45 is achievable. Seven solarsail spacecraft should be equally spaced in
time throughout this trajectory to maintain continuous CMEmonitoring. Furthermore, note that the
multiple solarsail spacecraft do not necessarily have to be in the same trajectory, which makes
the mission design of a constellation of solarsail spacecraft even more flexible.

• Evaluate if/what type of shielding is required to withstand the surpassing of a CME.
A CME is a large cloud of plasma containing its own magnetic field. Because of that, it may
interact with the solarsail spacecraft: it could be the case that the CME magnetic field causes
the spacecraft electronic systems to malfunction. Furthermore, the plasma cloud may damage
the solar sail. Sufficient shielding should be in place such that it is guaranteed the spacecraft
withstands the surpassing of a CME. Currently, spacecraft that have the purpose to detect solar
storms exist, such as SOHO, ACE, WIND, and DSCOVR, and therefore it may be assumed that
appropriate shielding is available to protect the spacecraft. However, these spacecraft do not
have a solar sail, meaning that this aspect should be evaluated before the launch of an actual
solarsail spacecraft for the purpose of solarstorm detection. Note that the shielding may add to
the spacecraft mass, which reduces the lightness number of the solarsail spacecraft, ultimately
reducing the performance of the mission (according to the answer of research question D).





A
Verification & Validation

This appendix chapter will focus on the verification and validation of the models and numerical tech
niques that are used to obtain the periodic solarsail trajectories presented in this thesis work. At first,
the models are verified and validated in Sec. A.1 followed by Sec. A.2 that addresses the numerical
techniques.

A.1. Models
This section displays the verification of the dynamical model and the solarsail models that have been
used throughout the journal article.

A.1.1. Dynamical model
First of all, it should be noted that the Circular Restricted ThreeBody Problem (CRTBP) is widely used
in astrodynamics problems, such as in Ref. [21], and also in solarsail related problems, such as in
Ref. [9, 22]. This means that the CRTBP can be considered validated.

Firstly, the implementation of the CRTBP with an ideal solarsail acceleration is verified by retrieving
the location of the 𝑆𝐿1 point as well as the eigenvalues as a function of the solarsail lightness number,
𝛽. These results are compared to literature, in particular Table 2 from Ref. [22], and can be seen in Ta
ble A.1. It is observed that the values correspond to each other. Furthermore, manifoldlike trajectories
are obtained from the 𝑆𝐿1 point as a function of the solarsail pitch angle, 𝛼, and compared to literature.
This has been done by propagating the initial conditions (at the 𝑆𝐿1 point) in the unstable direction and
simultaneously changing the solarsail pitch angle. Figure 3 from Ref. [22] has been reproduced and
can be seen in Fig. A.1, where it can be seen that the manifolds correspond to each other. Finally,
the surfaces of AEPs as a function of lightness number in the vicinity of the 𝐿1, 𝐿2, and 𝐿5 points have
been computed and compared to Fig. 3 and Fig. 4 from Ref. [23] and can be seen in Fig. A.2. From
inspection, it can be seen that the surfaces of AEPs match the results from Fig. 3 and Fig. 4 from
Ref. [23].

As the three computed results comply with literature, it can be concluded that the CRTBP with an
ideal solarsail acceleration is correctly implemented, i.e., verified.

Table A.1: Comparison of the location of the 𝑆𝐿1 point and its eigenvalues between Ref. [23] and the thesis MATLAB script.

𝛽 Table 2 from Ref. [22] Thesis MATLAB script
𝑥𝐿1 𝜆1 𝜆2 𝑥𝐿1 𝜆1 𝜆2

0.01 0.98873 2.1399 1.8517 0.98873 2.1399 1.8517
0.02 0.98717 1.7820 1.6484 0.98717 1.7820 1.6484
0.03 0.98525 1.4696 1.4821 0.98525 1.4696 1.4821
0.04 0.98299 1.2088 1.3536 0.98299 1.2088 1.3536
0.05 0.98041 0.9983 1.2586 0.98041 0.9983 1.2586

57
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(a) Figure 3 from Ref. [22].

x x x

(b) Reproduction using the thesis MATLAB code.

Figure A.1: Comparison of the propagation of the initial conditions at the 𝑆𝐿1 point in the unstable direction while simultaneously
changing the solarsail pitch angle between Ref. [22] and the thesis MATLAB code.
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Figure A.2: Surfaces of Artificial Equilibrium Points (AEPs) in the vicinity of the SunEarth 𝐿1, 𝐿2, and 𝐿5 point as a function of
lightness number (𝛽 ∈ [0, 0.1]).

A.1.2. Solarsail models
Throughout the thesis, use has been made of an ideal and optical solarsail model. The previous
subsection verified the ideal solarsail model, whereas the optical sail model will be verified here. This
will be done by computing the (ideal and) optical solarsail model acceleration with the coefficient set
that is presented in Ref. [10] and given in Table. A.2. The solarsail acceleration for both an optical
and ideal solarsail model is computed as a function of the pitch angle and presented in Fig. A.3.
The plot that is presented in Ref. [10] is also given for comparison purposes. It can be seen that the
reproduced solarsail acceleration matches with the plot from Ref. [10], and therefore it can be said
that the implementation of the optical solarsail model in the thesis MATLAB code is verified.

Table A.2: The optical solarsail model coefficient set retrieved from Ref. [10].

Coefficient �̃�,  𝑠,  𝐵𝑓,  𝐵𝑏,  𝑒𝑓,  𝑒𝑏, 
Value 0.88 0.94 0.79 0.55 0.05 0.55
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(a) Figure 2.9 from Ref. [10].
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(b) Reproduction using the thesis MATLAB code.

Figure A.3: Comparison of solarsail acceleration using the optical solarsail model as a function of the pitch angle between
Ref. [10] and the thesis MATLAB code. The coefficient set presented in Table. A.2 is used in the optical sail model.

A.2. Numerical Techniques
Two numerical techniques are utilised throughout the journal article that require verification and vali
dation: the genetic algorithm and the optimisation algorithm 𝒫𝒮𝒪𝒫𝒯, which is a direct pseudospectral
method [20]. The verification and validation methods will be displayed in this section.

A.2.1. Genetic Algorithm
The MATLAB implementation of the Genetic Algorithm (GA), ga.m, is used. As it is a function that is
provided by MATLAB, it may be assumed that the algorithm itself is verified [24].

Still, there are two aspects that require verification of the GA. The first aspect governs the question
whether a GA is a suitable algorithm to find the desired trajectories and the second aspect contains the
consideration whether the problem at hand is correctly implemented.

Regarding the first aspect, previous research has indicated that a GA can generate sufficiently
accurate and representative trajectories, i.e., the GA is able to converge to a global optimum solution
in the search space [17, 25]. In addition to that, the GA has been executed several times using seeds
[0, 1, 2, 3, 4] and it is checked whether the GA converges to (approximately) the same solution. It was
observed that it was indeed the case, so it can be claimed with confidence that the GA is a capable
enough algorithm for the problem at hand.

It is already known from Subsec. A.1.1 that the dynamical model used by the GA is verified. So, the
only thing that requires verification is the implementation of the objective function. For this, the results of
the GA are compared to the results from the grid search (outlined in in the journal article). It is observed
that the results correspond to the hypotheses that were specified in the grid search. For example, for
minimisation of 𝐽1 (defined in the journal article), i.e., maximisation of the maximum increase in warning
time, the GA returns a trajectory that takes [𝑝1, 𝑝2] as [𝑆𝐿1, 𝑃1] with approximately the same solarsail
pitch angle values along each of the unstable and stable manifolds as resulted from the grid search.

As the GA performs as expected in the two aspects, it can be said that the GA is verified.

A.2.2. PSOPT
𝒫𝒮𝒪𝒫𝒯 should be verified and validated in three aspects. The first aspect regards the question whether
𝒫𝒮𝒪𝒫𝒯 is able to converge to the global optimum solution within the search space, the second aspect
concerns the correct implementation of the optimisation problem in 𝒫𝒮𝒪𝒫𝒯, and the third aspect con
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tains the question whether the solution provided by 𝒫𝒮𝒪𝒫𝒯 is a valid solution (which will be elaborated
upon below).

Regarding the first aspect, there have been numerous published research articles that use 𝒫𝒮𝒪𝒫𝒯
as the algorithm to solve a solarsail optimal control problem, such as Ref. [25, 26]. Moreover, these
articles use approximately the same dynamical model as the one used in this research, i.e., a restricted
threebody problem with a solarsail acceleration. Based on these observations, it can be said with
confidence that 𝒫𝒮𝒪𝒫𝒯 is qualified and able to find the global optimum solution for the problem at
hand [20].

Now that it is known that 𝒫𝒮𝒪𝒫𝒯 can be used to find the optimum, it should be verified whether
the problem at hand is correctly implemented in 𝒫𝒮𝒪𝒫𝒯. At first, the implementation of the dynamical
model is checked by substituting an optimisation problem into the code for which the solution is known.
In particular, a timeoptimal trajectory from the 𝑆𝐿1 point towards the Region of Practical Stability (RPS)
in the vicinity of the 𝑆𝐿5 point is computed and compared to the results from Ref. [22]. Note that the
dynamical model is the same as the model that is used throughout the thesis. The initial guess is
selected to be a heteroclinic connection from the 𝑆𝐿1 point to the 𝑆𝐿5 point, which is obtained during
the initial guess generation of the thesis (displayed in the journal article). The positional state and the
control profile of the initial guess and the optimised trajectory can be seen in Fig. A.4. In addition, the
comparison with the result obtained in Ref. [22] can be seen in Table A.3. There is a modest difference
in optimised transfer times, equal to 3.3%, which may be attributed to the large difference in initial
guess. Since the difference in transfer time is small, it can be said that the dynamical model is correctly
implemented in 𝒫𝒮𝒪𝒫𝒯.

0.2 0.4 0.6 0.8 1 1.2
x, -

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

y,
 -

Initial guess
PSOPT optimised

0 0.5 1 1.5 2 2.5
Time, y

-60

-40

-20

0

20

40

60

S
o

la
r-

sa
il 

p
it

ch
 a

n
g

le
, d

eg

RPS

Initial guess
PSOPT optimised

(a) Positional state of the initial guess and optimised solution.

0.2 0.4 0.6 0.8 1 1.2
x, -

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

y,
 -

Initial guess
PSOPT optimised

0 0.5 1 1.5 2 2.5
Time, y

-60

-40

-20

0

20

40

60

S
o

la
r-

sa
il 

p
it

ch
 a

n
g

le
, d

eg

RPS

Initial guess
PSOPT optimised

(b) Control profile as a function of time of the initial guess and optimised
solution.

Figure A.4: Overview of the initial guess and optimised solution of a timeoptimal trajectory from 𝑆𝐿1 to the Region of Practical
Stability (RPS) in the vicinity of the 𝑆𝐿5 point.

Table A.3: Comparison of the transfer times of the initial guess and optimised trajectory from 𝑆𝐿1 to the Region of Practical
Stability (RPS) in the vicinity of the 𝑆𝐿5 point between Ref. [22] and the results from the thesis code.

𝑆𝐿1 → RPS 𝑆𝐿5 Initial guess Optimised ΔOptimised

From Ref. [22] 563 days 538 days 3.3%Thesis code 789 days 556 days

Besides the dynamical model verification, it should be checked whether the objective function is
correctly implemented. This can be done by performing optimisation runs for which the solution is
known. The first run concerns solely optimising for the average increase in warning time. During the
initial guess generation, it was hypothesised that the optimisation algorithm should return a trajectory
that is stationary in close proximity of an AEP which is furthest upstream of the CMEaxis, while re
maining in the CME detection zone. The results of this optimisation run, using initial guess trajectories
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𝑁1 and 𝑁2 (outlined in the journal article), is presented in Fig. A.5. As can be seen, the optimisation run
matches the hypothesis regardless of the selected initial guess. In addition, an optimisation run has
been performed to solely minimise the average distance to the CMEaxis. The returned solution is a
trajectory that is stationary in close proximity of an AEP on the CMEaxis, which is in accordance with
the hypothesis. These two computations show that the objective function is correctly implemented, and
therefore it can be said that the implementation of the problem in 𝒫𝒮𝒪𝒫𝒯 is verified.
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(a) Positional state of the initial guess and optimised solution.
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(b) Control profile as a function of time of the initial guess and optimised
solution.

Figure A.5: Overview of the initial guess and optimised solution for a trajectory that maximises the average increase in warning
time. Note that both 𝑁1 and 𝑁2 have been used as an initial guess.

Finally, the third aspect governs the question whether the solution provided by 𝒫𝒮𝒪𝒫𝒯 is a valid
solution. This should be validated as 𝒫𝒮𝒪𝒫𝒯 only guarantees a valid solution at the LegendreGauss
Lobatto nodes, and not inbetween the nodes [20]. If this is not checked, it could result in a trajectory
where the path or boundary constraints are violated inbetween the nodes. Validation of the 𝒫𝒮𝒪𝒫𝒯
solution is done by fully reintegrating the solution in MATLAB. Full reintegration takes the initial con
ditions from 𝒫𝒮𝒪𝒫𝒯 and integrates the state until the final time. The control, i.e., the solarsail pitch
angle, is interpolated from the 𝒫𝒮𝒪𝒫𝒯 solution using shapepreserving piecewise cubic interpolation.
From inspection it is observed that the reintegrated solution does not violate any constraints of the
optimisation problem, and therefore it can be said that the 𝒫𝒮𝒪𝒫𝒯 solution is a valid solution.





B
Supporting Computations

In the journal article, initial guess trajectories have been obtained that assume a constant hyperplane,
∑, at the middistance between 𝑝1 and 𝑝2 (the AEPs from which heteroclinic connections are realised).
The assumption that a constant hyperplane may be assumed will be justified here.

The genetic algorithm that was laid out in the journal article has been executed using a constant
and variable hyperplane for several combinations of 𝑝1 and 𝑝2. Note that in these computations 𝑝1 and
𝑝2 are kept fixed to allow for a proper comparison. Furthermore, the objective function that was used
in these computations is 𝐽1, i.e., maximisation of the maximum increase in warning time. The combina
tions [𝑝1, 𝑝2] = [𝑆𝐿1, 𝑆𝐿5] and [𝑆𝐿1, 𝑃1] are presented in Fig. B.1. It can be seen that the constant and
variable hyperplane computations return practically the same trajectory. In addition, it was seen that
the variable hyperplane computation returns a location of the hyperplane at approximately the same
location as the constant hyperplane computation. While the variable hyperplane computation takes
significantly longer to converge to its solution as the variable hyperplane adds another dimension to
the design space, the constant hyperplane computation is far more efficient and is able to generate
practically the same trajectories. Therefore, this assumption is employed in the search for initialguess
trajectories.

(a) Trajectories between 𝑆𝐿1 and 𝑆𝐿5. (b) Trajectories between 𝑆𝐿1 and 𝑃1.

Figure B.1: A comparison between genetic algorithm computations that utilise a constant and variable hyperplane assumption.
The set of AEPs are kept fixed to properly compare the results.
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