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ABSTRACT
Time synchronization is of paramount importance on the Inter-
net, with the Network Time Protocol (NTP) serving as the primary
synchronization protocol. The NTP Pool, a volunteer-driven ini-
tiative launched two decades ago, facilitates connections between
clients and NTP servers. Our analysis of root DNS queries reveals
that the NTP Pool has consistently been the most popular time
service. We further investigate the DNS component (GeoDNS) of
the NTP Pool, which is responsible for mapping clients to servers.
Our findings indicate that the current algorithm is heavily skewed,
leading to the emergence of time monopolies for entire countries.
For instance, clients in the US are served by 551 NTP servers, while
clients in Cameroon and Nigeria are served by only one and two
servers, respectively, out of the 4k+ servers available in the NTP
Pool. We examine the underlying assumption behind GeoDNS for
these mappings and discover that time servers located far away can
still provide accurate clock time information to clients. We have
shared our findings with the NTP Pool operators, who acknowledge
them and plan to revise their algorithm to enhance security.
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• Networks → Application layer protocols; Network mea-
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1 INTRODUCTION
Global time synchronization underpins modern life. It is crucial to
the Internet and to critical systems such as financial markets, power
grids, and telecommunications networks, and businesses [5, 6].

On the Internet, many commonly used applications, services, and
protocols depend on clock correctness for secure operations. TLS,
DNSSEC, DNS caches, RPKI, Kerberos and even Bitcoin transactions
are are some of the applications that depend on clock synchroniza-
tion to prove cryptographic freshness [3, 7, 8, 17].

The Network Time Protocol (NTP) [8] is the Internet’s default
protocol for clock synchronization. It is designed to mitigate the
effects of changing network latency (jitter) between client and
server. NTP servers synchronize out-of-band with high precision
references, such as atomic clocks, radio signals (e.g., DC77 [2]), and
satellites (GPS and Galileo).

There are many publicly available NTP servers on the Internet.
NIST [11] and the USNO [15] have been providing NTP services for
decades. Later, several vendors such as Apple, Google, Cloudflare,
Meta, Microsoft and Ubuntu started their own services.

The NTP Pool [14] provides a layer over NTP servers, providing
a directory of publicly available NTP servers using DNS [9]; it
does not directly operate NTP servers. The NTP servers themselves
are run by volunteers, which range from home DSL users to large
cloud operators. The NTP Pool currently lists 4,403 volunteer NTP
servers, with 3,056 on IPv4 and 1,671 on IPv6 (2023-10-09) [13]. It
has been operating for more than two decades.

Numerous organizations operate NTP servers to sync device
clocks within their networks. The DHCP protocol [4] allows to
clients be configured also with NTP servers, automating the process.
However, lacking in-house NTP servers, client clocks resort to syn-
chronization with public, pre-configured NTP servers. Home user
devices also typically resort to their pre-configured NTP servers.

Given this context, our study set out the investigate the following
research questions:

(1) What are the most popular public time services on the Internet?
Does the NTP Pool maintain its relevance in the current era,
considering the emergence of large vendors offering free
time services?
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Figure 1: Number of time providers assigned by the NTP Pool
to each country.

(2) What is the methodology employed by the NTP Pool to deter-
mine the server-client allocation? The NTP Pool leverages
DNS for client-server mapping, but what is the underlying
process? Are there any issues with these mappings?

(3) Can existing mapping problems be remediated? If so, how? If
the mapping algorithm of the NTP Pool is not optimal, what
improvements can we suggest to improve it?

2 CONTRIBUTIONS
Our first contribution is to demonstrate that the NTP Pool is not
only in active use, but it has consistently been the most popular time-
service provider on the Internet, based on DNS traffic at the Root DNS
servers [16]. This popularity persists even with the introduction of
new time services introduced by large vendors in recent years.

Our second contribution is to demonstrate how these mappings
are executed and which criteria are employed in this process. We
examine GeoDNS [1], the NTP Pool customized DNS software that
perform the mapping, complemented by measurements taken from
the public Internet. Previous studies offered only anecdotal evidence
of these mappings. Through our detailed examination and reverse-
engineering, we can now forecast client-server mappings for entire
nations.

Our third contribution is to explore the implications of this map-
ping, from our ability to predict which NTP servers a client will use.
We find that assignments can be heavily skewed, producing time
service monopolies. Even with more than 4k NTP servers, 27 coun-
tries are assigned to a single time provider—one operator serves
767M people and 465M Internet users, as shown in Figure 1. In addi-
tion, we find that another 101 countries and territories (comprising
260M Internet users) could be monopolized with the deployment of
a single NTP server. This monopolization bestows immense power
upon a single actor [12], which can then be misused (or exploited)
to execute nation-wide scale time-shift attacks, particularly worri-
some in today’s world where conflicts extend into cyberspace.

Our fourth and final contribution is to show that the current
GeoDNS mapping algorithm can be changed to improve server distri-
bution without compromising service quality. Conversations with
NTP Pool operators indicate that these mappings are designed to
avoid asymmetric routing and alleviate concerns about packet loss.
However, our experimental results contradict these apprehensions
about substantial packet loss from distant servers: we demonstrate
that far away NTP servers can also deliver high-quality timing

services with minimal packet loss ratios. Consequently, we recom-
mend that NTP Pool operators consider modifying their mapping
algorithm to address these monopolization issues, which could
potentially result in a complete or partial time synchronization
takeover for entire countries.

An extended version of this paper is available at [10].
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