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Abstract

With the increase of anthropomorphic conversa-
tional agents, the research on the effects of an-
thropomorphism in conversational agents is on the
rise. However the studies cannot seem to agree on
many of the raised questions and the research on the
proper design of conversational agents is still lack-
ing. This research paper attempted to contribute
to filling this gap by analysing whether anthropo-
morphic visual cues used in conversational agents
have an effect on the trust and satisfaction of the
users. In particular, a between-subject experiment
was performed, where the use of emojis and a pro-
file image of four different levels of anthropomor-
phism were manipulated in a conversational agent
based on Telegram. A total of 120 participants, split
between eight experimental groups, had a conver-
sation with the agent and filled in a survey about
their experience. The results concluded that indi-
vidual visual cues as well as combination of them
did not have any significant effects on the trust and
satisfaction of the users.

1 Introduction
The advancement in technological areas like natural language
processing and machine learning has resulted in a rise of con-
versation agents (CAs) (Araujo, 2018; Diederich, 2020; Rapp
et al., 2021). CAs, that can be defined as software that inter-
acts with users in a natural human language (Diederich, 2020;
Seeger et al., 2017), are now being employed to perform a
wide variety of tasks, from completing simple transactions to
complex advice giving (Araujo, 2018; Gnewuch et al., 2018;
Seeger et al., 2017). CAs in the form of a chat-bot have be-
come especially popular due to their easy integration into so-
cial media (Araujo, 2018; Rapp et al., 2021). Such a wide
employment of these systems can be explained by their ability
to provide a human-like interaction to users, which ensures a
smoother and more intuitive experience (Pfeuffer et al., 2019;
Seeger et al., 2021).

Because of their unique type of interaction with users, CAs
go hand in hand with the theory of anthropomorphism. An-
thropomorphism can be described as assigning human-like

attributes or traits to non-human agents or objects like com-
puters or computer applications such as CAs (Araujo, 2018;
Seeger et al., 2017, 2021). In CAs anthropomorphism can be
expressed trough different types of cues such as human iden-
tity (e.g. human-like visual representation and identification),
verbal cues (e.g. human-likeness of the conversation), and
non-verbal cues (Seeger et al., 2021).

With the increase in the use of CAs, the research on an-
thropomorphism and its role in CAs has also been on the
rise (Diederich et al., 2019; Rapp et al., 2021). The research
themes vary from examining how users assign humanness to
the agents to what kind of effect that assignment can have
and what factors might have influence on it (Diederich, 2020;
Diederich et al., 2019; Go & Sundar, 2019; Gong, 2008;
Rapp et al., 2021). However, a problem noticed by mul-
tiple studies is that many of the conducted researches have
conflicting results (Catrambone et al., 2002; Diederich, 2020;
Gong, 2008; Rapp et al., 2021; Seeger et al., 2021). Indeed,
while many studies report positive effects of anthropomor-
phic CAs (Araujo, 2018; Gong, 2008), others have shown that
increased level of anthropomorphism can lead to user frus-
tration, confusion, and even feelings of eeriness (Diederich,
2020; Diederich et al., 2021; Pfeuffer et al., 2019).

Lastly, even though human-likeness of the conversation
performed by the agent can be considered to be the most im-
portant factor in the success of the CA (Diederich, 2020),
the importance of the design of the CA should not be over-
looked. In fact, recent literature reviews concluded that there
is a general lack of researches done on the design of CAs and
suggested that future research should focus more on this area
(Diederich et al., 2019; Rapp et al., 2021).

In summary, this research will contribute to filling the gap
in the research of CA design. In particular, the main question
that this paper will aim to answer is: To what extent can a
conversational agent with different levels of anthropomorphic
visual cues improve the satisfaction and trust of the users?

The rest of this research paper will be organised as follows.
Section 2 will derive hypotheses about specific visual cues
and their potential effects on user trust and satisfaction. Then,
section 3 will describe the research method used to asses the
influence of visual cues. In section 4 the results of the con-
ducted research will be presented. Section 5 will consider the
ethical implications of this study. Section 6 will discuss the
effects of the gotten results as well as limitations of the study
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and will propose ideas for future work. Finally, section 7 will
conclude this research paper.

2 Related Work and Hypotheses
This section will first introduce the reasons behind measuring
user trust and satisfaction. Then it will provide an overview
of relevant research done on visual cues in CAs. In particular,
due to the chat-bot nature of CAs, there is a limited number
of visual cues that can be used for the design of the interface.
Therefore, this paper will focus on the most common visual
cues found in practice and research, which are profile images
(Diederich, 2020; Go & Sundar, 2019; Gong, 2008; Seeger et
al., 2021) and emojis (Beattie et al., 2020; Diederich, 2020;
Seeger et al., 2021). Lastly, this section will present the hy-
potheses of this research.

2.1 The Importance of User Trust and Satisfaction
While there have been many different measures used to eval-
uate the effect anthropomorphic conversational agents have
on users, user satisfaction has been one of the most popular
choices in research (Rapp et al., 2021). User satisfaction has
been defined as extent to which user needs are met by the sys-
tem (Thong & Yap, 1996) and has been often considered to
be indistinguishable from system success (Bano et al., 2017;
McKeen et al., 1994). Indeed, it has been argued to be not
only the most important measure for success (Thong & Yap,
1996; Zviran & Erlich, 2003) but also one of the easiest ways
to do it (Rapp et al., 2021; Zviran & Erlich, 2003). There-
fore, when it comes to evaluating design choices of CAs, user
satisfaction can be a powerful indicator of whether the design
has a positive effect on users.

Another prominent research focus when studying different
CA interfaces has been user trust (Rapp et al., 2021). Trust
is a complex concept studied by many disciplines and hav-
ing a variety of different definitions (Marsh & Dibben, 2003;
Söllner et al., 2016). One of the definitions of trust is as a
belief that it is beneficial to be vulnerable based on the ex-
pectations of the actions and intentions of others (Söllner et
al., 2016). With regards to CAs, user trust has been said to
be determined by the beliefs about the competence and in-
tegrity of the agent (Seeger et al., 2017). Additionally, trust
has been considered to be an important part of measuring sys-
tem success (Srinivasan, 2004). High user trust has been said
to lead to new purchases, increased intention to collaborate
and share information (Söllner & Leimeister, 2013). It also
has been shown to have an effect on the acceptance and use of
technology (Söllner et al., 2016; Söllner & Leimeister, 2013)
and has been considered to be a core element for technology
usability (Seeger et al., 2017). Furthermore, trustworthy in-
terfaces can lead to users wanting to interact with the system
more, thus increasing the usability of the system (Marsh &
Dibben, 2003). Indeed, without user trust, other system qual-
ities like efficiency and productivity cannot be maximized and
users might end up seeking other means to perform their tasks
(Marsh & Dibben, 2003). Therefore, trust can be considered
to be a valuable and important measure when assessing CAs
and their effects on users.

2.2 Anthropomorphic Profile Images
Seeger et al. (2021) classifies profile images as a part of the
human identity dimension, which ”helps to identify a human
being in a computer-mediated interaction context”. The study
also argues that CAs with human identity cues will lead to
users experiencing a higher perception of anthropomorphism.
According to Araujo (2018), such perception consequently
should lead to a better emotional connection between the
users and the agent and, therefore result in a positive effect
on the user-agent relationship. This is further supported by
Go and Sundar (2019), who state that the use of human iden-
tity indicating visual cues lead to users perceiving the chat-
bot more human-like, therefore encouraging a more social re-
sponse. Similarly, Gong (2008) argued that a more anthropo-
morphic computer representation will result in a more posi-
tive social judgement and a more trustworthy perception from
the users. Gong’s research is especially relevant for this pa-
per, since the research manipulated computer representation
through profile images. Indeed, the study used 85 computer
generated images that all contained faces of different anthro-
pomorphic level and concluded that higher anthropomorphic
representation leads to more positive effects from the users in
terms of trust, homophily attribution, and competency. The
study was conducted using dilemma scenarios represented as
multiple choice questions, thus the interaction between the
user and computer was not human-like, as opposed to CAs.
However, even though the results can only be partially ap-
plied to conversational agents, they still provide a valuable
insight into the effects of anthropomorphic profile images on
users. Therefore, the following hypotheses were formulated:

H1: The higher anthropomorphism level of a profile pic-
ture in a conversational agent, the higher user satisfaction will
be.

H2: The higher anthropomorphism level of a profile pic-
ture in a conversational agent, the higher user trust will be.

2.3 The Use of Emojis
Emojis can be defined as small digital images that are used
to express emotions or ideas (Oxford, 2021). Indeed, stud-
ies have shown that emojis can be a powerful indicators of
emotions (Boutet et al., 2021) and can make the expressions
of ideas less ambiguous (Riordan, 2017). A study done by
Beattie et al. (2020) concluded that chat bots using emojis
in text are perceived similarly to humans based on qualities
such as social attraction, credibility, and competence. There-
fore, the overall usage of emojis in text can be consider an
anthropomorphic quality.

According to Seeger et al. (2021), emojis can be classi-
fied with the dimension of non-verbal anthropomorphic cues
which includes all informative behavior that cannot be ex-
pressed in a purely linguistic form. Furthermore, Fadhil et
al. (2018) performed a study on the role of emojis in health
tracking CAs and concluded that emojis can increase enjoy-
ment, attitude, and confidence towards the CA. Due to emojis
unique ability to convey emotions in a text based environment
and previous studies suggesting their positive effect on users
of conversational agents, the following hypotheses were pro-
posed:



H3: A conversational agent that uses emojis will have a
higher user satisfaction than a conversational agent that does
not use emojis.

H4: A conversational agent that uses emojis will have a
higher user trust than a conversational agent that does not use
emojis.

2.4 Combining Visual Cues
Assuming that both visual cues in a CA will increase the sat-
isfaction and trust of the users, then, intuitively, it can be as-
sumed that the combination of both should result in an even
higher increase. Indeed, similar observations have been made
by de Visser et al. (2016). The performed study manipu-
lated both visual cues (agent appearance, visual indication
of thinking) as well as social cues and concluded that adding
such human-like features increases trust. Similarly, Diederich
(2020) proposed a design for CAs, that, among other anthro-
pomorphic cues, included both emojis and human avatar pro-
file images. The study showed that such anthropomorphic
CA design was perceived as more useful and enjoyable by
the users. Due to the study using more than visual cues, it
is not clear what was the exact effect of the combination of
emojis and profile images on the users. However, it does give
a strong suggestion of the possible positive effects, therefore
this study proposes the following hypotheses:

H5: Use of both emojis and high anthropomorphic level
profile pictures in conversational agents will lead to a higher
user satisfaction, in comparison to conversational agents that
use none or only one of the visual cues.

H6: Use of both emojis and high anthropomorphic level
profile pictures in conversational agents will lead to a higher
user trust, in comparison to conversational agents that use
none or only one of the visual cues.

3 Method
This section will present the methodology of the research. In
particular, it will discuss the used research design, the general
procedure and tasks done during the experiment, the design
of the conversational agent and its dialog, the way the par-
ticipants were recruited for the experiment, and the measures
used to evaluate user trust and satisfaction.

3.1 Study Design
In order to test the hypotheses and answer the research ques-
tion, a 4 (none vs low vs medium vs high level anthropomor-
phism picture) x 2 (emojis vs no emojis) between-subjects
experiment design was used. The group that did not have a
profile picture and did not use emojis was considered to be
the control group.

3.2 Procedure
Each participant received a set of instructions and a link to
a conversational agent corresponding to their experimental
group. All the participants were made aware of the bot na-
ture of the agent. When connected to the CA, participants
started the conversation, where the agent sent them questions
related to their well-being. Most of the questions had a pre-
defined set of possible answers, however a few required free

answers from the participants. The participants were able to
skip any of the questions and were able to cancel the con-
versation at any point. After the participants went through
all the questions given by the CA, they received a link to a
post-experiment questionnaire about their trust and satisfac-
tion with regards to the CA. The whole process of the experi-
ment including the post-experiment survey took around seven
minutes to complete.

3.3 Conversational Agent Design
The conversational agent used for the experiment was based
on a Telegram bot called Dandelion (TU Delft, 2021). It con-
tained a predetermined conversation structure about the well-
being of the user.

Levels of anthropomorphism of profile images
The conversational agent used three images as profile images,
each having a different level of anthropomorphism (see Fig-
ure 1). The levels of anthropomorphism and their represen-
tation were based on the study done by Gong (2008). For
the agent that did not have a profile image, a letter ’D’ was
displayed by Telegram (see Figure 1). The high anthropo-
morphic level image was generated using Generated Photos
(2021), which provides AI-generated images of people. This
was done in order to not to use an image of a real, existing
person. The medium anthropomorphic level image was made
using Avatar Maker (2021) and was made to look similar to
the high anthropomorphic level image, in order to control po-
tential biases such as attractiveness. Lastly, the low anthropo-
morphism level image was designed by Freepik (2021) and
taken from flaticon.com.

Figure 1: Levels of profile image anthropomorphism. From left to
right, top to bottom: no image, low anthropomorphism, medium
anthropomorphism, high anthropomorphism.



Use of Emojis and the Style of the Conversation
A previous study done by Seeger et al. (2021) showed that
nonverbal cues result in a positive effect on perceived an-
thropomorphism only if they are combined with verbal cues.
Furthermore, the interactivity of the conversation as well as
meaningful responses have been said to be one of the most
important factors for a positive user experience (Diederich,
2020; Diederich et al., 2021). Therefore, the human-likeness
of the conversation was considered to be the most important
confounding variable in this study.

In order to control the human-likeness variable, all the
groups received messages containing the same text, except
for the groups that included emojis as visual cues. In those
cases, the text was still identical, however in some parts of
the message emojis would be present. The type and place
of emojis was also identical among all the groups that used
them. Furthermore, a casual, non-formal conversation style
was used, since it has been shown to result in a higher user
engagement, as opposed to a formal one (Kim et al., 2019).
Examples of the conversation style and the whole conversa-
tional agent can be seen in Figure 2. The full script of the con-
versation with and without emojis can be found at https://osf.
io/hjtez/?view only=257ed4774c984880a9d6fc3f1f6321c2.

Figure 2: Example of conversational agent design used in the exper-
iment. On the left: design with high anthropomorphic level profile
picture and emojis. On the right: design with no profile picture and
no emojis.

3.4 Participants
A total of 120 participants were recruited for this research,
resulting in each group receiving 15 participants. The sample
consisted of 37% females and 62% males. The participants
were recruited via Prolific.co platform and were paid 1£ for
their participation.

In order to take part in the experiment, the participants
had to be fluent in English language. This was asked be-
cause the conversational agent and the post-experiment sur-
vey were both in English and it was important that the par-
ticipants would fully understand the questions and tasks pre-
sented to them. Furthermore, the participants were screened
on their usage of chat/messaging apps. In particular, only the
people that had Telegram listed as one of the chat apps that
they use regularly could have joined the study. This was done
to ensure that participants were familiar with the way the ap-
plication works and they did not need to install it on their
device. This in turn would result in less confusion during the
experiment and would increase the quality of the provided
answers.

3.5 Measures
User satisfaction was measured by using items adapted from
Barger and Grandey (2006) and Lee and Choi (2017) on a
7-point Likert scale (i.e. 1 - strongly disagree, 2 - disagree,
3 - somewhat disagree , 4 - neutral, 5 - somewhat agree, 6 -
agree, 7 -strongly agree). The provided questions focused not
only on the visual aspects of the CA but also on the overall in-
teraction. Lee and Choi, 2017 used the questionnaire to study
the influence of self-disclosure in conversational agents. Sim-
ilarly, the questionnaire made by Barger and Grandey, 2006
has been previously adapted in various studies of conversa-
tional agents (Diederich et al., 2021; Verhagen et al., 2014).
Therefore, the adaptation of the two resulted in a reliable way
to measure satisfaction. The full table of all items used to
measure user satisfaction can be found in the Appendix A, Ta-
ble 2.

Items for measuring user trust were adapted from Jian et
al. (2000) and were measured on a 7-point Likert scale (i.e.
1 - strongly disagree, 2 - disagree, 3 - somewhat disagree , 4
- neutral, 5 - somewhat agree, 6 - agree, 7 -strongly agree).
The items asked whether the user felt suspicious of the CA, if
they could trust it with their information, if it seemed reliable,
and similar. The full table of all items used to measure user
trust can be found in the Appendix A, Table 3.

4 Results
The data collected from the experiment was analysed using
a two-way ANOVA test, with significance level α = 0.05.
For both satisfaction and trust, Lavane’s test showed no vio-
lation of the assumption of homogeneity: satisfaction p-value
= 0.97, trust p-value = 0.12. Table 1 presents the means and
standard deviations of all experimental conditions for both
satisfaction and trust. The full data set of the collected re-
sponses is made available at https://osf.io/hjtez/?view only=
257ed4774c984880a9d6fc3f1f6321c2. Overall, it can be said
that no matter the condition, the participants were mostly neu-
tral or on the more positive side towards the conversational
agent with regards to satisfaction and trust.

With regards to satisfaction, the results revealed no signif-
icant difference between different levels of profile image an-
thropomorphism (p-value = 0.27). There was also no signif-
icant differences between using and not using emojis in the
conversational agent (p-value = 0.71). Lastly, there was no
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Table 1: Means and standard deviations (SD) of the dependent vari-
ables in all experimental conditions.

Satisfaction Trust

Condition∗ Mean SD Mean SD

PN 6.12 0.74 5.30 0.84

PL 5.63 0.87 5.24 0.62

PM 5.64 0.74 5.05 0.72

PH 5.87 0.92 5.29 0.79

EN 5.97 0.64 5.04 0.53

EL 5.75 0.73 5.04 1.15

EM 6.15 0.74 5.27 0.81

EH 5.60 0.83 4.95 1.32

∗ Emoji state: P = Plain (no emojis), E = With emojis; Profile
image anthropomorphism: N = No image, L = Low, M = Medium,
H = High.

significant correlation between the two independent variables
(p-value = 0.23).

Results on user trust were similar to the ones found on user
satisfaction. In particular, no significant difference between
different level of anthropomorphic profile images was found
(p-value = 0.997). Furthermore, the usage of emojis also had
no significant effect on the trust of the participants (p-value
= 0.37). Finally, the correlation between the usage of emojis
and anthropomorphic images was not significant (p-value =
0.62).

In summary, none of the proposed hypotheses (see Sec-
tion 2) were confirmed.

5 Responsible Research
This research was performed following all the rules and reg-
ulations given by the TU Delft Human Research Committee.
Each participant had to read and sign a consent form, which
informed them about the purpose of this research as well as
how and where the collected data will be used.

In order to ensure the well-being of the participants and
their consensual participation in the experiment as well as
their right to retract their data, the participants had the pos-
sibility to stop the experiment at any moment, for any rea-
son. In particular, at the start of the conversation with the
conversational agent, the participants were informed that they
can send the command /cancel to the bot at any time, which
would immediately stop their participation and any data that
was collected up till that point would be discarded. Addi-
tionally, in the post-experiment survey, the participants were
again asked if they consented to continue and had the ability
to cancel their survey submission at any moment, in which
case their data would not be recorded.

Special care was taken to ensure that the participants felt
comfortable with the questions asked during the conversation

with the conversational agent. While the questions about the
participants well-being can be considered sensitive, it was en-
sured that the submissions were fully anonymous. Due to the
participants being recruited via third-party service Prolif.co,
this study only received anonymous IDs of the participants,
and, therefore had no data that could personally identify any
of the participants. Furthermore, during the course of the
experiment no additional data that could identify the partici-
pants was collected. Finally, if for any reason the participants
found any of the questions asked by the conversational agent
unacceptable, they were given the ability to skip them with
the command /skip and could still continue to participate in
the experiment if they wanted to.

Lastly, with regards to reproducibility of the present re-
search, all the methods and data were disclosed in this paper.
In particular, section 3 mentioned all the details about how
the experiment was conducted and how participants were re-
cruited and section 4 included the methods used to process the
results as well as a link to the full data set of the experiment.

6 Discussion and Limitations
This research examined anthropomorphic visual cues in con-
versational agents and their effect on user trust and satisfac-
tion. The conducted experiment results showed no significant
increase in satisfaction (H1) or trust (H2) with increase in
profile image anthropomorphism. Furthermore, the usage of
emojis also did not have an effect on the two measures (H3,
H4). Lastly, combining the two visual cues resulted in no
significant effect on user satisfaction (H5) and trust (H6).

One of the reasons for insignificant results could be the
sample size. A power analysis with medium effect size,
α = 0.05, and power = 0.80 has revealed that the sample size
of the experiment should be at least 400 (Faul et al., 2007).
However, due to limited funds, the sample size of this study
was 120, leading to only 15 participants for each condition.
Therefore, such a sample size can be considered to be one
of the biggest limitations of this study, making the recorded
results a poor representation of the general population.

6.1 Anthropomorphic Profile Image
The findings that higher anthropomorphism level of profile
image in the CA does not increase trust and satisfaction of
the users do not go in line with the findings of some of the
other researches (de Visser et al., 2016; Go & Sundar, 2019;
Gong, 2008). In particular, de Visser et al. (2016) and Gong
(2008) in their experiments found that trust increases with the
increase of anthropomorphism of agents. Both studies used
profile images as one of the ways to express the anthropomor-
phism of the agent. The type of tasks and conversations that
the participants had with the CA differed greatly between this
study and the ones conducted by de Visser et al. (2016) and
Gong (2008), which could be one of the reasons for different
outcomes between the studies.

The tasks provided to the participants in both studies were
of the advise-giving type. In particular, in the case of de
Visser et al. (2016), the participants had to guess the next
number in a sequence after getting a recommendation from
the agent. Similarly, Gong (2008) in their study asked partic-



ipants to choose a response to a dilemma after the agent pro-
vided its recommendation. However, in the current study no
advise was provided by the conversational agent. The partic-
ipants only had to answer given questions about their current
well-being, and, as opposed to the mentioned two studies,
did not have to make any decisions. Therefore, it could be
argued that the task of the current study did not require the
user to form a trust-based relationship with the agent as in
the de Visser et al. (2016) and Gong (2008) studies, thus trust
was not significantly affected by different anthropomorphic
properties.

Furthermore, a more significant difference between the
mentioned studies and the current one is the amount of expo-
sure to the profile picture, which might also be considered the
main reason for contradicting result. de Visser et al. (2016)
and Gong (2008) both used their own interfaces for the CA,
allowing them more customisation on how the visual cues
will be presented to the participants of the experiment. As a
result, the image representing the CA took almost half of the
whole CA interface, allowing the participants to clearly see
the profile image during the whole conversation. This study,
conversely, employed Telegram as the host for the CA, where
the position and size of the profile image was fixed. In partic-
ular, the profile image was only visible in a small circle in the
top left corner of the device, therefore making it not clearly
visible when the participants were focusing on the conversa-
tion. Such a minimal exposure to the profile image might be
the core reason for insignificant differences between different
levels of anthropomorphism on trust and satisfaction of the
users.

Similar conclusions about differences in results can be
drawn when comparing this study with the study done by Go
and Sundar (2019). While the researchers did not investigate
trust or satisfaction with regards to anthropomorphic images
in CAs, they did find that higher anthropomorphic visual cues
(one of them being a profile image) result in a positive effect
on the users of the CA. Similarly to de Visser et al. (2016)
and Gong (2008), the researchers used a CA design where
the profile image took a large portion of the whole interface.
Furthermore, in their findings Go and Sundar (2019) mention
that an ongoing exposure to a visual cue could improve the
experience of the user. This further supports the argument
that the less noticeable profile images used in this research
could have been the reason why manipulation of anthropo-
morphic levels did not have a significant effect on users.

6.2 Use of Emojis
The recorded results that the use of emojis in CA has no sig-
nificant effect on the user trust and satisfaction is not consis-
tent with the research results presented by Fadhil et al. (2018).
In their study, the researchers analysed a conversational agent
that focused on well-being and found that the use of emo-
jis in the CA has a positive effect on users. The theme of
the conversation as well as the way the emojis were used and
presented was very similar to the setup of the present study.
However, Fadhil et al. (2018) measured user enjoyment, con-
fidence, and attitude as opposed to trust and satisfaction mea-
sured in this study. Furthermore, the conversation length with
the CA during Fadhil et al. (2018) experiment was longer than

the one in the present study, leading to the participants of the
present study having less time to experience the CA and its
anthropomorphic features. This in combination with the fact
that the nature of some questions used in this study made it
difficult to complement them with appropriate emojis, could
be the main reasons for the variance in results between the
studies.

6.3 Combining Visual Cues
Seeger et al. (2021) in their study found that using only one
type of anthropomorphic cues in a CA does not increase the
perceived anthropomorphism. In particular, the researchers
found that using only emojis or only human identity cues,
such as highly anthropomorphic profile image, would not in-
crease anthropomorphism and in some cases might even harm
it. The results of the present study could be considered in
line with the findings of Seeger et al. (2021). In particular,
following the conclusions presented by Seeger et al. (2021),
the visual cues used in the CA of the present study could be
considered not effective enough to increase the general an-
thropomorphism of the CA and, since anthropomorphism has
been reported to have positive effects on users (Araujo, 2018;
Gong, 2008), the effects of emojis and profile images on user
trust and satisfaction were, therefore insignificant.

Similar reasoning can be applied to the effect of combined
visual cues. Seeger et al. (2021) also showed that simultane-
ous employment of different cues might not necessarily result
in higher anthropomorphism. This in combination with the
already discussed potential issues of individual visual cues
could explain why the usage of both emojis and different lev-
els of anthropomorphic profile pictures did not produce sig-
nificant effect on user trust and satisfaction.

7 Conclusions and Future Work
The research on the effects of anthropomorphism in conver-
sational agents is still rising, however the studies cannot seem
to agree on many of the raised questions and the research
on the proper design of conversational agents is still lack-
ing. This paper attempted to contribute to filling this gap by
analysing whether anthropomorphic visual cues used in con-
versational agents have an effect on the trust and satisfaction
of the users. In particular, the effects of anthropomorphic
profile images and emojis were analysed in a text-based con-
versational agent.

The conducted experiments revealed that conversational
agents that employ emojis or a profile image of any level of
anthropomorphism do not provide a significantly higher sat-
isfaction to the users nor they increase their trust. Further-
more, combining the two visual cues does not achieve such
effects either. However, the limitations and observations of
this research pave way for new studies that would help to
better understand how and why particular interface choices
might affect the users of the conversational agents. In partic-
ular, this research encourages to investigate the relationship
between the amount of exposure to a visual cue and perceived
anthropomorphism as well as its effects on the users. Further
studies could also be done to test whether and how anthropo-
morphism and its effects depend on the type of task the con-
versational agent is performing. Lastly, emojis and their role



in anthropomorphic conversational agents could be explored
even more. It would be interesting to analyse how different
amounts of emojis as well as their placement and type (faces
vs objects) can affect the anthropomorphism of a CA.
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A Post-experiment Surveys

Table 2: Items of the user satisfaction survey with corresponding answer values.

Value

Statement 1 2 3 4 5 6 7

The responses of the conversational
agent were appropriate

Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree

The appearance of the conversa-
tional agent was appropriate

Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree

How satisfied were you with the
way the conversational agent
treated you?

Very dissatisfied Dissatisfied Somewhat dissatisfied Neutral Somewhat satisfied Satisfied Very satisfied

How satisfied were with the way the
conversational agent looked?

Very dissatisfied Dissatisfied Somewhat dissatisfied Neutral Somewhat satisfied Satisfied Very satisfied

How satisfied were you with the
overall experience with the conver-
sational agent?

Very dissatisfied Dissatisfied Somewhat dissatisfied Neutral Somewhat satisfied Satisfied Very satisfied

Table 3: Items of the user trust survey with corresponding answer values.

Value

Statement 1 2 3 4 5 6 7

The conversational agent is decep-
tive

Strongly agree Agree Somewhat agree Neutral Somewhat disagree Disagree Strongly disagree

I am suspicious of the conversa-
tional agent’s intent, action and/or
outputs

Strongly agree Agree Somewhat agree Neutral Somewhat disagree Disagree Strongly disagree

I am wary of the conversational
agent

Strongly agree Agree Somewhat agree Neutral Somewhat disagree Disagree Strongly disagree

I can trust the conversational agent
with my information

Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree

I can trust the information provided
by the conversational agent

Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree

I am confident in the conversational
agent

Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree

The conversational agent is reliable Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree

The conversational agent is trust-
worthy

Strongly disagree Disagree Somewhat disagree Neutral Somewhat agree Agree Strongly agree
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