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1
INTRODUCTION

1.1. MOTIVATION

A CCORDING to a recent study, an estimated 10.6% of all live births were preterm in 2014
[1]. Globally this amounts to 15 million babies per year. The survival rate in preterm in-

fants has been improved significantly in high-income countries, however, preterm newborns
could still face severe consequences in their later life, due to a lack of sufficient newborn care
in low-income and middle-income countries [1]. For instance, preterm babies often exhibit
neuro-developmental problems linked to inadequate brain perfusion during and after the de-
livery, leading to disorders of neuro-cognitive development, motor disabilities and psychiatric
diseases that may persist into adulthood [2].

Transfontanelle ultrasonography (TFUS) provides invaluable information for diagnosis of
the neonates and prediction of neuromotor outcomes [3]. However, conventional cart-based
ultrasound imaging systems have relatively low portability and require intervention by a sono-
grapher, which significantly limits its access to the patient. In contrast, a wearable ultrasound
device has added value, particularly for high-risk neonates. Such a device can be worn on the
preterm baby’s head and can provide long-term monitoring to continuously assess cerebral cir-
culation and brain perfusion [2], [3]. A wearable device has been reported in [4], where a soft
elastic hat containing a probe holder and a single-element ultrasound probe was placed on the
neonate’s head to measure blood flow velocity at several depths via Doppler imaging. How-
ever, due to the fixed position of the single-element probe on the neonate’s head, the device
has a limited field of view and is incapable of generating volumetric 3-D images [5]. Another
wearable device has been reported in [6], where 3-D volumetric data is obtained by mechani-
cally steering a linear ultrasound probe anchored in a custom 3-D printed headset. However,
the required rotational motor prevents further miniaturization, weakens the stability and ro-
bustness and also leads to high power consumption of the device. These issues can be solved
by integrating an ultrasound transducer array and the associated electronics into a small chip,
which eliminates the mechanical motor by using electronic beam steering, thus minimizing
the device and reducing the power consumption.

In this thesis, we particularly focus on the development of pitch-matched transceiver chip
integrated with high-density 2-D transducer arrays, that pave the way for wearable ultrasound
imaging devices enabling timely diagnosis at the bedside via transfontanelle ultrasonography
(TFUS). As will be elaborated in Section 1.2, the targeted wearable device will assess the
preterm baby’s brain through the fontanel, also known as the "soft spot", by transmitting
ultrasound signals and receiving echoes that reflect off the brain tissues.

1



2 CHAPTER 1

1.2. TRANSFONTENELLE ULTRASONOGRAPHY OVERVIEW
As illustrated in Fig. 1.1(a), TFUS is a diagnostic imaging technique employing ultrasound

waves to produce images of the brain through the fontanels of a newborn’s skull, whereas the
fontanels provide a anatomical window [see Fig. 1.1(b)] for ultrasound waves to penetrate
through the skull, as the bones in these regions have not yet fused together.

(a) (b)

Fig. 1.1: (a) An ultrasound diagnosis via TFUS [7]. (b) Anterior and posterior fontanels [8].

Various imaging modalities have been used to assess the neonatal brain perfusion, e.g., mag-
netic resonance imaging (MRI), which detects the radio signals activated by strong magnetic
fields in the body to produce high-resolution images [3]; positron emission tomography (PET)
, which uses a PET camera to detect high-energy gamma rays emitted by radiolabeled trac-
ers [9]; near-infrared spectroscopy (NIRS), which measures changes in the concentration of
oxygenated and deoxygenated hemoglobin in tissues by using the near-infrared region of the
electromagnetic spectrum [10]. TFUS has several benefits compared with other modalities,
including:

✦ Safe: Unlike PET and other nuclear imaging modalities, TFUS is noninvasive and regarded
as very safe, since it eliminates the need for exposure to ionizing radiation [3].

✦ Sedation-free: TFUS can be performed on infants without the need for sedation, unlike MRI,
for which the infant may need to be sedated to remain still during the process [2].

✦ Cost-effective: TFUS is generally less expensive than MRI and PET, making it a more cost-
effective option for routine imaging of infants [11], [12].

✦ Repeatable: TFUS can be performed as often as needed without significant risks or side ef-
fects, allowing for frequent monitoring of the infant’s brain [12].

✦ Portable: The TFUS system can be made very small, thereby it can be easily transported
to various locations, such as the neonatal intensive care unit, enabling bedside monitoring
during critical care medicine [13].
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✦ High-resolution: TFUS can provide high-quality images with a sub-millimeter spatial reso-
lution, which is significantly better than NIRS which only achieves a spatial resolution of a
few centimeters [14].

In short, TFUS is a very safe and cost-effective imaging modality that utilizes the naturally avail-
able anatomical windows, allowing for a bedside evaluation of the brain perfusion.

There are, however, a number of limitations associated with the traditional TFUS, such as the
need for expertise in operating the hardware and understanding its functionality, which neces-
sitates a long-term training process and additional resources, resulting in extra costs and hin-
der the widespread use of this technique especially in low-income counties [11], [15]. Besides,
traditional TFUS is only capable of generating 2-D images, which show a 2-D cross-sectional
view of the area being image and is highly operator-dependent, as the image quality is influ-
enced by the skill and experience of the sonographer [16].

1.3. WEARABLE TFUS DEVICE
In contrast, a point-of-care ultrasound system capable of generating 3-D ultrasound images

at the bedside has the potential to address these limitations. As depicted in Fig. 1.2(a), a wear-
able ultrasound patch with a 3-D ultrasound probe embedded inside can be attached to infant’s
head, allowing for an ultrasound scan to be performed without the intervention of a sonogra-
pher. Meanwhile, the data can be uploaded via a high-speed wireless data link without the need
for a cord, which would increase the comfort and mobility for infants during the ultrasound
scan procedure, making it possible to perform long-term monitoring. Afterward, the ultra-
sound data is forwarded to a remote monitor workstation as depicted in Fig. 1.2(b), providing
volumetric information and 3-D views of the brain to facilitate proper diagnosis by clinicians.

Fig. 1.2(c) shows the system architecture of the envisioned wearable ultrasound patch con-
sisting of a WIFI module, an FPGA, a power management module, random-access memory
(RAM) units, a battery module and an ultrasound chip. The FPGA controls the data commu-
nication between the WIFI module, the RAM units and the ultrasound chip, while the power
management module manages and controls the power supply in the system, e.g., power cycling
the ultrasound chip to save power. The core of such a wearable device is an 2-D transducer ar-
ray and the associated transceiver ASIC, that illuminates the tissue, receives the reflected echo
signals and enables high frame rate and high-resolution 3-D imaging. Typically, implementing
these functions in a small package imposes stringent requirements on the transceiver ASIC de-
sign, in terms of on-chip signal conditioning to improve signal quality, sufficient channel-count
reduction to enable packaging, power dissipation management to meet safety standards, etc.

1.4. DESIGN CHALLENGES

1.4.1. 3-D TFUS DESIGN REQUIREMENTS

In conventional TFUS,1-D curvilinear and linear array probes are recommended [17]. For
evaluating the tiny structures in the infant brain, a high transducer frequency of about 7.5 – 11
MHz is preferable to obtain high spatial resolution [17]. For the same reason, the scan depth
in TFUS can be relatively shallow (e.g., 3.5 cm in our application) compared with other appli-
cations, such as TEE, where a depth of about 6 – 12 cm is generally required [18], [19]. The
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TFUS

(a)

Monitor
Workstation

(b)

(c)

Fig. 1.2: A bedside ultrasound system consisting of (a) a wireless ultrasound patch attached to
preterm baby’s head, and (b) a monitor workstation directly accessible for the clinician
in a control center. (c) The system architecture of the envisioned wearable ultrasound
patch.
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transducer frequency and the scan depth required for conventional TFUS remain applicable
to a 3-D TFUS probe using 2-D transducer array. Moreover, new requirements also need to be
fulfilled, such as the implementation of transmit/receive beamforming that enable steering of
the ultrasound beam to elevation angles to eliminate the need for manipulating the probe. A
high frame rate is also required, which is very important to obtain detailed information on the
microvasculature in the neonatal brain [20], [21]. Besides, a 3-D TFUS probe needs to cover
the infant’s fontanel, leading to an aperture size of 20×10 mm2 based on the studies of anterior
fontanel size in preterm infants [22],[23].

Various technologies can be used to manufacture the required 2-D transducer arrays, such
as bulk piezoelectric transducers and micromachined ultrasound transducers (MUTs). In the
last few decades, piezoelectric materials based on lead zirconate titanate (PZT) ceramic have
become the most popular materials, due to their good piezoelectric properties, chemical in-
ertness, and physical strength [24], whereas MUTs like capacitive micromachined ultrasound
transducers (CMUTs) have become an emerging type in recent years due to their ability to be
produced in volume at low cost [25]. Although these technologies have been extensively uti-
lized in the production of 1-D transducer arrays, the small pitch and larger aperture required
in a 3-D TFUS probe, as well as the associated high electrical impedance, lead to a series of
challenges both in transducer manufacturing and the interfacing ASIC design.

As an example, the required pitch of a 2-D transducer array with a center frequency of 7.5
MHz for TFUS is about 100 µm to avoid strong grating lobes and the resulting image artifacts,
which would reduce the spatial resolution, narrow the field of view, and lower the image quality
[26]. As a result, the 100-µm pitch leads to approximately 20,000 transducer elements in the
aperture size of a TFUS probe, making the interconnection between the transducer array and
the ASIC, and bonding process during chip packaging extremely difficult. In addition, the high
electrical impedance associated with the small element results in stronger attenuation of the
ultrasound signals and reduced signal-to-noise ratio due to the interconnection loading, in
particular compared to the elements of a 1-D array. Moreover, the power dissipation of a 3-D
TFUS probe also raises concerns about safety, if long-term monitoring without the intervention
of sonographers is required.

1.4.2. TRANSDUCER-ASIC PROCESS INTEGRATION

A pitch-matched ASIC directly integrated onto a transducer array is an optimal solution to
address the interconnection issue between the transducer elements and the ASIC. The term
"pitch-matched" refers to the fact that the ASIC is designed to match the element pitch of the
transducer array, thereby enabling the direct integration. Several techniques have been devel-
oped for realizing this, such as using flex circuits as an interposer between the PZT transducer
and the ASIC [27], employing wafer-level bonding to establish electrical connections between
CMUT and ASIC wafers [28], and utilizing a PZT-on-CMOS integration process to create con-
nections between the PZT and ASIC, via a post-processing metal interconnection layer [19].
The last integration process is adopted in the development of our ultrasound chips, because it
is well suited for prototyping and small-volume production without the need for a clean room,
and also because it is easily accessible to us. Although a high-voltage (HV) BCD technology was
adopted in our design, the same integration process steps are still valid since there is almost no
change in the back-end process steps of the BCD technology, such as the metal deposition and
oxidation, compared with the CMOS technology used in [19].
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Fig. 1.3: (a) The cross-section and top view of a pitch-matched ultrasound transceiver chip
utilizing the PZT-on-CMOS integration process [19]. (b) A typical system architecture
of the pitch-matched transceiver ASIC.

The cross-section and top view of a pitch-matched ultrasound chip made using the direct
PZT-on-CMOS integration process are illustrated in Fig. 1.3(a). The transceiver ASIC can be
partitioned into two regions as depicted in the top view: a pitch-matched region where a trans-
ducer (TD) bonding pad array matching the pitch of the transducer array is fabricated using
the top metal layer, after the associated ASIC circuits are built through the CMOS/BCD tech-
nology; and a peripheral region where the miscellaneous blocks like data link and digital com-
munication circuits are implemented, along with the ASIC bonding pads used for system-level
Inputs/Outputs (IOs).

Several post-processing steps are carried out after the ASIC chip is fabricated. The final step
in the ASIC process includes passivation etching on top of the TD bonding pads, by which the
bonding pads are exposed for the subsequent interconnecting. Afterward, a metallic intercon-
nection layer is welded over the transducer bonding pads of the ASIC, aligned with the trans-
ducer array pattern, followed by the deposition of a non-conductive epoxy layer, which fills the
gaps between the metal. This epoxy layer is then ground down to expose the metal, thereby
creating electrical contacts for the PZT layer above, where the epoxy layer is also used as an
electrical isolation layer between neighboring TD elements and a mechanical dicing buffer to
protect the ASIC chip. Following this step, a layer of PZT material is attached to the ground
epoxy layer via a layer of electrically conductive glue , which creates an electrical interconnec-
tion between the contacts and the backside electrode of the PZT ceramic. This layer also serves
to minimize acoustic ringing and crosstalk of the elements. A conductive matching layer is
applied on top of the piezoelectric layer for acoustic matching purposes. After this, the stack
is saw-diced to build up the 2-D transducer array, in which the elements are isolated by the
formed dicing kerfs. Although the overall PZT-on-CMOS process steps seems straightforward,
producing a successful prototype is a non-trivial task. For instance, a considerable amount of



1.4. DESIGN CHALLENGES 7

effort and iteration has gone into overcoming challenges in our ultrasound chip that features
a small pitch, such as the stress concentration during dicing which could crack the stack, and
controlling the uniformity of the PZT layer, as variations can affect the transducer performance.

1.4.3. TRANSCEIVER ASIC DESIGN CONSIDERATIONS

Other challenges lie in the pitch-matched transceiver ASIC design. A typical system archi-
tecture of such an ASIC interfacing a N-element transducer array is depicted in Fig. 1.3(b).
Corresponding to the ASIC layout arrangement shown in Fig. 1.3(a), the associated circuit de-
sign is also divided into two parts: the pitch-matched region, where the circuit design needs
to be compact and low-power due to the strictly limited area and its major contribution to the
overall power consumption; and the peripheral region, where the area restriction is relaxed,
but power consumption remains a concern.

In the pitch-matched region, the circuits typically comprise TX and RX circuitry, as well as
T/R switches. During TX, the T/R switches connect the transducer elements to N-channel
HV pulsers, and isolate the low-voltage (LV) RX circuitry from the high voltage, allowing for
generating intended ultrasound waves based on the TX beamforming settings, e.g., focused
wave, diverging wave and plane wave [29]. Different kinds of pulser designs have been imple-
mented in the prior art, such as unipolar pulsers [30]–[32], bipolar pulsers [33], and multi-level
pulsers [34]. Meeting the HV requirement typically requires the use of a HV process, such as the
Bipolar-CMOS-DMOS (BCD) technology. However the bulky HV devices used in the pulsers
can often conflict with the area constraints, which becomes a serious problem in our design
due to the small transducer pitch. Other concerns that need to be considered include effective
distribution the beamforming settings across different TX channels, as well as the associated
loading time of these settings.

During RX, the T/R switches connect the transducer elements to low-noise amplifiers
(LNAs), followed by time-gain compensation (TGC) and the subsequent back-end RX signal
processing. A range of LNA designs have been implemented in the prior art, which can be
categorized into voltage-mode amplifiers (VA) and trans-impedance amplifiers (TIA). Each
category includes numerous variations of amplifiers, e.g., single-ended common-source VA
[35], single-ended inverter-based VA [36], differential inverter-based VA [37], single-ended
common-source TIA [30], etc. The similar design requirements that apply to LNAs in other
applications can also be applied to LNAs in ultrasound, including low noise, low power
consumption, and good noise figure. The need for the following time-gain compensation
function block arises from the attenuation of the ultrasound wave propagation in the
medium, which follows an exponential trajectory as a function of scan depth. Handling the
large dynamic range associated with the attenuation is a challenge in the design of the RX
signal chain, whereas the TGC block compensates for the attenuation by adjusting the gain as
a function of time, thereby reducing the complexity of subsequent back-end circuitries.
Conventionally, the TGC function is implemented with an explicit variable gain amplifier
(VGA) [38] or a programmable gain amplifier (PGA) [39]–[41], following the LNA, whose gain
often follows an exponential trajectory controlled by an analog signal or a digital code.
Recently, an emerging type of TGC, which is made of an interpolating VGA to reduce the
linear-in-dB gain error, has been reported in [42]. It also combines the LNA with the TGC
function into one stage, and utilizes a dynamic biasing scheme to optimize the power
consumption. In contrast to PGAs and VGAs used in other applications [43], TGCs used in
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ultrasound imaging generally require an accurate gain that is insensitive to
process/voltage/temperature (PVT) variation, and good power control to prevent overheating
issues.

There are also special design considerations to take into account for the LNA and TGC that
are associated with image artifacts. In ultrasound imaging, an image artifact is any structure
or feature in the ultrasound image that does not present a valid object within the tissue [44].
Image artifacts can result from a variety of sources, many of which are related to the transducer
structure and the imaged object. For example, reverberation artifacts can occur when the ultra-
sound beam reflects back and forth between a strongly reflecting interface and the transducer
surface [45], whereas some artifacts can be traced back to transceiver ASIC design. For exam-
ple, TGC artifacts [45] may appear in the image due to the mismatch between the applied gain
compensation and the actual ultrasound attenuation rate in the target tissues. Other artifacts
may arise from inappropriate switching transients that inject energy to the transducers during
RX, leading to second-time reflection caused by parasitic ultrasound transmission, such as the
gain-switching artifacts associated with the switching transients between adjacent gain steps
in the AFE [42], and the TX/RX switching artifacts associated with the switching transients of
the T/R switches [46]. During the design of the RX analog front-end (AFE), including the LNA
and TGC, it is important to consider the need for mitigating such artifacts, in addition to the
requirements for compact size, low noise, and low power consumption.

At this point, a solution to the interconnection issue between a transducer array and a related
transceiver ASIC has been proposed, and the resulting challenges associated with transducer
manufacturing and part of the ASIC design have also been discussed. However, it should be
noted that the number of required ASIC outputs and pads remains high, as they need to match
the number of transducer elements if the analog front-end circuits are directly buffered and
output to the pads. For a transducer array with over 10,000 elements, chip packaging of such
an ASIC is impractical and unrealistic. Consequently, channel-reduction techniques must be
introduced in either the RX backend circuit, the peripheral signal processing circuit, or both.
A variety of channel-reduction schemes have been proposed in the prior art, including time-
division multiplexing (TDM) [31], [37], [47], which enables different AFEs to share an output
pad by assigning a dedicated time slot to each AFE; micro-beamforming [40], [48], which ap-
plies predefined delays to AFEs corresponding to neighboring transducer elements, followed
by a circuitry to sum the delayed signals up into one output signal; and on-chip digitization
[39], [49], which converts the analog outputs of the AFEs to digital signals in the pitch-matched
region, followed by concatenating several digitized signals into one digital output at the pe-
riphery. As will be elaborated in the following chapters, these techniques have both advantages
and disadvantages, while a significant reduction in channel count is necessary in our appli-
cation. For instance, a 128-fold reduction is required to reduce the channel count below 200,
thus reducing the complexity in chip packaging. Factoring in various design constraints, such
as the high frame rate, near-field image resolution and very limited area, achieving a 128-fold
reduction in channel count requires innovative and effective channel-reduction technique.

1.4.4. CONCLUSION

The ultrasound chip designed for 3-D TFUS requires a direct integration between the
transducer and ASIC. The design challenges are not only limited to the electronics, but are
also influenced by the transducer, and the two are closely intertwined. The art of balance can



1.5. THESIS ORGANIZATION 9

only be found by factoring in different design aspects, and by a system-level optimization. In
this thesis, two generations of ultrasound transceiver ASICs integrated with PZT transducer
arrays for the TFUS application are presented. In the first generation, a novel AFE design that
combines an LNA with the continuous TGC function is realized in a bid to mitigate the
gain-switching and T/R switching artifacts. Besides, a new current-mode micro-beamforming
(µBF) design based on boxcar integration (BI) is also implemented to reduce the channel
count within a compact layout. In the second generation, the AFE is derived from the first
version, while the design focuses on RX backend circuitry and channel-count reduction,
including a passive BI-based µBF merged with a charge-sharing SAR ADC, which digitizes the
delayed-and-summed (DAS) signals, and a subsequent multi-level data link, which
concatenates outputs of four ADCs. In total, a 128-fold reduction in channel count is finally
achieved.

1.5. THESIS ORGANIZATION

The thesis is organized as follows.
Chapter 2 presents a compact analog front-end circuit for ultrasound receivers with linear-

in-dB continuous gain control for time-gain compensation. The AFE consists of two variable-
gain stages, both of which employ a novel complementary current-steering network as the in-
terpolator to realize continuously-variable gain. The first stage is a trans-impedance amplifier
(TIA) with a hardware-sharing inverter-based input stage to save power and area. The TIA’s
output couples capacitively to the second stage, which is a class-AB current amplifier. The AFE
is integrated into an application-specific integrated circuit in a 180-nm high-voltage BCD tech-
nology and assembled with a 100µm-pitch PZT transducer array of 8×8 elements.

Chapter 3 presents the complete 1st-generation transceiver ASIC for 3-D TFUS, mainly fo-
cusing on a novel µBF receiver architecture. The µBF employs current-mode summation and
boxcar integration to realize delay-and-sum on a N-element sub-array using N× fewer capac-
itive memory elements than conventional µBF implementations, thus reducing the hardware
overhead associated with the memory elements. The boxcar integration also obviates the need
for explicit anti-alias filtering in the analog front-end, thus further reducing die area. These
features facilitate the use of µBF in smaller-pitch applications, as demonstrated by a prototype
transceiver ASIC employing µBF on sub-arrays of N=4 elements, targeting a wearable ultra-
sound device that monitors brain perfusion in preterm infants via the fontanel.

Chapter 4 presents the 2nd-generation pitch-matched transceiver ASIC for wearable ultra-
sound devices used in TFUS. The ASIC interfaces with a 16×16 2-D transducer array with 125-
µm pitch and 9-MHz central frequency, including element-level unipolar pulsers with trans-
mit beamforming, and receive circuitries that combine 8-fold multiplexing, 4-channel micro-
beamforming (µBF) and sub-array-level digitization to achieve a 128-fold channel-count re-
duction. The µBF is based on passive boxcar integration, merged with a 10-bit 40 MS/s SAR
ADC in the charge domain, thus obviating the need for explicit anti-alias filtering and power-
hungry ADC drivers. A compact and low-power reference generator employs an area-efficient
MOS capacitor as a reservoir to quickly set a reference for the ADC in the charge domain. A
low-power multi-level data link, based on 16-level pulse-amplitude modulation, further con-
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catenates outputs of four ADCs, leading to an aggregate 3.84 Gb/s data rate.
Chapter 5 concludes the thesis by summarizing the main contributions and findings, and

providing recommendations for future research.
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2
A PITCH-MATCHED LOW-NOISE AFE WITH

ACCURATE TGC FOR HIGH-DENSITY

ULTRASOUND TRANSDUCER ARRAYS

This chapter is based on the publication "A Pitch-Matched Low-Noise Analog Front-End With
Accurate Continuous Time-Gain Compensation for High-Density Ultrasound Transducer
Arrays," in IEEE Journal of Solid-State Circuits, vol. 58, no. 6, pp. 1693-1705, June 2023, doi:
10.1109/JSSC.2022.3200160.

2.1. INTRODUCTION

A PPLICATION-SPECIFIC integrated circuits (ASICs) play a key role in the miniaturization of 3-
D ultrasound imaging devices. ASICs minimize interconnection wires, reduce power con-

sumption, and improve image quality in various ultrasound systems. For instance, they have
been successfully employed in catheter-based ultrasound devices that enable real-time 3-D
image-guided interventions through intracardiac echocardiography (ICE) [1], [2] and intravas-
cular ultrasound imaging (IVUS) [3]. ASICs are also required for emerging wearable ultrasound
devices, such as the device targeted in this work: a cap-like wearable device with built-in inte-
grated circuits providing high-resolution 3D ultrasound images through transfontanelle ultra-
sonography (TFUS) for monitoring brain activity in premature neonates [4], [5]. For real-time
3D ultrasound imaging, a high-density 2-D transducer array needs to be integrated in a pitch-
matched fashion with analog front-end (AFE) circuits that process the echo signals received by
the transducer elements[6].

A key challenge in ultrasound AFE design is to handle the large dynamic range (DR) of the
echo signals due to propagation attenuation. The amplitude of an ultrasound wave decreases
as it propagates through the medium being imaged, i.e., the human body. Not only the trans-
mitted pulse but also the returning echo signals are attenuated[7]. The amplitude Az of an
ultrasound wave can be expressed as

Az = A0e−µ0z

17



18 CHAPTER 2

AFEin out

Vc

TGC
with ADC

(a)

timetime

in ou
t

TGC

(b)

ou
t (

dB
)

Instantaneous 
DRin

 (d
B

)

Instantaneous 
DR

time time

O
ve

ra
ll

 D
R

O
ve

ra
ll

 D
R

TGC

(c)

Fig. 2.1: (a) Block diagram of the AFE with TGC function followed by an ADC. (b) Input and
output signals of the AFE with TGC function. (c) Evolution of dynamic range as a func-
tion of time with TGC function.

where A0 is the initial amplitude at the surface of the ultrasound transducer, µ0 is the amplitude
attenuation factor, and z is the propagation distance of the acoustic wave in the medium. The
equation indicates that the ultrasound wave decays exponentially. Besides, it decays faster at
higher frequency because µ0 is proportional to the frequency of the ultrasound wave. In a typ-
ical medium, e.g., the human brain, the attenuation factor is about 0.435 dB·cm-1·MHz-1[8],
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implying that a 10-MHz ultrasound wave is attenuated by 35 dB after traveling a round-trip
distance of 8 cm, corresponding to the desired 4-cm imaging depth in the mentioned neonatal
brain-monitoring application. This leads to an overall dynamic range of 75 dB if an instan-
taneous dynamic range of about 40 dB is required at any depth. Taking the wide bandwidth
of the ultrasound transducer into account, this poses considerable challenges to the circuit
design and would lead to a power-hungry analog to digital converter (ADC) if the ultrasound
signal would be directly digitized.

Time-gain compensation (TGC) is a technique to compensate for the attenuation by adjust-
ing the gain of the AFE as a function of time, as illustrated in Fig. 2.1(a). Besides providing low-
noise amplification, the AFE also provides TGC by providing gain that increases exponentially
with time, as depicted in Fig. 2.1(b). The aforementioned 75 dB dynamic range is thus reduced
to about 40 dB after the AFE with TGC function as shown in Fig. 2.1(c). This is essential to relax
the complexity of the back-end circuitry, e.g., the ADC.

Image artifacts may appear when the TGC function does not match the attenuation rate in
the medium[8]. E.g, in B-mode imaging, inappropriate compensation gain would result in
image-brightness variations in uniform tissue. This implies that a well-designed TGC should
have linear-in-dB gain control with a gain error as small as possible throughout the overall gain
range. Other types of image artifacts associated with switching transients of the interfacing
electronics should also be minimized in the AFE design, such as the gain-switching artifacts
[9], and the transmission/reception (TX/RX) switching artifacts [10].

In this chapter, we present a compact, pitch-matched analog front-end combined with
time-gain-compensation function that achieves a >2× better linear-in-dB gain error than prior
designs [9], [11], [12], while consuming less power and occupying less area[13]. The AFE is
equipped with a novel complementary current-steering network that interpolates between
discrete gain steps, and employs a hardware sharing topology to reduce the area and power
consumption. Thus, the gain of the AFE can be controlled in a linear-in-dB fashion without
any abrupt gain changes by a continuously-ramping analog control voltage. The AFE biases
the transducer to ground level, which prevents voltage changes on the transducer between
pulse transmission (TX), where a unipolar high-voltage pulse is imposed on the transducer,
and echo reception (RX), thus reducing the possibility of imaging artifacts associated with
TX/RX switching [10]. As a proof of concept targeting the mentioned neonatal
brain-monitoring application, a 100-µm pitch 10-MHz transducer array consisting of 8×8
elements has been built on top of the pitch-matched AFE to demonstrate its functionality in a
miniaturized ultrasound probe.

This chapter is organized as follows. Section 2.2 reviews the prior art and categorizes differ-
ent TGC architectures according to the way an exponential gain curve is approximated. Section
2.3 describes the architecture design of our AFE and presents the theoretical basis of the novel
CCSN. Section 2.4 presents the detailed circuit implementation. Section 2.5 describes the fab-
ricated prototype, as well as the electrical and acoustic measurement results. This chapter ends
with conclusions.

2.2. PRIOR ART

Various amplifier topologies that vary their gain linearly in dB can be used to implement
TGC. These amplifiers are widely used in different applications such as mobile TV[15], wire-
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Fig. 2.2: Circuits to implement TGC: (a) discrete-time PGA [6]; (b) analog VGA [14]; (c) interpo-
lating VGA [15].

less communication systems[14], and ultrasound imaging systems[9]. These designs can be
further divided into three categories, i.e, discrete-time programmable gain amplifiers (PGAs)
[6], [16], analog variable-gain amplifiers (VGAs) [11], [14], [17], and interpolating variable-gain
amplifiers [9], [15], [18], [19].

A discrete-time PGA utilizes a passive or active feedback network to generate discrete gain
steps controlled by a digital signal, as illustrated in Fig. 2.2(a). In modern integrated circuits,
these gain steps are generally defined by matched devices, and can thus be precisely distributed
on an exponential trajectory. However, for an ultrasound imaging system, the switching tran-
sients between adjacent steps would lead to imaging artifacts if these steps are spaced far apart.
Finer gain steps mitigate such artifacts but likely require a large chip area [20], and therefore
are hard to realize in a pitch-matched AFE design with small pitch size.
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A continuous TGC function can be implemented with an analog VGA, and various techniques
can be used to approximate the exponential gain curve, e.g, using multiple open-loop stages as
depicted in Fig. 2.2(b) [14]. In each stage, a first-order pseudo-exponential function is generally
implemented, e.g., 1+x

1−x [17], [21], which results in a gain error of less than 0.5 dB within a overall
gain range of 15 dB. A wider gain range can be obtained by cascading gain stages, resulting in a
( 1+x

1−x )n curve, at the cost of lower signal-chain bandwidth. However, these open-loop structures
are usually vulnerable to temperature and process variation.

An interpolating VGA makes a good trade off between the aforementioned solutions. As il-
lustrated in Fig. 2.2(c), it establishes a few exponentially-spaced gain steps and employs analog
interpolation to smoothen out the gain curve between adjacent gain steps. This solution is less
sensitive to temperature and process variation, as the gain steps are accurately defined by a
matched network, e.g., a C-2C capacitor ladder [9], [15]. It also has no abrupt gain transition
between two steps, hence mitigates the artifact issue to some extent. Nevertheless, the inter-
polation process still deviates from the ideal exponential trajectory and the interpolation error
even dominates the overall linear-in-dB gain error [9].

As will be explained in section 2.3, we introduce a novel complementary current-steering
network (CCSN) that interpolates the gain steps along a second-order pseudo-exponential tra-
jectory resulting in very small gain error in the overall gain range. In combination with the scal-
able feedback network and hardware-sharing technique among different channels, we build a
compact and accurate linear-in-dB time-gain compensation analog front-end circuit.

2.3. ARCHITECTURE DESIGN

2.3.1. TWO-STAGE INTERPOLATING VGA
As aforementioned, precise linear-in-dB gain can be obtained by a multi-stage VGA realizing

a higher-order pseudo-exponential function. In this work, we propose a two-stage interpo-
lating VGA as depicted in Fig. 2.3(a). The first stage consists of a trans-impedance amplifier
(TIA) with a feedback capacitor array Cin, followed by a capacitor array Cout that couples to the
virtual ground of the second stage and thus turns the TIA’s output voltage vout1 into a current
signal iout1. The large loop gain of the TIA and the low input impedance of the second stage
guarantee iout1 to be a precisely scaled version of the transducer signal current iTD, and the ra-
tio of iout1 to iTD is defined by the two capacitor arrays, Cin and Cout, and the complementary
current-steering network (CCSN), as will be elaborated below.

The second stage is a class-AB current-mirror-based current amplifier (CA), in which the dis-
crete gain steps are precisely defined by a series of current branches CBin, CB1, . . . , CBn, CBout.
The ratio of the CA’s output current iout2 to iout1 is defined by the ratio of the number of branches
connected to its input and the number connected to the output. The output current signal iout2

is then converted to a voltage via a load resistor RL.

The n gain steps of both stages follow a ( 1+x
1−x ) trajectory resulting in a ( 1+x

1−x )2 function that is
an accurate approximation of the required exponential gain-curve with a theoretical gain error
below ±0.36 dB in an overall 36-dB range. The CCSNs interpolate between these discrete gain
steps by steering the signal current between the adjacent steps such that the interpolation also
follows a ( 1+x

1−x ) trajectory. Thus, as illustrated in Fig. 2.3(b), the overall gain trajectory always

follows a ( 1+x
1−x )2 function, and therefore it significantly reduces the linear-in-dB gain error.
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Fig. 2.3: (a) Two-stage AFE with complementary current-steering networks (CCSNs); (b) real-
ized pseudo-exponential interpolation with error relative to a linear-in-dB gain curve.

2.3.2. ANALYSIS OF CURRENT-STEERING PAIR

As depicted in Fig. 2.4(a), an NMOS current-steering pair consisting of NMOS transistors M1

and M2 steers the current signal flowing through M0 from one output to another in accordance
with the applied control voltage Vc. The AC current i0 and the DC current I0 are both contin-
uously directed from M1 to M2 controlled by a linear ramp-up signal Vc. The total currents
flowing through M1 and M2 can be expressed in two parts, the large-signal currents In1,2 [22]
and the small-signal currents in1,2 [15]:

In1,2 ≈ 1

2
I0 ∓ 1

2

√
βI0 − 1

4
(βVc )2 ·Vc (2.1)

in1,2 ≈ (
1

2
∓

√
βVc

4
√

I0 − 1
4βV 2

c

) · i0 (2.2)

where i0, I0 are the AC current and DC current flowing through M0, β = µ0Cox(W/L)1,2 and
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Fig. 2.4: (a) NMOS current-steering pair with inset showing the control voltage as a function of
time. (b) AC currents of NMOS pair as a function of control voltage Vc.

(W/L)1,2 is the aspect ratios of M1 and M2. The currents in1 and in2 are approximately linear
functions of i0 and the control voltage Vc if the absolute value of Vc is small, while In1,2 are
non-linear components that should be cancelled in the circuit.

2.3.3. TRANSIMPEDANCE AMPLIFIER WITH COMPLEMENTARY

CURRENT-STEERING NETWORK

A simplified circuit diagram of the TIA with CCSN is shown in Fig. 2.5(a). A current-steering
bias network (CSBN) converts the TGC control voltage Vc into a series of gate-control volt-
ages for the CCSN, which are Vcn1,Vcn2,. . . ,Vcnn and Vcp1,Vcp2,. . . ,Vcpn, as depicted in Fig. 2.5(b).
The TIA employs an inverter-based amplifier formed by M1 and M2 with DC bias current I0

and AC signal current i0. The complementary current-steering network (CCSN) consists of n
branches B1–Bn, formed by PMOS steering array Mp1–Mpn and NMOS steering array Mn1–Mnn,
and steers the AC signal currents ±i0 to the virtual ground of TIA and the virtual ground of the
next stage via the feedback capacitor array (Cin) and the feed-forward capacitor array (Cout),
respectively.

At the beginning of receive interval (Fig. 2.5b), the AC currents ±i0 are steered into the first
capacitive divider of the capacitor arrays Cin and Cout via the only active steering branch B1,
corresponding to the lowest gain from iTD to iout. Throughout the receive interval, the CCSN
steers the currents from branch to branch, interpolating between the exponentially-spaced ca-
pacitive divider ratios, thus gradually increasing the gain. At the end of the receive interval,
all currents go to the final branch Bn, corresponding to the highest gain. As derived in the
Appendix, this interpolation process follows a pseudo-exponential trajectory, leading to an ac-
curate linear-in-dB gain sweep.

Note that this operation is different from the current-steering reported in[9], where a non-
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Fig. 2.5: (a) Simplified circuit diagram of the TIA with CCSN; (b) bias voltages of the CCSN as a
function of time.

complementary current-steering network interpolates between the exponentially-spaced gain
steps of a capacitive ladder network. This interpolation is non-exponential, resulting in larger
errors compared to a linear-in-dB sweep. Moreover, in contrast with the capacitor values in a
C-2C ladder network, the unit capacitors Cu1–Cun in our capacitive dividers can be sized in-
dependently. The unit capacitors associated with the low-gain steps need to be sized large
enough to avoid saturating the amplifier, while those associated with the high-gain steps, at
which the signal-current amplitude is smaller due to the exponentially-decaying nature of the
input signal, can be scaled down to save area.
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2.3.4. CURRENT AMPLIFIER WITH COMPLEMENTARY CURRENT-STEERING

NETWORK
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Fig. 2.6: (a) Current amplifier with complementary current-steering network (CCSN); (b) bias
voltages of CCSN as a function of time.

A similar CCSN is used in the second stage of the AFE, which is a class-AB current amplifier
(CA) with a local feedback loop [23], as illustrated in Fig. 2.6(a). Instead of using capacitor ar-
rays, as in the first stage, the CA employs current-mirrors to define the gain steps, which consist
of an input current branch (CBin), an output current branch (CBout) and j unit current branches
(CB1–CBj), where j=m-n. The input and output branches both comprise n unit branches. At the
beginning of the RX phase, all unit current branches attach to the input branch via the CCSN,
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resulting in a current gain of n
m . The CCSN adjusts the current mirror ratio across all the inter-

mediate gain steps n+1
m−1 , n+2

m−2 , . . . , m−1
n+1 throughout the RX phase until all unit branches attach to

the output branches resulting in a final gain of m
n . A similar analysis as presented in the Ap-

pendix can be applied to the interpolation of all the gain steps of the CA. The resulting current-
gain trajectory is still exponential if the gate bias voltages are properly applied as illustrated in
Fig. 2.6(b). The local negative feedback loop formed by the amplifier, DC level-shifter capacitor
(Cdc) and input branch (CBin) effectively reduces the input impedance of the current amplifier
and operates the current mirror in a class-AB mode.

2.4. CIRCUIT DESIGN

2.4.1. HARDWARE SHARING TIA
A variety of amplifier topologies have been used in different ultrasound applications, e.g., the

conventional two-stage amplifier [24], the single-ended inverter-based amplifier [6] and the
differential current-reuse amplifier[3], [9]. A figure-of-merit called the noise efficiency factor
(NEF) has been introduced in [25] to compare power/noise efficiency among different types
of amplifiers. The conventional two-stage amplifier and differential current-reuse amplifier
have relatively poor theoretical NEFs of 2 and 1.4, respectively, while NEF of the single-ended
inverter-based amplifier are close to 0.7 [26], which makes it an attractive candidate. Neverthe-
less, the single-ended inverter-based amplifier suffers from supply/ground interference since
it acts as a common-gate amplifier to these interferences. Voltage regulators have been intro-
duced to suppress these interferences at the cost of additional power consumption[6], but this
reduces the power efficiency.

By noticing that the ultrasound system has multiple input channels, we can reduce area and
power consumption by sharing hardware among the channels, e.g., the ground/ supply regu-
lators [6]. We propose a hardware-sharing TIA as the AFE’s first stage which is illustrated in Fig.
2.7(a). The power supply and ground voltage regulators (Regn,p) are shared among four TIA
channels. The mesh[27] and its biasing circuit control the bias current of the voltage regulators
and the inverter-based amplifiers: a bandwidth-control circuit dynamically adjusts the band-
width of the TIA via the mesh devices in accordance with the exponentially-growing gain, as
will be discussed in Section 2.4.2. The local feedback loops of the two voltage regulators effec-
tively decouple the four channels and also attenuate interferences from the power supply and
ground.

Four high-efficiency inverter-based amplifiers process the ultrasound signals from four
transducers. The amplifier of the first channel is formed by M1, M2 and C1, C2. DC
level-shifting capacitors C1 and C2 serve two purposes. They allow M1 and M2 to be biased at
optimal gate voltages VR1 and VR2, independent from the input bias level, thus maximizing the
output swing of the inverter-based amplifier[6]. Moreover, they allow the amplifier’s input to
be biased at a well-defined ground level during the receiving phase. The latter plays a crucial
role in preventing image artifacts when switching from transmit to receive. The ratio of five
capacitive dividers are 3

11 , 5
9 , . . . , 11

3 , respectively, corresponding to the gain steps described by
(2.6) with parameters m=11 and n=3. Proper scaling of the unit capacitor was applied to those
dividers leading to a 30% less area compared to a design with identical unit capacitors in the
dividers. A 5-tap CCSN interpolates between these gain steps resulting in a total gain range of
22.6 dB. During the TX phase (Φtx), high-voltage switch S0 is closed and high-voltage switch S1
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Fig. 2.7: (a) Circuit diagram of the hardware-sharing TIA with CCSN; (b) the current-steering
bias network (CSBN) of the TIA.

is open, and a unipolar high-voltage pulse (0V–36V) is applied to the transducer to transmit an
acoustic pulse. In the meanwhile, the level-shifting capacitors C1 and C2 are reset via switches
S2–S4, and all capacitive dividers are reset via switches S5–S9. At the beginning of the RX phase
(Φrx), the transducer is connected to the TIA via the switch S1. Noting that as the voltage on
the top plate of the transducer is kept at ground level between the end of the TX phase and the
RX phase, imaging artifacts associated with the transition from TX to RX are thus minimized.
The CCSN of TIA then begins to traverse five capacitive dividers along the pseudo-exponential
trajectory.

The current-steering bias network (CSBN), which generates the bias voltages for the CCSN
(see Fig. 2.5), is based on the circuit reported in [9], as depicted in Fig. 2.7(b). As the TGC control
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voltage Vc is swept along a linear ramp-up curve, the tail current It0 is steered from the right-
most diode-connected NMOS transistor to the leftmost creating five gate bias voltages (Vcn1–
Vcn5) for the NMOS transistors of the CCSN. These five voltages are also mirrored to five NMOS
transistors which direct the tail current It1 from the leftmost diode-connected PMOS transistor
to the rightmost resulting in the bias voltages (Vcp1–Vcp5) for the PMOS transistors of CCSN,
as shown in Fig. 2.5(b). It1 is a scaled version of the static bias current I0 of the inverter-based
amplifier in Fig. 2.5(a). All these NMOS/PMOS transistors are properly scaled to guarantee that
the NMOS and PMOS current-steering pairs of the CCSN divide the DC bias current I0 and AC
current i0 at the same rate. Voltage regulators similar to those in Fig. 2.7(a) are used to generate
Vreg3 and Vreg4 in Fig. 2.7(b), which define the output swing of the inverter-based amplifier. The
CSBN is shared among four channels to save area and power consumption without introducing
noticeable noise into the main signal chain.

2.4.2. BANDWIDTH-CONTROL CIRCUIT
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Fig. 2.8: (a) CSBN of the bandwidth-control circuit; (b) Dynamic current mirror with diagrams
showing the TGC control voltage and the bias voltages as a function of time.

The close-loop bandwidth of the TIA should be above the -3dB bandwidth of the transducer,
which is about 14 MHz in this design, in the presence of the wide current-gain range. The
closed-loop bandwidth BWCL derived from the current transfer function iout1/iTD, can be ex-
pressed as

BWCL ≈ gmn +gmp

Cp
· 1

1+Cout
Cin

+Cout
Cp

(2.3)

Cin,Cout = ( m+n
2 ∓ m−n

2 ·Sr a) ·Cu

Sr a ∈ [−1,1]
(2.4)
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where gmn and gmp are the trans-conductance of the input NMOS transistor M1 and PMOS
transistor M2, respectively. Cp, Cin, and Cout are the transducer’s capacitance, the feedback
capacitance and the output capacitance of the TIA, respectively, as shown in Fig. 2.5(a). Cu is
the unit capacitance, and Sra is the steering ratio as a linear function of the TGC control voltage
Vc, defined in the whole gain range. Substituting (2.4) to (2.3) and assuming Cu ≪ Cp gives

BWCL ≈ gmn +gmp

Cp
· 1− m−n

m+n ·Sr a

2
(2.5)

Equation (2.5) implies that the bandwidth of the TIA is a linear function of the steering ra-
tio Sra resulting in 3.67× bandwidth shrinking during the RX phase. This wide variation of the
bandwidth poses a challenge to the TIA loop design in terms of stability, power consumption
and noise performance unless gain-dependent bandwidth compensation is applied. There-
fore, we propose a dynamic-biasing scheme in which the transconductance of the inverter-
based amplifier is continuously adjusted by changing the bias current to match the change of
the steering ratio Sra.

As depicted in Fig. 2.8(a), the TGC control voltage Vc is compared to the same reference volt-
ages Vre1–Vref4 (see Fig. 2.7b) by four PMOS differential pairs with diode-connected NMOS tran-
sistors as their load. Thus, the circuit generates a series of gate-control voltages Vbn1–Vbn4 and
Vbp1–Vbp4, which continuously adjust the current-mirror ratio and the bias current of the TIA
via four NMOS current-steering pairs, as shown in Fig. 2.8(b). The adjustment of the bias cur-
rent changes the transconductance of the TIA which compensates the closed-loop bandwidth
in (2.5). The dynamic-current-mirror ratios at the beginning and the end of the RX phase were
carefully selected based on the simulation to guarantee sufficient loop stability and a roughly
constant closed-loop bandwidth.

2.4.3. CLASS-AB CURRENT AMPLIFIER

As depicted in Fig. 2.9(a), the variable-gain current amplifier (CA) is based on a class-AB
current mirror [23] of which the current-mirror ratio is continuously tuned by the CCSN. The
CA consists of four unit current branches CB1–CB4 and the associated input/output current
branch. A 4-tap CCSN adjusts the current mirror ratio across five gain steps 2

6 , 3
5 , . . . , 6

2 through-
out the RX phase resulting in a total gain range of 19.1 dB. These five gain steps again can be
described by (2.6) with parameters m=6 and n=2. The bandwidth of the local feedback loop is
designed to be at least a factor of two higher than the TIA’s bandwidth throughout the overall
gain range. Thanks to the class-AB operation and the fast local feedback loop, the current am-
plifier only has minor impact on overall bandwidth of the AFE, thus making the first TIA stage
to be the main limiting factor of the bandwidth. The output current iout2 of the CA is converted
into a voltage vout2 via a load resistor RL and fed to an output driver to drive an off-chip load.

A current-steering bias network (CSBN), shown in Fig. 2.9(b), generates the gate-control volt-
ages for the CCSN of the CA. The TGC control voltage Vc is compared to a series of reference
voltages Vre1–Vref4 via four NMOS differential pairs with diode-connected PMOS loads, similar
to the bandwidth control circuit shown in in Fig. 2.8(a). The generated CCSN control voltages
Vcna1–Vcna4 and Vcnb1–Vcnb4 are converted to Vcpa1–Vcpa4 and Vcpb1–Vcpb4 via four NMOS differ-
ential pairs with diode-connected PMOS loads. By properly sizing the NMOS differential pairs
and the PMOS loads of the CSBN, the DC components of the CCSN are largely cancelled by the
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complementary structure and thus do not saturate the output branch CBout. The residual DC
components introduce a low-frequency signal to the output voltage vout2 that changes at the
same speed as the TGC control voltage Vc. Fortunately, the frequency of Vc is out of the signal
bandwidth and therefore the low-frequency signal associated with it can be easily filtered out.
Voltage regulators similar to those in Fig. 2.7(a), shared by four current amplifiers, generate the
local supply rails Vregc1,2,3 and thus attenuate interference from the power supply and ground.

2.4.4. NOISE ANALYSIS

The first TIA stage and the second CA stage have different contributions to the total input-
referred noise at different AFE gains. At the highest gain setting, the noise of the TIA dominates
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Fig. 2.9: (a) Circuit diagram of the current amplifier with CCSN; (b) the current-steering bias
network (CSBN) of the CA.
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the input-referred noise. The noise of the CA only has a small impact due to the high gain of
the first TIA stage. More specifically, the major noise sources in the TIA are the MOS devices
in the inverter-based amplifier and the hardware-sharing regulators, while the high-voltage
TX/RX switch only has a minor impact, as it was sized such that it contributes only 10% of the
total noise. The feedback capacitors do not contribute thermal noise, whereas the CCSNs of
the TIA contribute part of the noise during the interpolation. The noise of the TIA decreases
as the TGC function moves towards the high gain region due to the dynamic-biasing scheme
of the bandwidth-control circuit, thus significantly improving the power efficiency of the first
TIA stage compared to a constant-biasing solution. At the low gain setting, the second CA stage
dominates the final noise level due to the lower gain of the preceding stage and the larger DC
bias current as a result of more unit current branches attaching to the input current branch
of the CA. Nevertheless, the amplitude of input signal also becomes larger and signal-to-noise
(SNR) ratio is even improved because the signal increases faster than the noise level, as will be
elaborated in section 2.5.

2.5. EXPERIMENTAL RESULTS

2.5.1. ASIC PROTOTYPE

TIA1- 4CA1-4 20
0μ

m
500μm

Fig. 2.10: Micrograph of the 64-channels transceiver ASIC, with inset showing the layout of 4
AFE channels with shared circuitry (PADs removed).

An ASIC prototype chip was fabricated in a 180-nm high-voltage BCDMOS process (Fig. 2.10).
The chip contains 8 AFE channels, divided into two groups of four that share hardware, which
are connected via multiplexers to the 64 transducer elements, and element-level pulsers capa-
ble of driving the elements with 36V unipolar pulses. Four AFE channels with shared hardware
occupy 200×500 µm2, corresponding to 0.025 mm2 per channel. The 64 transducer channels
are arranged into an 8×8 array which enables direct integration between the ASIC and PZT
transducers in a pitch-matched fashion.

2.5.2. ELECTRICAL CHARACTERIZATION

For electrical characterization, an input current was generated by applying an external volt-
age signal to an on-chip capacitor of 1pF that mimics a transducer element. Fig. 2.11(a) shows
the AFE’s gain measured at different frequencies as a function of the TGC control voltage Vc.
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Fig. 2.11: (a) Measured AFE gain at three frequencies as a function of Vc. (b) Calculated linear-
in-dB gain errors.

8-MHz, 10-MHz, and 12-MHz sinusoidal current inputs were used in the measurement which
correspond to 40% transducer bandwidth. As expected, the gains of the AFE at different fre-
quencies are approximately dB-linear functions of the control voltage Vc, and thus the TGC
function is obtained by applying a linear ramp-up control voltage. The gain errors with re-
spect to ideal linear-in-dB curves are extracted and depicted in Fig.2.11(b), which are all below
±0.4 dB within a 36.1-dB overall gain range. Fig. 2.12 shows the transient response of the AFE
obtained by applying a 10-MHz sinusoidal current with a peak-to-peak amplitude that decays
exponentially in 48 µs from 64 µA to 1µA (Fig. 2.12a). This corresponds an overall 36.1-dB input
amplitude change. The same linear ramp-up voltage was applied to the TGC control inputs
of three test samples (Fig. 2.12b), resulting in three output waveforms measured at each AFE’s
output as shown in Fig. 2.12(c). The extracted envelopes (Fig. 2.12d) show that the AFEs ade-
quately compensate for the decay with gain errors all below ±0.4 dB.

Fig. 2.13(a) shows the transfer function measured at different TGC control voltages (Vc), as
well as a −3-dB bandwidth curve across the overall control voltage range. As depicted in Fig.
2.13(b), the measured −3-dB bandwidth at different TGC control voltages changes between
17.5 MHz and 25.4 MHz, resulting in a less than ±20% variation around 21.7 MHz across the
gain range. Thanks to the proposed bandwidth-control circuit, the −3-dB bandwidth changes
only slightly compared to the factor of about 100 gain variation of the AFE.

The output noise density of the AFE was measured by connecting the same on-chip 1pF ca-
pacitor at the input of the TIA to the ground and sweeping the TGC control voltage Vc. The
input-referred noise density was calculated by dividing the measured output noise density by
the measured gain, resulting in a series of input-referred noise spectra at different TGC control
voltages, as shown in Fig. 2.14(a). The noise floor averaged from 6 MHz to 14 MHz is shown
in Fig. 2.14(b), as a function of the TGC control voltage. The noise decreases for higher gains
and reaches 1.31 pA/√Hz at a TGC control voltage of about 1.1 V, where the gain error still falls
below ±0.4 dB. At the lowest gain where gain error still satisfies the boundary condition of ±0.4
dB, the noise floor is about 47 pA/√Hz. The noise floor grows by about 31 dB, but still falls be-
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Fig. 2.12: (a) Exponentially decaying input current; (b) applied TGC control signal; (c) mea-
sured AFE output voltages of three test samples; (d) corresponding linear-in-dB gain
errors

hind the input signal, which grows by about 36 dB in the overall TGC gain range. Therefore,
the SNR improves as the TGC gain moves towards the low-gain region. The trend of the SNR
improvement towards the low-gain region is verified by a dynamic range (DR) measurement
as depicted in Fig. 2.15(a), where the SNR was measured as a function of the input current at
different TGC control voltages. The dynamic range of the proposed AFE is about 78 dB, which
is measured as the ratio of the highest input signal level at the 1-dB compression point and the
lowest input signal level at which the input signal power equals the noise power.

The power-supply rejection (i.e. the attenuation from the supply to the output) was mea-
sured to be 22.6 dB at 10 MHz frequency, sufficient to prevent noise and interference from the
supply from limiting the performance of our prototype. Simulations show that this is limited
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Fig. 2.13: (a) Measured gain transfer function, (b) −3-dB bandwidth as a function of TGC con-
trol voltage Vc
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Fig. 2.14: (a) Measured input-referred noise spectra, (b) measured in-band noise density as a
function of TGC control voltage Vc.

by the Vcm buffer in our prototype (Fig. 2.3) and can readily be improved.

Fig. 2.15(b) shows the measured power consumption as a function of the TGC control volt-
age. As expected, the power consumption varies along the measured curve to compensate
the bandwidth variation during the RX phase, resulting in an average power consumption of
0.8mW from a 1.8-V supply voltage provided that the TGC control voltage changes properly to
generate a 36-dB TGC gain range.
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Fig. 2.15: (a) Measured SNR as a function of the input current in different TGC’s control voltage.
(b) Measured power consumption as a function of TGC control voltage (Vc).

2.5.3. ACOUSTICAL CHARACTERIZATION
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Fig. 2.16: (a) Micrograph of the ASIC with PZT transducers on top and a cross-sectional view
showing PZT-on-CMOS integration. (b) Measurement setup of the acoustical charac-
terization of the TGC function.

Fig. 2.16(a) shows the micrograph of a fabricated prototype with PZT transducers on top of
the ASIC fabricated using the piezoelectric layer (PZT)-on-CMOS technology described in [28].
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An 8×8 transducer array with a 100-µm pitch, surrounded by a ring of protecting dummy ele-
ments, was directly built on the ASIC by means of mechanical dicing. The bottom electrodes of
the transducer elements connect to the ASIC’s bond pads via gold bumps, leading to minimized
parasitic capacitance. The common ground electrodes of the transducers were connected to
the PCB through the ground foil (not shown in Fig. 2.16a).

For characterization of the TGC function, a small water tank was mounted on top of the pro-
totype, with an external single-element ultrasound transmitter submerged in the water (Fig.
2.16b). A series of exponentially-decaying pulses were generated by an arbitrary waveform
generator (AWG), which excite the transmitter to generate the corresponding exponentially-
decaying ultrasound waves. The acoustic signal is converted into electrical signal by the PZT
elements. The ASIC applies TGC function to the received current and outputs the compensated
signal to an off-chip buffer connected to an oscilloscope. An FPGA controls the operation of the
ASIC, e.g, switching between TX and RX phases, and also triggers the oscilloscope to record the
received ultrasound data.

Noting that the attenuation of ultrasound waves in the water is negligible, the 10-MHz single-
element transmitter was excited by a train of 7 pulses modulated by an exponentially-decaying
envelope to emulate the attenuation, with a decay rate tuned to match an attenuation factor of
0.4 dB·cm-1·MHz-1. As depicted in Fig. 2.17(a), the ultrasonic-pulse train was received by the
AFE with its TGC function deactivated by keeping the TGC control voltage at a constant level
during the RX phase, leading to a 36-dB signal attenuation within 60 µs at the AFE’s output,
which is in line with the preset attenuation rate. In the following measurement, the AFE pro-
cessed the same incoming ultrasound pulses with the TGC function activated, compensating
the exponentially-decaying envelope, resulting in a voltage output with an amplitude variation
smaller than ±0.36 dB, as shown in Fig. 2.17(b).

s

exponential decay

(a)

s
(b)

Fig. 2.17: (a) Uncompensated ASIC output with the TGC function disabled, (b) compensated
ASIC output with the TGC function enabled.

The same test bench was reconfigured for an imaging experiment, as shown in Fig. 2.18(a), in
which the single-element transmitter was replaced by 3 needle reflectors positioned at 6 mm,
8 mm, and 10 mm from the transducer surface. A plane wave was transmitted by driving all
the elements with 30-V pulses. As shown in Fig. 2.18(b), a B-mode image was reconstructed
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Fig. 2.18: (a) Setup for imaging experiment. (b) B-mode image showing the position of the
needles.

from the data acquired at each AFE’s output, clearly showing the needle positions even with
the relatively small aperture size.

The performances and characteristics of our work and the prior art have been summarized
in Table 4.2 for comparison. Compared to AFEs with discrete-time TGC [3], [24], comparable
performances have been achieved, but with a wider gain range and without introducing gain-
switching and virtual ground-switching transients that could lead to image artifacts. Compared
to AFEs with interpolating [9], [12] and analog TGCs [11], a >2× better linear-in-dB gain error
is obtained in a wider effective gain range with less area and power consumption, as demon-
strated both in the electrical and acoustic measurements.

2.6. CONCLUSION

This chapter has presented a pitch-matched AFE with continuous TGC function. The pre-
sented CCSN interpolates exponentially-spaced gain steps with a pseudo-exponential interpo-
lation scheme, leading to a small linear-in-dB gain error and fewer passive devices than in so-
lutions based on many small discrete gain steps. The hardware-sharing topology and inverter-
based amplifiers used in the AFE further reduce the area and power consumption. The dynamic
biasing scheme smoothly compensates for the bandwidth variation caused by the gain change
of the TGC function without deteriorating the signal-to-noise ratio, thus providing a nearly
constant gain-bandwidth product and better power efficiency. To the authors’ best knowledge,
the prototype is the first reported work that combines a continuous TGC function into a pitch-
matched layout with a 100µm-level pitch size. All these features make the solution promising
for next-generation miniaturized 3-D ultrasound imaging devices.
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APPENDIX
In this Appendix, the gain trajectory of the TIA is derived at first. For simplicity, we as-

sume only two adjacent steering branches are activated simultaneously in every time inter-
val, e.g., only steering branches B1 and B2 are activated in the first time inverval1 (Fig. 2.5b).
The current-gain steps between iout and iin can be expressed by a unified pseudo-exponential
function

iout

ii n
= 1+ m−n

m+n · y

1− m−n
m+n · y

y = {−1,−1+ 2
m−n , . . . ,1} (2.6)

where the expression of discrete variable y corresponds to the beginning of each time interval
interval1–intervaln (Fig. 2.5b), e.g., y = {−1,−1+ 2

m−n } corresponds to the first two gain steps of
the time interval1,2, iout is the feed-forward current coupling to the virtual ground of the next
stage, iin is the feedback current identical to the transducer’s input current iTD as a result of the
negative feedback loop, and m and n are the number of unit capacitors associated with steering
branch B1.

The CCSN interpolates between these two exponentially-spaced gain steps. Provided the
trans-conductances of M1 and M2 (Fig. 2.5a) are designed to be equal and the gate bias voltages
change properly as depicted in time interval1 in Fig. 2.5(b), the PMOS current-steering pair
(Mp1/Mp2) divides the currents flowing through M2 at the same ratio as the NMOS current-
steering pair (Mn1/Mn2) divides the currents flowing through M1. The large-signal currents
flowing through the CCSN in (2.1) can be nearly cancelled and the first two small-signal output
currents i1 and i2 of the CCSN branches B1 and B2 can be expressed as

i1,2 = (1∓α ·Vc1) · i0 α ·Vc1 ∈ (−1,1) (2.7)

based on (2.2), where Vc1 = Vcn2 - Vcn1 is the TGC control voltage in interval1, and α is a constant
determined by the MOS transistors. The currents i1,2 are linear functions of the control voltage
Vc1, the ratio of i2 to i1 is of the form ( 1+x

1−x ). These currents divide between the output capacitors
and the feedback capacitors connected to steering branches B1 and B2. As a result, the total
current flowing to the input iin, which due to the feedback in the TIA equals the transducer’s
signal current iTD, as well as the total current flowing to the output iout, is a linear combination
of i1 and i2. The current gain during interpolation of first two gain steps can be expressed as

iout

ii n
= ni1 + (n +1)i2

mi1 + (m −1)i2
(2.8)

Substituting (2.7) into (2.8) gives

iout

ii n
= 1+ α·Vc1−(m−n−1)

m+n

1− α·Vc1−(m−n−1)
m+n

(2.9)

Now a steering ratio (Sr1) can be defined as

Sr 1 = α ·Vc1 − (m −n −1)

m −n
Sr 1 ∈ (−1,−1+ 2

m−n

)
(2.10)
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Substituting (2.10) into (2.9) yields a similar equation as (2.6), except that instead of discrete
variable y, Sr1 is a continuous linear function of the TGC control voltage Vc1, corresponding to
the interpolation of the first time interval1. Therefore the current gain during interpolation,
which is the ratio of iout to iTD, is also of the form ( 1+x

1−x ). A repetitive analysis can be applied
to the other time intervals interval2 – intervaln to prove that the overall gain curve is a pseudo-
exponential function of the TGC control voltage.

A similar analysis can be applied to the interpolation of the CA. E.g., at the beginning of each
time interval, the gain steps can be expressed with the same function (2.6). During the interpo-
lation, the current gain iout2

iout1
still conforms with (2.8), (2.9) and ( 1+x

1−x ).
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3
A 1.2MW/CHANNEL PITCH-MATCHED

TRANSCEIVER ASIC EMPLOYING A

BOXCAR-INTEGRATION-BASED RX
MICRO-BEAMFORMER FOR

HIGH-RESOLUTION 3-D ULTRASOUND

IMAGING

This chapter is based on the publication "A 1.2mW/Channel Pitch-Matched Transceiver ASIC
Employing a Boxcar-Integration-Based RX Micro-Beamformer for High-Resolution 3-D Ultra-
sound Imaging," in IEEE Journal of Solid State Circuits, in press, doi:10.1109/ JSSC.2023.3271270.

3.1. INTRODUCTION

T RANS-FONTANELLE ultrasonography (TFUS) is a favorable approach for monitoring brain
perfusion in neonates. In contrast with other imaging techniques such as positron emis-

sion tomography (PET) and magnetic resonance imaging (MRI), it allows for bedside monitor-
ing of the neonatal brain and avoids exposure to ionizing radiation and the need for sedation
[1]. Moreover, it offers better spatial resolution than near-infrared spectroscopy (NIRS) [2].

Preterm infants regularly show inadequate brain perfusion during and after the delivery, re-
sulting in brain injuries and neuro-developmental problems [3]. A wearable neuro-monitoring
device that can continuously assess brain perfusion and brain development of preterm infants
would enable timely treatment of brain perfusion abnormalities [4]. Fig. 3.1 shows the device
envisioned in this work, which uses pulse-echo ultrasound through the fontanel to generate
high-resolution images of the brain and Doppler techniques to image blood flow in the brain.
To be able to assess the relevant part of the brain, a 2-D transducer array is required that allows
for beamforming in 3-D space. To visualize sub-millimeter brain vessels, a small wavelength
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TFUS
20 mm

2-D array

100
µm

ASIC

Fig. 3.1: A wearable neuro-monitoring device for TFUS with inset showing the envisioned
pitch-matched ASIC with the transducer array built on top.

is required, resulting in a high ultrasound frequency and small array pitch. A higher ultra-
sound frequency leads to faster attenuation in brain tissue [5] and thus shortens the penetra-
tion depth. As a trade-off, a 2-D transducer array with 10-MHz central frequency and 100-µm
pitch was chosen in our application to ensure sufficient resolution and penetration depth. As
depicted in Fig. 3.1, an aperture size of 20×10 mm2 is suitable according to studies of ante-
rior fontanel size in preterm infants [6], [7], resulting in a vast 2-D transducer array of 20,000
elements for the selected 100-µm pitch size in such a wearable device.

This high number of elements and small array pitch make pulse transmission (TX) and echo
reception (RX) very challenging, and beamforming plays a central role in this. The most
common RX beamforming approach is the delay-and-sum (DAS) algorithm as depicted in Fig.
3.2(a). After pulse transmission, the echoes from a focal point arrive at the elements of the
transducer array at slightly different times, and are converted into electrical signals with
corresponding time shifts by the transducer array. These signals can be coherently detected by
applying correct delays to each channel and summing the resulting signals. Thanks to modern
integrated circuit technology, DAS can be performed by high-speed processors like graphics
processing units (GPUs) [8]. Nevertheless, this requires element-level digitization beforehand.
Direct RF digitization was realized in [9], where an element-level ΔΣ modulator directly
digitizes the ultrasound RF signal from each transducer element, followed by an on-chip
digital beamformer to post-process the digitized data in the chip’s periphery. Noting that each
RX channel in the reported work occupies nearly all element-level area of 250×250 µm2, the
element-level digitization poses fundamental challenges to our circuit design when taking the
array pitch of 100 µm and the need to include element-level high-voltage (HV) pulsers into
account.

An alternative is to divide the transducer array into sub-arrays of N elements each, and to
combine the signals in each sub-array locally by means of an analog DAS operation, also re-
ferred to as micro-beamforming (µBF) [10],[11], as depicted in Fig. 3.2(b). Further beamform-
ing of the µBF outputs can be done either off chip or on the periphery of the chip. The channel
count is thus reduced by a factor of N allowing for a pitch-matched layout at the sub-array level
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Delay SumTransducer Array

Wavefront

Focal Point

(a)

Sub-array1

Sub-array2

Fine Delay Coarse DelayTransducer Array

Wavefront

Focal Point
On-chip μ-BF Off-chip BF

(b)

Fig. 3.2: (a) Beamforming process employing delay-and-sum (DAS). (b) micro-beamforming
process employing two-step DAS.

and much less signal routing compared to the element-level digitization scheme. However,
prior micro-beamformer implementations employ per-element capacitive memory to realize
the delay [12], [13], making it cumbersome and unfavorable for the desired 100-µm-pitch array.

In this chapter, we present a compact, pitch-matched prototype ASIC employing a boxcar-
integration-based RX micro-beamformer. In contrast to conventional RX micro- beamformers,
which perform delay before the summation [12], the boxcar-integration-based beamformer
sums the signals from different elements in the current domain before the delay operation
takes place, leading to a reduction in the number of required memory cells, the associated dy-
namic switches and signal routing. In addition, the box-car integration provides built-in anti-
alias filtering (AAF), obviating the need for an explicit AAF in-between the analog front-end
(AFE) and the digitizer and relaxing the design requirements for the AFE. In the ASIC’s TX cir-
cuitry, a novel row-level beamforming scheme is deployed that moves the bulky HV MOS tran-
sistors to the chip’s periphery, in contrast with a conventional push-pull structure [13], and only
uses one high-voltage isolation diode per element. All these result in a compact transceiver
ASIC meeting stringent restrictions on die area.
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This chapter is organized as follows. Section 3.2 reviews the prior art and compares voltage-
mode and current-mode beamformers. Section 3.3 describes the architecture design of the
boxcar-integration-based µBF and provides the system overview. Section 3.4 presents the de-
tailed circuit implementation. Section 3.5 describes the fabricated prototype, as well as the
electrical and acoustic measurement results. The chapter ends with conclusions.

3.2. PRIOR ART

Various receive (RX) beamformer topologies have been used to realize the DAS process. Di-
rect RF digitization with subsequent beamforming in the digital domain [9], [14], as mentioned,
requires a relatively large die area and power consumption and will not be discussed in more
detail. Other beamformer topologies can be broadly classified into three categories: beam-
formers based on phase rotation applied to I/Q demodulated RF signals [15]; beamformers
based on continuous-time delay lines in which the delays are tuned continuously [16], [17];
and beamformers based on discrete-time delay lines in which the delays are discretized con-
forming to a clock signal [11], [12], [18]–[20].

The phase-rotation-based beamformer as shown in Fig. 3.3(a) applies direct I/Q demodula-
tion to the band-pass-filtered RX signals followed by digitization. The digitized I/Q signals are
fed to a series of phase rotators in the digital domain to approximate time delays before the
summation takes place. In [15], a direct sampling I/Q demodulation is employed, and analog-
to-digital conversion is required for each I/Q channel. The solution is attractive for narrow-
band ultrasound signals, for which phase shifting is a good approximation for delay, and which
can be multiplexed on a high-speed ADC, thus saving area. However, echo signals in ultrasound
imaging generally have a very wide bandwidth, e.g., 80% bandwidth around a 10-MHz central
frequency in our application, leading to too many high-speed ADCs in the system, therefore
making the solution unattractive for our application.

As depicted in Fig. 3.3(b), a continuous-time delay cell employs current-mirror-based cir-
cuits to construct an all-pass filter with the transfer function of 1−s·T0

1+s·T0
, where T0 is defined by

the transconductance of M0 and the parasitic capacitance Cp. The transfer function is a first-
order approximation of an ideal delay of T0, tuned by the bias currents of the current mirror
network. A delay line can be constructed by cascading multiple of such delay cells [16]. The
implementation has no passive devices and is potentially small. However, it suffers from non-
linear phase response, resulting in different delays for different frequency components in a
wide-band ultrasound signal, and high sensitivity to temperature and process drift.

A discrete-time delay lines using bucket-brigade devices (BBDs) [18] is shown in Fig. 3.3(c).
A series of bucket capacitors CB1–4 stores the information as charge packets transported by
means of MOS transistors [21]. The speed of the charge transportation is controlled by two
complementary clock signals, making the delay step equal to the clock period. Although the
BBDs delay line uses a minimum number of transistors, potentially occupying small area, the
charge transfer between two adjacent bucket capacitors has an error term that is dependent on
the charge being transferred, resulting in a charge-transfer gain less than one and poor linearity
[22].

Other types of discrete-time beamformers are based on switched-capacitor [12], [19] or
switched-current delay lines [20] as depicted in Fig. 3.3(d), in which the capacitor array (e.g.,
C11–1N ) samples the voltage/current signals of all channels (CH1–N ), controlled by a series of
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write clock signals (e.g., W11–1N ), and stores the information for a certain amount of time until
the read/summation (assuming they happen simultaneously) takes place controlled by a read
clock signal (R1). Thus, the delays between adjacent channels (e.g., τ1) are accurately defined
by the falling edges of the write clock signals (e.g., W11 and W12). Multiple time-interleaved
channels (TI1–k) are needed to prevent information loss during DAS, since the required
maximum delay (τmax) is generally much longer than the sampling period (Ts). The total
required number of time-interleaved channels k can be expressed as [19]

k = Tw +Tr +τmax

Ts
(3.1)

and the total required number of memory cells Nmem, as well as the number of switches Nsw,
can be expressed as

Nmem = k ·N

Nsw = 2 ·k ·N
(3.2)

where Tw, Tr, τmax are the write, read cycle time and the maximum RX beamforming delay,
respectively, and N is the total number of ultrasound channels. The information can be delayed
and summed in different forms, such as the voltage domain [19], the current domain [20] and
the charge domain [12]. However, a large number of memory cells, the associated switches
and interconnections are required in all cases, making these solutions less favorable for our
application.

3.3. ARCHITECTURE DESIGN

3.3.1. BOXCAR-INTEGRATION-BASED MICRO-BEAMFORMER

As shown in Fig. 3.3(d), each time-interleaved channel (TI) contains N memory cells, and
these memory cells can not be shared with other time-interleaved channels during the de-
lay process of the DAS, since the stored information can only be flushed once the following
read/summation cycle completes. An effective way to reduce the number of memory cells is
reversing the DAS process and using "sum and delay" instead, as depicted in Fig. 3.4(a). The
proposed micro-beamformer operates on current-mode input signals I1–N , and successively
integrates these currents on the memory cells, e.g., C1 of the first time-interleaved channel TI1.
These input currents are generated by AFEs, that have high-impedance output stages, as will
be elaborated in section 3.4, allowing summation to take place in the current domain before
delays are applied. A similar clock scheme is used, which accurately sets the delay between
two adjacent channels by the delay (e.g, τ1) between the falling edges of two write cycles (e.g,
W11 and W12). The total number of TI channels is the same as given by eq. (3.1), but there
is only one memory cell in every TI channel, thus reducing the total number of memory cells
by a factor of N compared to the aforementioned beamformers. The required total number of
switches is reduced by about 2×.

The integration of input currents on the memory capacitors is an implementation of boxcar
integration [23], which is an effective technique to suppress out-of-band noise from the pre-
ceding AFE, and acts as an implicit anti-aliasing filter (AAF) for sampling in the beamformer.
The normalized magnitude response of boxcar integration can be expressed as[24]

|H( f )| =
∣∣∣∣ si n(π f Tint)

π f Tint

∣∣∣∣ (3.3)
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Fig. 3.4: (a) The box-integration-based µBF. (b) Frequency response of the box-car integration.
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where T int is the integration time. Fig. 3.4(b) illustrates the normalized magnitude response,
and the notch frequency of the boxcar integration is inversely proportional to the integration
time. Therefore, an integration time equal to the sampling period Ts is selected in our design to
maximize the filtering effect and minimize aliasing, as shown in Fig. 3.4(a). In contrast to the
continuous-time delay line employing the all-pass filter, boxcar integration has a linear phase
response and does not cause frequency-dependent delay for the wide-band ultrasound signal.
The -3-dB corner of the boxcar integration filter is about 0.44·f s in our design, that is higher
than the required signal bandwidth with insignificant in-band attenuation, as a sampling fre-
quency of 4× of the transducer resonance frequency is selected in our design.

As derived in the Appendix, the theoretical total capacitance required to achieve a given
output SNR is similar for the conventional switched-capacitor and the proposed
boxcar-integration based beamformer. However, in practice, the latter still significantly
reduces chip area taking into account that the conventional beamformer requires N× more
distributed memory capacitors, two times more switches and the associated interconnections.
In addition, the boxcar-integration-based beamformer obviates the need for an explicit AAF
which also saves area. All these factors result in very compact beamformer implementation.

A similar current-mode beamformer was introduced in [25]. In contrast with our proposal,
this design employs a voltage-mode AFE with element-level sampling capacitors and explicit
voltage-to-current converters at the input of the beamformer, resulting in large die area and
additional power consumption. Moreover, either an explicit AAF or an AFE with limited band-
width is needed to avoid thermal noise folding. Finally, a clocking scheme was used in which
a half-cycle for sampling and a half-cycle for integrating, leading to weaker anti-aliasing fil-
tering compared to our proposed full-cycle integration. These issues are mitigated in our de-
sign by the boxcar-integration-based micro-beamformer, leading not only to a compact circuit
topology but also significantly relaxing the design requirements of the AFE, as will be further
elaborated in Section 3.4.2.

3.3.2. SYSTEM OVERVIEW

As depicted in Fig. 4.1, the prototype ASIC interfaces with an 8×8 transducer array and can be
divided into two regions: the element-level region in which the pitch-matched layout is strictly
limited by the pitch of the transducer, and a peripheral region in which the area is less con-
strained. High-voltage (HV) pulsers consisting of peripheral pulsers and element-level diode
isolators drive all elements to generate ultrasound pressure, with the ability to define time de-
lays at the row- or column-level to steer the resulting TX beam to different angles. As a proof of
concept, only the row-level TX beamforming is implemented in our design. During TX phase,
unipolar square-wave pulses are generated for each transducer element in the prototype, with
an amplitude up to 36V, 50-ns duration and a minimum 12.5-ns delay step. In contrast to a
push-pull transmitter [13] where a pair of bulky HV PMOS/NMOS transistors generates the
needed square wave, the element-level isolator only consists of an area-efficient HV diode and
thus significantly reduces the required element-level die area. This also allows us to accommo-
date an RX circuit with more complicated functions in the pitch-matched layout area, such as
an AFE with continuous time-gain compensation.

For echo reception, the 8×8 array is divided into sub-arrays of 2×2 elements. After the
transmission, HV Transmit/Receive (T/R) switches and multiplexers connect two of these
sub-arrays to the receive circuitry inside the element-level region. The signal currents from
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TIA
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Iin μBF
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t

Fig. 3.6: Circuit diagram of the analog front-end consisting of a TIA, a CA and a coupling capac-
itor in between.

the four elements of the selected sub-array are amplified by 4 AFEs and then fed to the RX
micro-beamformer consisting of profile multiplexers that set the element delays, write
switches, and boxcar memory cells that store the summed-and-delayed current signals. Four
time-interleaved memory cells, each of which comprises an active integrator, are followed by a
sample-and-hold stage (S/H) that joins time-interleaved signals together. An output buffer
drives the S/H output off the chip.

3.4. CIRCUIT DESIGN

3.4.1. ANALOG FRONT-END

The AFEs are based on the design presented in [26]. As illustrated in Fig. 3.6, each AFE
channel consists of a capacitive-feedback trans-impedance amplifier (TIA), the output of
which is capacitively coupled to the input of a current amplifier (CA). The CA provides a
high-impedance output to drive the boxcar integrator in the µBF with an amplified version of
the transducer’s signal current. The AFE’s gain can be continuously tuned in a range of 36dB
by an external voltage V TGC to provide time-gain compensation, i.e. to compensate for the
stronger attenuation of echoes that arrive later. The AFE provides less than ±0.4dB gain error
and has a 1.31 pA/√Hz input-referred noise density within 6MHz to 14MHz bandwidth at its
maximum gain (V TGC = 1.1V).

3.4.2. MICRO-BEAMFORMER

Fig. 3.7(a) shows the detailed implementation of the boxcar-integration-based µBF. As men-
tioned, it has N=4 input channels and four TI channels (TI1–4). In contrast with the con-
cept shown earlier in Fig. 3.4, the inputs are not connected directly to the boxcar integra-
tors, but through two layers of switches, i.e., the µBF profile multiplexer and the write switches
W1–6〈1:4〉. First, to set the delay profile, a µBF profile multiplexer connects each of the input
current I1–4 to one of 6 summation nodes, which correspond to 6 possible delay values. These
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6 summation nodes are cyclically connected to the 4 boxcar integrators via the write switches
(W1–6〈1:4〉), orchestrated by an 80-MHz clock CLKD, which is twice the output sampling rate of
40 MHz, and gives a delay step of 12.5 ns. Active boxcar integrators are implemented instead of
passive integrators to improve the linearity in the write cycles (R̄1-4). These are reconfigured to
voltage buffers driving the following S/H stage in the read cycle (R1-4). Fig. 3.7(a) also shows an
example output waveform (V BF1) of the first TI channel (TI1) receiving four sinusoidal current
inputs (I1–4) with a uniform delay of 12.5 ns between each. These current inputs are connected
to the first four summing nodes (node 1–4) respectively, corresponding to an equally-spaced
delay profile of 12.5 ns, and sequentially integrated on the feedback capacitor CBF1 via switches
W1–4〈1〉.

An important advantage of the two layers of switches is that the µBF profile multiplexer
switches remain static during the RX period, while the switches connecting to the boxcar in-
tegrators can be driven by a simple profile-independent clock generator, providing accurate
timing with low clock skew which is important for generating accurate steering angles during
RX beamforming [27]. The clock control signals of the 24 write switches only have eight differ-
ent phases, e.g., write switches W2〈4〉, W4〈3〉 and W6〈2〉 can share the same control signalΦ8 as
illustrated in Fig. 3.7(a). Therefore, an 8-phase digital clock generator is implemented using a
1-bit shift register (SR) and generates 8 clock signals (Φ1–8), each of which drives identical loads
(i.e., 3 write switches). Compared to the single-layer switching scheme [28], in which a multi-
bit SR and the following µBF delay profile multiplexers are both implemented in the digital
domain to generate clock signals for every switch, resulting in a large number of clock signals
that need to be routed across the digital and analog domain and difficulty to match the routing
length, this clocking scheme both reduces the number of logical gates in the clock signal path,
and the number of clock signal connections to the write switches, making it less demanding
to equalize the propagation delay, thus effectively minimizing the clock skew. Thanks to the
current-mode operation, the associated switches can be made small with an insignificant area
overhead.

The active boxcar integrators alternate between integration (Ri = 0) and readout (Ri = 1)
phases. During the latter, the accumulated charge is transferred to one of two S/H stages, which
operate in a ping-pong fashion and alternately drive the output controlled by a 40-MHz clock
CLKSH, as illustrated by example waveforms in Fig. 3.7(a). In these S/H stages, the accumulated
charge of CBF1,3 and CBF2,4 is transferred to hold capacitors CH1 and CH2 during read phases R1,3

and R2,4, respectively. During phases S1 and S2, they serve as intermediate buffer stages and al-
ternately drive the output V SHO which is loaded by the following output buffer. During phases
Q1 and Q2, the hold capacitors are reset in preparation of the next cycle.

The clock signal CLKD sets the minimum delay step to 12.5ns and the delay range to 62.5ns,
allowing for steering the 2×2 sub-array to an angle within the range of -74° to 74°. While CLKSH,
independently, sets the output sampling period to 25 ns. The boxcar integration time (T int)
is 25ns which provides effective anti-alias filtering for the AFE. In this work, the delay profile
is predefined and can only be updated every pulse-echo cycle, while the proposed µBF archi-
tecture can be extended to other beamforming schemes (e.g., dynamic RX focusing) by adding
additional digital control.

The operational transimpedance amplifiers (OTAs) in the boxcar integrators and S/H stages
are implemented using inverter-based amplifiers [Fig. 3.7(b)] with current-reuse supply- and
ground-regulators [26] that suppress interference and are shared at the sub-array level to save



3.4. CIRCUIT DESIGN 57

VDD
B
ia
s

N
et
w
or
k

Vin

Vout

Quasi-floating
gate

ФTX

Off-chip
loads

Fig. 3.8: Circuit diagram of the class-AB output stage with the quasi-floating biasing scheme.

area. Two capacitive level shifters (C1/C2) are used to enlarge the dynamic range of the OTAs.
These are reset to the associated common-mode voltages (V bp, V bn and V cm) during the TX
period (ΦTX) and hold the DC bias points during the RX period (ΦRX).

3.4.3. OUTPUT BUFFER

A class-AB output buffer as depicted in Fig. 3.8 is adopted to provide sufficient drive capa-
bility for off-chip loads, such as parasitic interconnect capacitance [29]. A dynamic biasing
scheme is used instead of the pseudo-resistor used in [29] to dynamically bias the static cur-
rent of the class-AB output stage, i.e, dynamically resetting the quasi-floating gate during the
TX phase (ΦTX) and keeping it floating during the RX phase, thus improving the noise per-
formance of the output buffer by isolating the noise originating from the bias network. The
bandwidth, noise and harmonic distortion of the output buffer were designed to be negligi-
ble compared to those of the preceding stages, and therefore have unnoticeable impact on the
measurements.

3.4.4. TRANSMITTER

A row-level transmission scheme is adopted in our design as a proof of concept, which em-
ploys row-level push-pull pulsers in the periphery and element-level HV diodes to provide nec-
essary isolation between transducer elements, as depicted in Fig. 3.9. The scheme allows for
row-level TX beamforming controlled by the digital delay line also located in the periphery.
During transmission, HV pulses are generated by charging the transducer elements of a row via
a peripheral HV PMOS and element-level HV diodes. The PMOS is turned on via a level-shifter
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Fig. 3.9: Circuit diagram of the proposed transmitter employing HV diodes as isolation.

controlled by clock signal Φ1. The elements are then discharged via a peripheral HV NMOS,
an element-level HV NMOS which also serves a T/R switch and a low-voltage NMOS (Φ2,3 =
1). The metal interconnect between the peripheral circuitry and the elements is dimensioned
to ensure that the associated propagation delay is negligible. During reception, the transducer
elements, isolated from each other by reverse biasing the HV diodes, connect to the AFEs via
the T/R switch and a low-voltage multiplexer switch controlled by ΦEN. The passive HV diode
is generally smaller than HV MOS transistors as widely adopted in other designs [13],[30],[31],
due to the lack of active structure, thus making the transmitter very compact and reserving
more room for the RX electronics.

3.5. EXPERIMENTAL RESULTS

3.5.1. ASIC PROTOTYPE

The ASIC has been fabricated in a 180-nm HV BCD process. The chip size of the prototype is
1.98×1.88 mm2 [see Fig. 3.10(a)], in which the peripheral TX circuitry occupies 0.8×0.35 mm2

as shown in Fig. 3.10(b). The top-half floor plan of the element-level TX/RX circuitry is shown
in Fig. 3.10(c), which includes 4 RX channels interfacing 8 sub-arrays of 2×2 elements via the
multiplexer and has the area breakdown shown in Fig. 3.11(a). Per channel, the RX circuitry
occupies 0.04 mm2 of which the µBF plus the S/H occupies only 0.005 mm2, when not tak-
ing the 8× multiplexing factor into account, i.e., dividing the area by a factor of 4. The power
breakdown is shown in Fig. 3.11(b). The power consumption was measured on a chip with the
transducer array built on top, and the measured total power consumption is 4.8 mW, i.e., 1.2
mW/channel, of which 0.8 mW is consumed by the AFE and biasing, 0.33 mW by the µBF and
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Fig. 3.10: (a) Micrograph of the transceiver ASIC. (b) Inset showing the peripheral TX circuitry.
(c) Inset showing the element-level TX/RX circuitry. (d) A prototype of the transceiver
ASIC with PZT array on top.

the S/H, 0.06 mW by the output buffer and digital, while the TX consumes only 32 µW/channel
at a pulse repetition frequency of 10 kHz, i.e., transmitting one 50-ns 30-V pulse in every 100
µs.

Fig. 3.10(d) shows a prototype with an 8×8 central PZT transducer array built on top, con-
nected to the ASIC via the transducer bonding pads [see Fig. 3.10(c)], and surrounded by an
outer-ring of dummy transducer elements. The array was built using a fabrication scheme
similar to that described in [32]. The prototype was wire-bonded to a daughter PCB, which was
then mounted on a mother PCB, for the following measurements. The mother PCB contains an
FPGA which controls the TX and RX functionality via the ASIC’s SPI interface (see Fig. 4.1) and
also synchronizes the data acquisition between the ASIC and an oscilloscope.

3.5.2. ELECTRICAL CHARACTERIZATION

Test currents can be injected to the inputs of a sub-array by applying voltage signals to four
1-pF capacitors on the chip, which emulate 2×2 transducer elements. By measuring the out-
put voltage of the output buffer, the transfer function was extracted at different TGC control
voltages (V TGC) as shown in Fig. 3.12(a), From this, the gain at 10 MHz was extracted as de-
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Fig. 3.11: (a) Area breakdown and (b) power breakdown of 8 sub-arrays of 2×2 elements.

picted Fig. 3.12(b), which reveals that the measured RX gain in dB is a linear function of V TGC

from 0.5 V to 1.1 V, leading to a total gain range of 36 dB. A −3-dB bandwidth curve across the
overall gain range was also derived from the transfer function, indicating the bandwidth vari-
ation at different AFE gains. The overall bandwidth at different gains is a bit smaller than that
of the AFE alone [26], due to the additional filtering effect of the boxcar integration, but the
minimum measured bandwidth, i.e., 14.7 MHz, still meets the requirement of our application.
The measured bandwidth variation is less than ±10% around 16.3 MHz across the gain range,
which is also smaller than the variation measured at the AFE’s output [26], due to the fact that
the −3-dB corner of the boxcar integration filter is accurately controlled by the clock regardless
of different AFE gains.

Fig. 3.13(a) shows input-referred noise spectra for a set of TGC control voltages covering the
full gain range. The output noise density was first measured at the output of the µBF via the
output buffer by connecting the on-chip 1-pF capacitors at the inputs of the AFEs to ground,
and the input-referred noise is then calculated by dividing the measured output noise density
by the measured gains as shown in Fig. 3.12(a). The noise contribution of the output buffer was
designed to be negligible. The input-referred noise of a single AFE channel was measured in
the same way by internally bypassing the µBF. In Fig. 3.13(b), the noise density averaged from
6 to 14 MHz is plotted as a function of the TGC control voltage both for the complete signal
path (i.e., 4 AFEs + µBF) and for the AFE only. The figure also shows the ratio between them.
An averaged input-referred noise of 0.67 pA/√Hz is measured at the µBF’s output when V TGC

= 1.1V, which is close to half of the input-referred noise (1.31 pA/√Hz) measured at a single-
channel AFE’s output. This factor well meets the theoretical noise reduction of 2 expected from
the µBF of 4 elements without noticeable noise-folding effects and is stably maintained across
the full gain range [see Fig. 3.13(b)].

Fig. 3.14(a) shows the SNR as a function of the input current for different TGC control volt-
ages, which was also measured via the final output buffer. It demonstrates a measured dynamic
range (DR) of 82 dB, which is the ratio of the maximum input signal level at the 1-dB compres-
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Fig. 3.12: (a) Measured gain transfer function. (b) Extracted −3-dB bandwidth as a function of
TGC control voltage VTGC.
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Fig. 3.13: (a) Measured input referred noise spectra. (b) Input referred in-band noise density
measured at AFE’s and µBF’s output, respectively, as well as the ratio between them
as a function of TGC control voltage VTGC.

sion point and the minimum detectable input signal level at which the input power is equal to
the noise power, allowing for measuring an acoustic pressure within the range of about 3.4 Pa
to 42 kPa.

For characterization of the TX circuitry, two of the transducer bonding pads were
wire-bonded to the daughter board and were connected to two off-chip 1-pF capacitive loads
emulating two transducer elements, respectively. The HV pulsers successfully produce
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Fig. 3.14: (a) Measured SNR as a function of the input current in different TGC control voltage.
(b) Measured outputs of two TX pulsers with inset showing a minimum delay of 12.5
ns and 36-V amplitude.

unipolar 7-cycle pulses with up to a 36-V amplitude and a minimum delay resolution of 12.5
ns, as depicted in Fig. 3.14(b).

The RX beamforming performs spatial filtering of incoming acoustic wave, resulting in spa-
tial directivity for different beamformer steering angles. As depicted in Fig. 3.15(a), this spatial
directivity was first evaluated through an electrical test by applying four time-shifted 10-MHz
sinusoidal inputs via the on-chip capacitors to the AFEs, thus emulating acoustic waves arriv-
ing at different angles, and comparing the µBF response with the theoretical spatial directivity
for different µBF steering angles. A 6.25-ns time shift step was applied to the four sinusoidal in-
puts during the measurement, which emulates an angle of incidence of an incoming acoustic
wave that changes by 5° to 7° in each step, assuming the ultrasound speed is 1540 m/s. The µBF
was configured to four different steering angles from 0° to 35°. As shown in Fig. 3.15(b), the µBF
response is in very good agreement with the theoretical directivity curve.

3.5.3. ACOUSTICAL CHARACTERIZATION

The µBF directivity was also evaluated through an acoustic test by using the measurement
setup shown in Fig. 3.16(a). A small water tank was mounted on top of the chip. An unfocused
single-element probe was immersed in the water and was driven by a continuous 10-MHz si-
nusoidal wave to transmit acoustic waves to the chip at different incidence angles of 0°, 11° and
23°, aligned with the azimuth direction of the chip. The single-element probe was accurately
positioned on a circular trajectory centered at the location of the PZT transducer array, by us-
ing a 3-D printed rotating holder (not shown). The µBF of a 2×2 sub-array was configured to
different steering angles ranging from -50° to 50°, while its output amplitude was recorded and
normalized, as depicted in Fig. 3.16(b). The theoretical ideal directivity curves are also plotted,
which show a good alignment with the measured data. As depicted in Fig. 3.16(c), at a specific
incidence angle of 0°, the change in output amplitude for different µBF steering angles clearly



3.6. CONCLUSION 63

AFE AFE

μBF

Output

AFE AFE

D
el
ay

(a)

-60 -40 -20 0 20 40 60

Arrival angle (°)

-40

-30

-20

-10

0

N
or

m
al

iz
ed

 r
es

po
ns

e 
(d

B
)

0°
11°
23°
35°

Ideal

(b)

Fig. 3.15: (a) Spatial directivity measurement emulating acoustic waves arriving at different
angles by means of four time-shifted sinusoidal inputs. (b) Normalized measured
µBF response as a function of emulated arrival angles, for µBF steering angles.

shows the expected µBF directivity and the consequential spatial filtering effect.
The same test bench was also used for an imaging experiment, by replacing the

single-element probe with 3 needle reflectors positioned at about 8 mm above the chip [33].
The ASIC was used to generate 3-cycle 30V pulses for pulse transmission and to capture the
returning echo signals. An image was generated using delay-and-sum beamforming with
coherence factor weighting [34]. The resulting B-mode image in an azimuthal plane is shown
in Fig. 3.17(a), which clearly shows the positions of the needles, while a rendered 3-D image
based on the same recording is shown in Fig. 3.17(b), where the needle heads are clearly
distinguishable from the background even with the small aperture size of 0.8×0.8 mm2.

The performance and characteristics of our work and the prior have been summarized in Ta-
ble 4.2. Compared to prior µBF designs, this work achieves the smallest array pitch, the highest
center frequency and the smallest µBF area per channel.

3.6. CONCLUSION
This chapter has presented a 100µm-pitch-matched transceiver ASIC with a

boxcar-integration-based RX µBF and an element-level TX. For N input channels, the
presented µBF reduces the total number of memory cells by a factor of N compared to a
conventional µBF employing discrete-time delay lines, thus saving area, and combines boxcar
integration with built-in AAF, thus relaxing the design requirements of the AFE and further
reducing the area. Active boxcar integration has been implemented to make the µBF less
sensitive to parasitic capacitance, followed by a ping-pong S/H and a high-efficiency output
buffer. A novel TX scheme has been implemented allowing area-hungry devices, such as the
HV PMOS/NMOS, to be moved to the periphery of the chip, and only using a small-sized HV
diode as the element-level isolation plus a HV NMOS as the T/R switch. All these features



64 CHAPTER 3

FPGA

Oscilloscope

ASIC

PZT 
Array

PCB

Probe

W
at

er
 ta

nk

Incidence
Angle

(a)

-60 -40 -20 0 20 40 60
μBF steering angle (°)

-30

-20

-10

0

N
or

m
al

iz
ed

 r
es

po
ns

e 
(d

B
)

ideal
0°
11°
23°

(b)

40 60 80 100 120
Time (μs)

-0.1

0

0.1

0.2

0.3

0.4

A
m

pl
it

ud
e 

(V
)

-50°
-35°
-23°
-11°
  0°
 11°
23°

 35°
 50°

76.9 76.95 77
-0.1

0

0.1

(c)
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Fig. 3.17: (a) A B-mode image in elevation plane. (b) Rendered 3-D image.

make the design very compact and allow us to integrate more complicated functions, such as
an AFE with continuous TGC, on the chip in a pitch-matched fashion.

APPENDIX

In this appendix, we derive the total capacitance required to obtain a given output SNR, for
both a µBF based on switched-capacitor delay lines (as in Fig. 3.3d) and for the proposed
boxcar-based µBF (as in Fig. 3.4a). Fig. 3.18(a) depicts a simplified switched-capacitor µBF
for noise calculation, which consists of N voltage-mode LNAs with a gain of A0, N AAFs with
a bandwidth of B0, sampling switches controlled by clock signals W1–N and R1, and sampling
capacitors C0. V in,1–N , and v̄n,1–N represent the input voltage and the equivalent input-referred
noise of the LNAs and AAFs, respectively. All noise sources are independent white noise with
power spectral density (PSD) of S0. We assume that the maximum peak output swing at all
AAFs’ outputs is V max. During a write phase, delays are applied to each channel and accurately
controlled by the write clock W1–N , followed by the summation in the following read phase.
At the end of the write phase, the amplified and band-limited noise of each LNA and AAF, as
well as the noise of the sampling switch Wi, is sampled on the capacitor C0, and the associated

output noise power v2
nout,i can be expressed as

v2
nout,i = A0

2 ·S0 ·B0 + k·T
C0

(1 ≤ i ≤ N ) (3.4)
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Fig. 3.18: (a) A simplified switched-capacitor-based µBF for noise calculation. (b) A simplified
boxcar-integration-based µBF for noise calculation.
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The noise of the N channels is averaged in the following read phase, leading to a maximum
signal to noise ratio SNRsc expressed as

SN Rsc =
V 2

max ·N

2 · v2
nout,i

= V 2
max ·N

2 · (A0
2 ·S0 ·B0 + k·T

C0
)

(3.5)

A similar analysis can be applied to the µBF based on boxcar integration, as depicted in Fig.
3.18(b). The voltage-mode LNAs are replaced by transconductance amplifiers with a transcon-
ductance of Gm, and a short reset phase is required to clear the memory capacitor C1 after each
read phase R1, giving rise to kT/C noise. At the end of the write phase, the output noise power

v2
nout,bc can be expressed as

v2
nout,bc = N · A1

2 ·S0 ·B1 + k·T
C1

A1 = Gm
C1

·T0

B1 = 1

2 ·T0

(3.6)

where A1 and B1 are the DC gain and the equivalent noise bandwidth of the boxcar integration,
respectively; T 0 is the integration time, and S0 is the input-referred PSD which is identical to
the input-referred noise PSD of the switched-capacitor µBF. In the following read phase, the
maximum signal to noise ration SNRbc can be expressed as

SN Rbc =
V 2

max

2 · v2
nout,bc

= V 2
max

2 · (N · A1
2 ·S0 ·B1 + k·T

C1
)

(3.7)

Note that A1 should comply with

A1 = A0

N
(3.8)

to achieve same maximum output swing V max. Substituting (3.8) into (3.6) and (3.7), and letting
C1 = N · C0, B1 = B0 results in the same SNR for both µBF structures. We can conclude that the
µBF based on boxcar integration requires the same total capacitance as the conventional µBF
to achieve a given output SNR, while the proposed µBF architecture still occupies less area in
practice factoring in the area needed for AAF, the required space between memory capacitors,
the number of switches and the associated interconnections.
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4
A 125µM-PITCH-MATCHED TRANSCEIVER

ASIC WITH MICRO-BEAMFORMING ADC AND

MULTI-LEVEL SIGNALING FOR 3-D
TRANSFONTANELLE ULTRASONOGRAPHY

This chapter is based on a draft paper "A 125µm-Pitch-Matched Transceiver ASIC with
Micro-Beamforming ADC and Multi-Level Signaling for 3-D Transfontanelle Ultrasonography,"
in preparation for submission to IEEE Journal of Solid State Circuits.

4.1. INTRODUCTION

I NADEQUATE brain perfusion regularly shown in preterm infants exposes the developing brain
to injury that could have severe consequences in later life [1]. Bedside monitoring of brain

perfusion via trans-fontanelle ultrasonography (TFUS) has an added benefit, especially for
high-risk neonates [2], [3]. To match fontanelle size and generate high-resolution 3-D images
for visualizing the sub-millimeter vessels of neonates, a wearable probe with a 2-D array of
>10,000 transducer elements would be required, featuring small pitch and high central fre-
quency. This poses significant challenges for the electronics design of such a probe, such as in-
terconnecting the transducer elements to power-efficient front-end circuits that interface with
the elements to transmit acoustic pulses (TX) and receive the resulting high-frequency echo
signals (RX). A pitch-matched application-specific integrated circuit (ASIC) directly integrated
with a 2-D transducer array is a proven solution to the interconnection problem [4]. However,
techniques are still required that can effectively reduce the RX output channel count to much
less than number of transducer elements.

Various techniques have been reported to reduce the channel count. Time-division multi-
plexing (TDM), applied at the input of an RX analog front-end (AFE), allows the AFE to inter-
face with multiple transducer elements in successive pulse-echo cycles at the cost of reduced
frame rate [5]. When applied at the RX output, TDM allows multiple RX channels to share a
single output by assigning each channel a dedicated time slot. However, the limited bandwidth
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of the output channel (e.g., PCB trace or cable) leads to inter-symbol interference and deterio-
rates the signal to noise ratio (SNR) [6]. Frequency-division multiplexing (FDM) [7] also allows
multiple RX channels to share an output by modulating the signal of each channel to a different
frequency band, while it also suffers from crosstalk. Micro-beamforming (µBF) [8], [9] divides
the transducer array into sub-arrays of N elements, and combines the echo signals received in
each sub-array by means of an analog delay-and-sum (DAS) operation, effectively reducing the
channel count by a factor of N, at the cost of reduced frame rate and somewhat degraded im-
age quality [10]. On-chip digitization of the echo signals allows for concatenating multiple RX
outputs to a serialized output, thus reducing the channel count, at the cost of increased power
consumption[11], [12]. State-of-the-art designs often combine several of the aforementioned
approaches to achieve an optimal balance between channel-count reduction, frame rate, im-
age quality and power consumption [11], [13], [14].

The performance of on-chip digitization and subsequent digital processing is limited by the
relatively mature high-voltage (HV) technology required to implement the HV pulsers needed
to generate sufficient ultrasound pressure in TX [15], [16], since mainstream HV technology
nodes still remain above 90 nm [17] and are not optimized for complex digital signal process-
ing. Advanced packaging techniques, e.g. [18], allow for integrating a HV transceiver ASIC
with a high-speed data processing unit (DPU), realized in a deeper sub-micron technology,
in a single package. However, a low-power and compact on-chip digitization scheme and a
power-efficient data link are still prerequisites for such a transceiver ASIC.

An element-level digitization scheme was reported in [19], where ΔΣ modulators directly
digitize the echo signals from each transducer element, followed by digital beamforming in the
chip’s periphery, requiring I2 ADCs for a I×I transducer array. The scheme is associated with
high-power consumption as well as large area. Alternatively, the digitization can be done at
the output of a µBF [11], [12], that effectively reduces the total channel count, the number of
ADCs and the associated power consumption by a factor of N, where N is again the number of
elements in a sub-array. The outputs of D ADCs can be concatenated by a following data link,
e.g., employing a low-voltage differential signaling (LVDS) [11], [12], realizing an additional D×
channel-count reduction. However, the LVDS data link consumes excessive power especially in
HV technologies, e.g., roughly 50% per-channel power is consumed by the LVDS data link in a
180-nm BCD technology in[11]. An alternative is multi-level signaling (MLS) [20], which trans-
mits and receives multiple bits of data per symbol by using a multi-level signal. Compared to
LVDS, MLS compresses the bandwidth and the signal level, allowing for a decrease in dynamic
power consumption proportional to fCV2.

In this work, we present a pitch-matched transceiver ASIC prototype for TFUS that is directly
integrated with a 16×16 transducer array with 125-µm pitch and 9-MHz center frequency as
depicted in Fig. 4.1. A novel low-power RX architecture is implemented to reduce the number
of RX channel by a factor of 128. The ASIC can be divided into two regions: a pitch-matched
region where the ASIC layout needs to strictly match the transducer pitch, and a peripheral re-
gion where the layout requirement is more relaxed. Fig. 4.1 also shows that an envisioned DPU,
consisting of data RX and the following digital processor, is connected to the transceiver ASIC
via bonding wires, while other advanced packaging techniques like through silicon vias (TSVs)
is also a possible choice. In contrast with other ultrasound application, such as catheter-based
probes, in which the data transmitter (D-TX) drives a long coaxial cable [5], our application
aims at processing all the ultrasound data inside the wearable device, and transmitting the im-
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age volume data via a wireless link, therefore only a short-range data link is required in the
transceiver ASIC.

This chapter is organized as follows. Section 4.2 describes the proposed system architecture.
Section 4.3 presents the detailed circuit implementation. Section 4.4 describes the fabricated
transceiver prototype, as well as the electrical and acoustic measurement results. This chapter
ends with conclusions.

4.2. ARCHITECTURE DESIGN

4.2.1. SYSTEM OVERVIEW

As depicted in Fig. 4.2, the ASIC is divided into two regions: a pitch-matched region, which
contains element-level HV pulsers, sub-group-level RX circuits and a local controller; and a pe-
ripheral region, which contains D-TXs and a system controller. The system controller receives
commands externally and produces synchronized clock and data signals. It provides timing
and configuration data to the local controllers that configure TX/RX beamforming profiles and
manage TX/RX operations accordingly.

During TX, each transducer element is isolated from the low-voltage RX circuitry by a trans-
mit/receive (T/R) switch, and pulsed by a unipolar square-wave pulser that provides up to 20-V
amplitude and configurable delays to perform the TX beamforming. During the following RX,
the transducer array is divided into 8 sub-groups as shown in Fig. 4.2, each of which is as-
sociated with a sub-group-level RX circuit. Each sub-group comprises 8 sub-arrays of 2×2 ele-
ments, which are selected by a 8:1 multiplexer and connected to four single-ended analog front
ends (AFEs) via the T/R switches. The AFEs operate in current mode with built-in continuous
time-gain compensation (TGC) [21] and provide high-impedance outputs for the following µBF
ADCs, each incorporating boxcar-integration-based (BI-based) µBF [22] and a sub-group-level
SAR ADC operating in the charge domain. The BI-based µBF comprises delay multiplexers that
set up the µBF delays for each RX channel, and 5 memory capacitors that integrate the summed
current signals in a time-interleaved manner to avoid information loss during the DAS opera-
tion.

After the digitization, the output data of the eight ADCs are concatenated into two data
streams of 4-bit width and fed to two D-TXs with differential outputs at the periphery, thus
achieving an overall 128-fold channel-count reduction. Despite the reduced frame rate caused
by the 8:1 multiplexing at the input of the AFEs, it still satisfies the system requirement, owing
to a relatively shallow scanning depth required in our application.

4.2.2. AFE
As illustrated in Fig. 4.3, the AFE amplifies the current signal Iin of a transducer element

(TD) and drives the following µBF ADC with an amplified current Iout. Its two-stage architec-
ture, described in detail in [21], consists of a trans-impedance amplifier (TIA) with capacitive
feedback that is capacitively coupled to a current amplifier (CA). The TIA provides the neces-
sary low input impedance and low noise to sense the TD’s signal current. The CA, which is
formed by a current-mirror structure, provides the high output impedance required to drive
the BI-based µBF. An external slope voltage (VTGC) continuously tunes the AFE gain to perform
TGC by adjusting the feedback/coupling capacitance and the current-mirror ratio. A dynamic-
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Fig. 4.3: AFE architecture.

biasing circuit, also controlled by VTGC, adjusts the bias current proportional to the AFE gain,
thus reducing the power consumption and ensuring a nearly constant AFE bandwidth [21].

4.2.3. PASSIVE BOXCAR-INTEGRATION-BASED µBF ADC
Fig. 4.4(a) shows a circuit diagram of the BI-based µBF ADC. Similar to the BI-based µBF de-

scribed in [22], it implements a sum-and-delay operation, in which the output currents from
4 AFEs are cyclically steered into one of 5 integration capacitors CINT1–5 to realize boxcar inte-
gration. The µBF delays are defined through the relative timing of the switch control signals
D1–5〈1:4〉. For instance, the delay between channel 1 (CH1) and channel 2 (CH2) is set by the
time-shift τ1 between D1–5〈1〉 and D1–5〈2〉. The integration capacitors are cyclically connected
to the ADC by read switches R1–5.

The switch timing is orchestrated by an 80-MHz clock (CKRX), providing a delay resolution of
12.5 ns and a boxcar integration time of 25 ns, corresponding to a sampling rate of 40 MS/s. To
accommodate a maximum delay (τmax) of 62.5 ns, five time-interleaved (TI) channels are used.

In contrast with the active integrators used in [22], our design employs passive boxcar in-
tegration to save area and power, while retaining the merits of boxcar integration such as the
built-in anti-alias filtering (AAF). Moreover, this passive-integration topology allows capaci-
tors CINT1–5 to be connected directly to the following charge-sharing SAR ADC during the read
phase R1–5 [11]. To convert the single-ended signal to a differential input for the ADC, a set
of dummy capacitor CDMY1–5 is added, and an input common-mode feedback (ICMFB) circuit
senses the common-mode (CM) voltage at the input of the ADC through capacitors CSNS and
regulates it to a CM reference Vcm through capacitors CCM1–5, thus creating a differential signal
charge on CINT1–5 and CDMY1–5.

The ADC consists of a capacitive DAC (CDAC), a comparator and SAR logic. It digitizes the
signal charge by neutralizing it in a successive approximation process, in which the CDAC ca-
pacitors are connected in parallel or anti-parallel to the ADC’s input [23]. During the MSB con-
version as depicted in Fig. 4.4(b), the SAR comparator first decides polarity of the differential
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voltage (ΔV) on the integration capacitors (e.g., CINT1 and CDMY1). Meanwhile, during ΦREF,
the CDAC array is quickly charged to VREF by sharing charge with a pre-charged reservoir ca-
pacitor CRSV. This charge-mode operation allows for very fast settling of the reference voltage
within the MSB conversion, without adding extra time to the AD conversion. Afterward, the
binary-scaled unit capacitors (Cu) are sequentially connected to the input of the SAR compara-
tor (VIP, VIN) in either parallel or antiparallel configuration for the next comparison, depending
on the previous decision made by the comparator, until the next 9 bits plus 1 redundant bit [24]
have all been decided, providing a total 11-bit data in one conversion cycle of the ADC. The re-
dundant bit provides immunity to settling error, such as those of the ICMFB and the CDAC.
The associated correction is carried out in the background.

Finally, the CDAC array is reset (ΦRST) in preparation for the next AD conversion. After digiti-
zation, the residual differential charge on the capacitors is nulled during reset phase S1–5. Asyn-
chronous SAR logic is employed to avoid distributing a high-frequency clock over the whole
chip. This implementation combines the BI-based µBF with a SAR ADC in the charge domain,
thereby eliminating the needs for both a power-hungry ADC driver and an explicit AAF.

4.2.4. DATA TRANSMITTER (D-TX)
Realization of an efficient data transmitter in a mainstream BCD technology is challenging

due to the relatively low cut-off frequencies of the MOS transistors. E.g., in a 180-nm process,
they are about 60/30 GHz for NMOS/PMOS, respectively [25], resulting in a quick drop of the
data-link energy efficiency, defined as the ratio of power consumption to data rate, for a LVDS
transceiver operating at sub-10 GHz frequencies [26]. MLS, e.g., M-level pulse amplitude mod-
ulation (PAM-M), transmits/receives n-bit data per symbol and compresses the required band-
width by a factor of n, where n equals log2(M), significantly improving the energy efficiency at
a specific data rate. However, higher-order PAM reduces the signal level and the related SNR
per bit, defined as the ratio of signal energy per bit to channel noise density (Eb/N0), resulting
in a poorer bit error rate (BER) [27]. Insufficient channel bandwidth further reduces Eb/N0 and
the associated eye width, and causes inter-symbol interference (ISI). All these restrict the use
of high-order PAM for high-quality, middle/long-range communications. E.g., A BER < 10-12 is
required for a long distance of > 25 m, according to the 1000BASE-X standard [28]. As a result,
PAM-4/8 are more extensively used than PAM-16 or even higher order in the prior art [26], [29],
[30].

However, PAM-16 is adopted in this work due to the fact that: (a) the data-link channel in
our application, i.e., the inter-chip communication within a single package, is formed by very
short interconnections such as bonding wires, which only inflict slight attenuation and ISI on
the transmitted signals [31]; (b) a relatively poor BER objective of 10-6 is quite tolerable for ul-
trasound imaging applications [32], thereby easing the requirement of the SNR per bit; (c) a
PAM-16 receiver with the reported energy efficiency of 1.5-pJ/bit could be realized, leveraged
by more advanced technologies [33], [34], thus obtaining an overall data-link power optimiza-
tion.

As depicted in Fig. 4.5(a), the differential outputs of four ADCs are transmitted to a D-TX at
the chip’s periphery where clock data recovery (CDR) circuits first recover the clock and data
for each ADC, followed by 4 first-in, first-out buffers (FIFOs) that synchronize the data with
the MLS clock signal (CKMLS), and insert a pilot bit (e.g., Pilot〈1〉) periodically in every 11 ADC
data bits, before concatenating four of such bitstreams into a 4-bit data [see Fig. 4.5(b)]. The
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Fig. 4.5: (a) Data transmitter architecture consisting of CDR, FIFO and a 4-bit DAC. (b) The
associated timing diagram.

pilot pattern facilitates a fast recognition of the data header on the data RX (D-RX) side. A 4-
bit current-steering DAC then converts the 4-bit data into a 16-level current signal and drives
a 100-Ω load resistor, allowing an external PAM-16 data RX to recover the 4-bit data, as will
be elaborated in Section 4.3.5. DC-coupled transmission is chosen instead of AC coupling,
avoiding the need for a dedicated DC-balance encoder [35] and the related digital circuitry.
Unlike an LVDS data link which would require a power-hungry PLL or DLL to generate the
clock for a LVDS transmitter [11], [36], the PAM-16 D-TX is directly driven by a low-frequency,
480-MHz clock (CKMLS), thus making it a compact and low-power data-link scheme.
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Fig. 4.6: A quadrant of daisy-chained shift register that stores the beamforming delays for an
8×8 transducer elements, and the associated element-level TX architecture.

4.2.5. TX ARCHITECTURE

As depicted in Fig. 4.6, to generate 20-V pulses with TX beamforming, an element-level TX
comprising an 8-bit shift register, an 8-bit delay counter, a 3-bit pulse-number counter, and a
HV pulser is employed. Controlled by a 72 MHz clock signal CKTX, it achieves a minimum delay
resolution of 13.9-ns, a maximum number of 255 delay steps, and a programmable number of
pulses from 1 to 8. The 8-bit shift register is daisy-chained in a quadrant of the pitch-matched
layout, corresponding to 8×8 transducer elements, and can be programmed by using a clock
(CKPRG) with a frequency up to 120 MHz, resulting in a total programming time of 4.8 µs for
loading the TX beamforming delay profile for all four of quadrants. At the start of the TX phase,
the 8-bit delay counter loads the delay profile from the shift register, and sends an enable signal
(EN_PNC) to the pulse-number counter after the counting ends. Controlled by a 9-MHz clock
signal derived from CKTX, the pulse-number counter generates a number of pulses to drive the
HV pulser, and provides a pulse duration of 55.6 ns. This TX scheme allows for transmitting
various TX beam patterns, such as plane wave, diverging wave, or focused wave patterns.

4.3. CIRCUIT DESIGN

4.3.1. PASSIVE AMPLIFICATION OF THE µBF ADC
Capacitors CINT1–5 and CDMY1–5 shown in Fig. 4.4(a) are all varactors built using NMOS

and PMOS capacitors [24]. As depicted in Fig. 4.7, in each TI channel (TIi), these capacitors
are driven into their inversion region during µBF by connecting the source/drain (S/D) of the
NMOS to ground, while connecting the S/D of the PMOS to the supply, thus maximizing their
capacitances and effectively reducing the voltage swing during the boxcar integration. In the
following read phase Ri, when the capacitors are connected to the input nodes of the SAR com-
parator (VIP,VIN), they are driven into their depletion region by reversing the S/D voltages, thus
reducing the capacitances by a factor of about 3. Due to charge conservation, this causes the
associated differential voltage on the capacitors to be amplified [37], which effectively relaxes



4.3. CIRCUIT DESIGN 83

VIP

VIN VOP

VON

ΦA

ΦB

ΦB

RiTIi μBF
ΦA

ΦBΦA

Iin

CINTi

CDMYi

Si

SAR Comparator
0

1.8

0
1.8

TIi

Fig. 4.7: Passive amplification and the associated timing diagram.

CLKCP

VIP VIN

VOP VON

I0

I b
ia
s

VAN

M1 M2

M3 M4
M5 M6

M7 M8

M9 M10

VAP

VBN VBP

CLKCP

CLKCP CLKCPCLKCP

CLKCP

Vdd

Cp1

Cp2

(a)

Vthp
Vthn

v

v
o

Vdd

Vcm

t

t

t

t

v

o

o

o

CLKCP

intg.

regen.

VIP

VIN

VOP

VON

VAN

VAP

VBN

VBP

1st 2nd

(b)

Fig. 4.8: (a) Circuit diagram of the dynamic comparator. (b) The associated waveforms as a
function of time.

the noise requirement of the SAR comparator [24].

4.3.2. DYNAMIC COMPARATOR OF THE SAR ADC
Fig. 4.8(a) shows that the dynamic comparator, consisting of a preamplifier and a regenera-

tive latch, decides the polarity during the AD conversion, and operates in a two-step fashion:
first, amplification of the differential input signal (VIP-VIN) and then regeneration of the ampli-
fied signal (VAP-VAN) via a latch structure.

The preamplifer is based on a dynamic integrator [38], that employs a cascoded structure,
realizing a double integration in contrast with a single-integration-based preamplifier, such as
that used in [39], thus effectively increasing the gain of the preamplifier. Moreover, in contrast
with [39], a tail current I0 is employed in our design, which, in combination with the aforemen-
tioned ICMFB, rejects CM disturbances, such as those from the power supply.

As depicted in Fig. 4.8(b), the nodes VAP,AN and VBP,BN are reset to ground at the beginning,
followed by a double integration which amplifies the input signal. During the first integration,



84 CHAPTER 4

the currents from the differential input pair charge the parasitic capacitors Cp1 at the source
nodes of M3,4 until the voltages of these nodes reach the threshold voltage Vthp and drive M3,4

into the saturation region, hence lowering the impedance seen at the nodes VBP,BN, and di-
verting the currents towards nodes VAP,AN. Afterward, the second integration happens at the
source nodes of M5,6, where the currents charge the parasitic capacitors Cp2 until VAP,AN reach
the threshold voltage of M5,6, followed by a latch regeneration [39]. The gain of the preamplifier
GPA can be expressed as

GPA ≈ 2 ·gm

I0
· (Vthn +

Cp1

Cp2
·Vthp) (4.1)

where gm and I0 are the transconductance of the input differential pair and the tail current,
respectively. The resulting large gain mitigates the non-ideal components of the regenerative
latch, such as the offset, noise and metastability [40]. In addition, the extended voltage head-
room allows for a large tail current to charge in a specific time period that is strictly limited by
the AD conversion speed, thus effectively reducing the input-referred noise of the comparator.

4.3.3. CHARGE-MODE REFERENCE GENERATION

The ADC reference can be generated externally by using an off-chip voltage buffer [23], [24],
which, however, is demanding with regard to distributing such a reference voltage for many
ADCs throughout the whole chip. Instead, the voltage reference can be generated locally by a
fast but power-hungry voltage buffer[16] to achieve a very short pre-charge time for the CDAC
array. The power consumption can be reduced by employing two time-interleaved CDAC ar-
rays [11], allowing for precharging one of the arrays to a reference voltage while using the other
to perform AD conversion, but at the expense of a 2× larger CDAC area.

Fig. 4.9(a) shows a charge-mode reference scheme that solves the power and area problems
by employing an area-efficient, precharged MOS capacitor CRSV as a reservoir to quickly set a
reference for the subsequent AD conversion. A servo loop is activated during the TX period to
calibrate the charge current ICHG for the subsequent RX period. As shown in Fig. 4.9(b), during
the charge phase ΦCHG of the TX period, ICHG charges the parallel-connected CDAC and the
reservoir NMOS capacitor CRSV before a latch comparator compares the resulting voltage on
these capacitors with a reference voltage VREF, controlled by a clock signal CKSL. In the subse-
quent phaseΦRST2, the servo loop calibrates the current ICHG by tuning the overdrive voltage of
PMOS transistor MCHG via a charge pump comprised of 125-nA sourcing and sinking current
sources and a PMOS capacitor CSH, in accordance with the decision made by the comparator.
Meanwhile, CDAC and CRSV are reset in readiness for the next charging. This process repeats
until the voltage on these capacitors equals VREF. At the end of the TX period, the total amount
of charge QREF stored on these capacitors can be expressed as

QREF = (CDAC +CRSV) ·VREF

= ICHG ·TCHG
(4.2)

where CDAC and TCHG are the total capacitance of the CDAC array, and the charging time accu-
rately controlled byΦCHG.

Throughout the RX period, the overdrive required to generate ICHG is held on the PMOS ca-
pacitor CSH, so that the same amount of charge is delivered to CRSV duringΦCHG. DuringΦREF,
at the start of each AD conversion, this charge is redistributed with the CDAC. The charge as



4.3. CIRCUIT DESIGN 85

Cu

ΦREF

ΦREF

Φ
R

ST

Cu

ΦREF

ΦREF

Φ
R

ST

VREF

Cu

ΦREF

ΦREF

Φ
R

S
T

ΦCHG

MCHG

ΦRST2

ΦRST2

CSH

S
er

vo
 lo

op SAR DAC

CRSV

Charge-mode
reference125 nA

125 nA

ICHG

ΦC

ΦC

CLKSL

VCHG

VddENCAL

ENCAL

(a)

ΦRST ΦRST

ΦREF ΦREF

ΦCHG ΦCHG

ΦRST2 ΦRST2

ΦC

CLKSL

CLKRX

CLKRX

CLKRX

VCHG VCHG

AD conv. AD conv.

TX RX

VREF
TCHG

TCHG

MSB conv.

ENCAL

(b)

Fig. 4.9: (a) Circuit diagram of the charge-mode reference generator and (b) the associated tim-
ing diagram.

expressed in (4.2) is conserved during the charging and redistribution process, providing a well-
defined reference voltage at the end ofΦREF.

A charging time TCHG of 12.5 ns is adopted, which effectively filters out the high-frequency
noise of the current source MCHG owing to the boxcar filtering mechanism similar to that of the
µBF, thereby reducing the associated reference noise. CRSV is sized to avoid voltage clamping
during ΦCHG, while it still occupies a very small area compared to the CDAC, which is made
of metal-oxide-metal (MOM) capacitors in our design, thanks to the much higher capacitance
density of MOS capacitors. The fast charge-mode operation allows the charge sharing between
the CDAC and CRSV to complete within the MSB conversion, when the CDAC array is disen-
gaged from the the ADC’s input, hence without affecting the total required AD conversion time.
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The active blocks in the servo loop are all deactivated (ENCAL=0) during RX. These features lead
to a very low-power, low-noise and area-efficient reference scheme.

4.3.4. INPUT COMMON-MODE FEEDBACK

As discussed in Section 4.3.1, the single-ended output of the µBF on capacitors CINT1–5 is
converted into a differential input to the ADC by means of dummy capacitors CDMY1–5, this
would result in large CM variations. Fig. 4.10(a) depicts the circuit diagram of the ICMFB,
which cancels out the CM variations through a capacitive feedback loop formed by CCMi, CSNS

and an operational transimpedance amplifier (OTA).

Fig. 4.10(b) shows the timing diagram of TIi. The integration capacitor CINTi, the dummy
capacitor CDMYi and the coupling capacitors CCMi are first reset during phase Si, followed by the
µBF boxcar integration on CINTi. During the boxcar integration, the CM voltage on CINTi and
CDMYi gradually deviates from Vcm. During the subsequent read phase Ri, the SAR ADC starts
to digitize TIi, and the CM voltage detected through capacitors CSNS is fed to the negative input
of the OTA, which adjusts the CM voltage on CINTi and CDMYi through the coupling capacitors
CCMi until the CM voltage equals Vcm. Once the AD conversion is completed, capacitors CSNS

are reset in ΦRST as preparation for the CM cancellation of the next TI channel. Notably, the
use of the 1-bit redundancy in the AD conversion significantly relaxes the settling requirement
of the ICMFB loop to about one ADC conversion period, i.e., 25 ns. As a result, the power
consumption of the OTA is also reduced.
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Fig. 4.11: Circuit diagram of 4-bit current-steering DAC with insets showing a TPSC DFF used
in the decoders and PRWS, and the details of a unit current cell.

4.3.5. PAM-16 DAC

As depicted in Fig. 4.11, a 4-bit current-steering DAC is used as the output driver of the D-
TX, which receives the 4-bit data from the FIFO (as discussed in 4.2.4), or, for the test purposes,
from a 4-bit pseudo-random number generator (PRNG). The DAC produces a differential out-
put current (DOP/DON) to drive an off-chip 100-Ω load resistor, providing a 16-level voltage
signal at the output. The PRNG, based on [41], generates the needed 210-1 random number
sequence for a BER measurement, as will be discussed in Section 4.4.2.

The DAC consists of a matrix of 4 × 4 unit current cells, and row/column decoders which
convert the received binary code (B1–4) into two thermometer codes (ROW1–4 and COL1–4).
The current cells comprise a complementary output stage and a local decoder which changes
the output polarity in a thermometer fashion, according to the corresponding codes from the
row/column decoders [42]. The logic cells of the decoders and PRNG are specially optimized
for low-power operation and small area. E.g., all D flip-flops (DFFs) are built based on true
single-phase-clock (TSPC) dynamic latches [43] which can steadily operate at a 1.2-V supply
with much less power and area compared to a regular master-slave DFF.

The DA conversion is synchronized with a 480-MHz clock (CKMLS), and the input latch of the
current cells improves timing accuracy by speeding up the toggling of the differential switch
[44] which diverts the currents of the cascoded current sources to the load resistor. Each cur-
rent source provides a current I0 about 200-µA, resulting in a maximum 600-mV peak-to-peak
amplitude with 40 mV per LSB step, at a 1.2-V power supply.
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Fig. 4.12: (a) Circuit diagram of a HV pulser and (b) the associated control clock signals and an
output waveform of 3-cycle pulses.

4.3.6. HV PULSER

An element-level HV pulser consisting of high-side/low-side MOS transistors MHS and MLS,
a T/R switch MTR, and the associated HV level shifter is shown in Fig. 4.12(a), where MHS and
MTR are laterally-diffused metal-oxide semiconductor (LDMOS) with a 20-V breakdown voltage
between drain and source, and a 5-V breakdown voltage between gate and source. The HV level
shifter is powered by an external power supply VDDHV and an internal source follower located
at the periphery, providing a −5V supply VSSHV relative to VDDHV [45]. The TX pulse signalΦPU

couples to two 5-V inverters with the cross-coupling to the sources of their NMOS transistors
via two level-shifting capacitors CSL, followed by a set-reset (SR) latch that holds the on/off state
for the high-side PMOS MHS and introduces hysteresis to reject disturbances, thus making the
pulser less sensitive to transients on VDDHV, e.g., the large switching transients caused by other
pulsers toggling simultaneously during the TX beamforming.

Since the low-side MLS is always on during TX, the HV MOS transistors MHS and MTR behave
like an inverter controlled by the pulse signal ΦPU, hence generating the 20-V unipolar pulse
to drive the transducer, as depicted in Fig. 4.12(b). In the following RX period, the T/R switch
MTR is kept on while MLS is off, allowing the current signal of the transducer to be fed into the
virtual ground of the AFE via the multiplexer MMUX for subsequent signal processing.

4.4. EXPERIMENTAL RESULTS

4.4.1. ASIC PROTOTYPE

Fig. 4.13(a) shows a transceiver ASIC prototype fabricated in a 180-nm BCD process, in the
center of which a 16×16 pad array surrounded by two outer rings of dummy pads is located
for bonding with a PZT transducer array, using a similar technique as described in [4]. Fig.
4.13(b) reveals the floor plan of the RX/TX circuitry that interfaces with one of the sub-groups,
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occupying an area of 500×1000 µm2 with the area breakdown shown in 4.14(a). A tiling of eight
such sub-group circuitries makes up the pitch-matched region for a 16×16 transducer array,

6.
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Fig. 4.13: (a) Micrograph of the transceiver ASIC showing the pitch-matched and the peripheral
region, with (b) inset showing the pitch-matched TX/RX circuitry for 8 sub-arrays of
2×2. (c) A prototype of the transceiver ASIC with PZT array built on top.

(a) (b)

Fig. 4.14: (a) Area breakdown and (b) power breakdown of 8 sub-arrays of 2×2 elements.
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while two D-TXs each serving 4 sub-groups, are situated at the periphery of the ASIC.
Per element, the RX circuitry occupies 0.048 mm2, of which the µBF and ADC occupy 0.0045

mm2and 0.0054 mm2, respectively, revealing a compact solution for channel-count reduction.
It should be noted that the 8:1 multiplexing has not been taken into account for an objective
comparison with state-of-the-art works that do not apply multiplexing, resulting in a division
of 4 in the calculations of per-element area and power.

At the maximum AFE gain, the RX circuitry of a sub-group consumes 6.64 mW power, while
the power is reduced to an average of 5.7 mW when the AFE is dynamically biased to perform
TGC in a 36-dB gain range [21]. The power breakdown of the sub-group RX circuitry is shown
in 4.14(b), in which the µBF and ADC consume 0.72 mW and 1.82 mW, respectively, both op-
erating at 1.8-V supplies. Compared to the RX circuitry, the power consumption of the TX cir-
cuitry is negligible as it operates in a very small duty cycle. As will be elaborated later, each
D-TX consumes 6.4 mW at a 1.2-V power supply, resulting in overall power consumption of
2.06 mW/element at maximum AFE gain, and 1.83 mW/element when performing the TGC.

A prototype of the transceiver ASIC with a PZT array built on top is shown in Fig. 4.13(c),
connecting to each other via the aforementioned transducer bonding pads. The chip was wire
bonded to a daughter board via the peripheral pads for both electrical and acoustic measure-
ments. The daughter board was mounted on a mother board containing an FPGA, which con-
trols the TX/RX of the ASIC during the measurements, and also synchronizes the data transmit
and receive between the ASIC and an oscilloscope. Rather than a dedicated D-RX, as a proof
of concepts, an oscilloscope equipped with an active differential probe was used to acquire the
PAM-16 output of the D-TX. The D-TX output was connected to the probe via 1-mm bond wires
to the daughter board and 32-mm FR4 PCB trace, terminated by a 100-Ω resistor. The acquired
data was uploaded to a PC for the following data processing, such as data decoding and image
reconstruction.

4.4.2. ELECTRICAL CHARACTERIZATION

The gain transfer function of a sub-group RX channel was measured by applying voltage sig-
nals to 4 on-chip capacitors of 1-pF, that emulate 4 transducer elements. The 16-level data
of the D-TX captured by the oscilloscope was then uploaded to a PC for decoding and subse-
quent data processing. To quantify the transfer of the AFE, the readout of the ADC was con-
verted to equivalent AFE output voltages using the 0.5-V reference voltage set by the internal
charge-mode reference generator. Thus, the transfer function for different TGC control volt-
ages (VTGC) was extracted as depicted in Fig. 4.15(a), together with a -3–dB curve showing the
bandwidth variation for different TGC gains. The -3–dB bandwidth as a function of VTGC is
plotted separately in Fig. 4.15(b), showing a minimum bandwidth of 14.3 MHz at 1.1-V VTGC,
and a maximum bandwidth of 15.8 MHz at 0.5-V VTGC. Since the bandwidth of the sub-group
RX is about 120% around 9 MHz, which is much wider than the bandwidth of the transducer
used in our application, the attenuation of the ultrasound signals is minimal. Fig. 4.15(b) also
reveals that the RX gain at 9 MHz is a linear-in-dB function of VTGC from 0.5 V to 1.1 V, leading
to a positive slope of 60 dB/V within the total 36-dB gain range. To ensure accurate TGC, the
TGC control voltage is restricted between 0.5 V and 1.1 V in our design (e.g., the maximum AFE
gain is achieved at VTGC = 1.1 V).

Fig. 4.16(a) shows the normalized output spectrum obtained by measuring the output of
a sub-group RX channel at the maximum AFE gain. The measurement was taken by feeding
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Fig. 4.15: (a) Measured RX gain transfer function. (b) Extracted bandwidth as a function of TGC
control voltage VTGC.

the four AFEs with 8.9-MHz sinusoidal currents, each with a peak value of 1 pA, via the same
dummy capacitors mentioned earlier. A peak SNR of 50.7 dB was attained over a bandwidth of
5–13 MHz, representing an 89% bandwidth centered at 9 MHz. Two tones, located at 2

5 fs − fsig

and 1
5 fs, are observable, where fs is the sampling frequency of the µBF ADC, and fsig is the fre-

quency of the input signals. The presence of 1
5 fs tone suggests there is a mismatch in the five

integration capacitors of the µBF, whereas the 2
5 fs − fsig tone is caused by intermodulation be-

tween the input signal and the disturbance induced by this capacitor mismatch. Because of the
low power of these tones, they have a negligible impact on image quality.

To calculate the input-referred noise, the noise density at the ADC output was first measured
while grounding the four 1-pF capacitors connected to the inputs of the AFEs. The resulting
output noise density was then divided by the measured gain transfer function to obtain the
input-referred noise spectra shown in Fig. 4.16(b). It should be noted that the 8-MHz tone,
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resulting from the mentioned mismatch, has been removed to provide a clearer view of all the
curves. Fig. 4.16(c) shows the input-referred in-band noise as a function of VTGC, which was
derived by averaging over the frequency range of 5 MHz to 13 MHz. The sub-group RX achieves
a noise density of 0.7 pA/√Hz and 31 pA/√Hz at the maximum and minimum TGC control volt-
age. The SNR as a function of input current for different TGC control voltages is shown in Fig.
4.16(d), revealing a dynamic range (DR) of 83 dB, defined as the ratio of the maximum input sig-
nal level at the 1-dB compression point (P1dB) to the minimum detectable input signal level,
at which the SNR drops to zero.
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Fig. 4.17: (a) Eye diagram of D-TX at 1.92 Gb/s. (b) Measured outputs of four TX pulsers with
uniform delays of 13.8 ns, and inset showing a delay of 13.8 ns and a maximum am-
plitude of 20 V.

To characterize the PAM-16 D-TX, the output signal of the D-TX was recorded using the os-
cilloscope for data analysis on a PC. As depicted in Fig. 4.17(a), the eye diagram, measured at
a data rate of 1.92 Gb/s, distinctly shows 16 voltage levels and 15 eyes with a height of > 20.1
mV, and a width of > 0.91 ns, where the eye height is extracted at a sampling point at which the
largest height can be found in the worst case of the 15 eyes. The measured peak-to-peak ampli-
tude is about 560 mV. A BER of < 10-10 was measured by selecting the PRNG (see Fig. 4.11) as the
data source of the D-TX. The PRNG operates at 480 MHz and generates 210-1 pseudo-random
4-bit word.

Table I summarizes the performance of the PAM-16 D-TX and gives a comparison with the
prior art, all fabricated in similar 180-nm processes. The PAM-16 D-TX consumes 6.4 mW at
1.92 Gb/s data rate, and occupies 0.061 mm2, resulting in an energy efficiency of 3.3 pJ/bit, that
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Table 4.1: D-TX PERFORMANCE COMPARISON WITH PRIOR ART

This work JSSC’09 [46] JSSC’04 [26] TCSI’13 [47]

Process 180 nm 180 nm 180 nm 180 nm

Modulation PAM-16 PAM-2 PAM-4 PAM-10

Data Rate 1.92 Gb/s 5 Gb/s 7 Gb/s 10 Gb/s 10 GB/s

D-TX Power 6.36 mW 57 mW 66 mW 120 mW 235 mW

D-TX Energy

Efficiency

3.3

pJ/bit

11.4

pJ/bit

9.4

pJ/bit

12

pJ/bit

23.5

pJ/bit

Area 0.061 mm2 0.017 mm2 0.16 mm2 *0.057 mm2

Supply 1.2 V 1.8 V 1.7 V 2.0 V 2 V

BER < 10-10 < 10-12 — < 10-12

* Estimated from the layout.

is > 2.8× better than the other designs. As discussed in Section 4.2.4, this efficiency advantage
partly relates to the relatively low data rate of our design, which still provides sufficient channel-
count reduction while consuming lower overall power than a solution based on datalinks with
higher data rate.

To evaluate the TX pulsers and TX beamforming, 8 adjacent transducer bonding pads were
wire-bonded to the daughter board. Off-chip 1-pF capacitors were connected as loads to em-
ulate the transducer capacitance during the measurement. Fig. 4.17(b) shows the outputs of
four neighboring TX pulsers, which were programmed at a uniform delay of 13.8 ns, confirming
that the TX beamforming accurately produces these delays. In addition, the pulsers success-
fully produce 8-cycle unipolar pulses with an amplitude of 20 V.

4.4.3. RX µBF CHARACTERIZATION

The RX beamforming filters incoming acoustic waves in terms of their arrival angles to selec-
tively receive signals in a particular direction while minimizing interference from other direc-
tions. Fig. 4.18(a) shows an example of the beamforming, in which the RX µBF is steered to an
angle of 0° by applying DAS on the data received by four AFEs, leading to a maximum sensitivity
for signals arriving at an angle of 0° while suppressing those from other angles.

The RX µBF was evaluated both by electrical and by acoustic measurements. To emulate the
arrival of acoustic waves at different angles in an electrical measurement, four time-shifted si-
nusoidal inputs were applied to the AFEs via the on-chip dummy capacitors, and the outputs
for different µBF steering angles were recorded and compared with the theoretical directivity.
During the electrical measurement, the µBF was steered to four angles (0°, 9°,18° and 28°), cor-
responding to a minimum delay step of 12.5 ns, and a time shift step of 6.25-ns was applied
to four 10-MHz sinusoidal inputs. The response of the µBF, as illustrated in Fig. 4.18(b), is
consistent with the theoretical directivity curves.

The acoustic experimental setup for µBF directivity testing is shown in Fig. 4.18(c). A water
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tank was placed on top of the prototype chip with an unfocused single-element probe dipped
into the water. To ensure accurate measurements, the probe, driven by a 10-MHz sinusoidal
wave at its resonance frequency, is positioned at a sufficient distance to guarantee the chip is
within its far field, thus allowing for the arrival of an approximate plane wave at the transducer
surface. A 3-D printed rotating handler (not shown) was employed to precisely manipulate
the incidence angle of the incoming ultrasound wave, by positioning the probe on a circular
trajectory centered at the location of the transducer array.

The transient output responses were recorded by an oscilloscope at incidence angles of 0°, -9°
and -18°, for different µBF steering angles. As a demonstration, the response corresponding to
an incidence angle of -9° is illustrated in Fig. 4.18(e), with an inset confirming that the strongest
response occurs at the expected µBF steering angle of -9° and weaker responses at other angles.
The normalized output amplitudes were extracted from the transient waves and then plotted
as a function of the µBF steering angle as shown in Fig. 4.18(d), alongside the ideal response at
the corresponding incidence angles. Again, a good agreement is evident between the measured
data and the theoretical prediction, thus demonstrating the accuracy of the passive BI-based
µBF.

4.4.4. ULTRASOUND B-MODE IMAGING

Fig. 4.19(c) depicts the measurement setup used for reconstructing B-mode images, which is
similar to the setup used for acoustic measurement of the µBF, whereas the probe was replaced
by a three-needle phantom, positioned from 5 mm to 7 mm above the prototype chip. To pro-
duce B-mode image, a plane wave was first generated by the chip via the internal TX circuitry
to illuminate the phantom, the received echo signals were processed by the RX circuitry and
then encoded by the PAM-16 D-TX. Subsequently, the 16-level outputs were recorded using
the oscilloscope and uploaded to a PC before the data was decoded in a software. Finally, a
post-beamforming processing was applied to reconstruct the B-mode images as shown in Fig.
4.19(a), both in elevation and azimuth direction. Fig. 4.19(b) illustrates a 3-D image rendered
from the same recording. Notably, all the images distinctly display the three-needle phantom
at the correct position, with a clear contrast against the background.

The B-mode images reveals artifacts appearing after the primary echoes, which are identified
as reverberation artifacts, caused by the presence of the ASIC beneath the transducer array and
the absence of proper backing layer in the transducer manufacturing process [48]. As such,
these artifacts are not related to the ASIC design and can be resolved by an improved transducer
process.

The images are reconstructed from data acquired in 200 T/R cycles, corresponding to 8 times
multiplexing and RX µBF steering at 25 different angles, with a pulse-repetition frequency of 20
kHz, allowing for a theoretical volume rate of 100 volumes per second. The bottleneck of the
current system is the data-transfer speed between the oscilloscope and the PC, which could be
overcome by implementing the envisioned DPU. The DPU would comprise the needed high-
speed PAM-16 D-RX, along with the following image reconstruction processing, thus reducing
the data throughput and minimizing the data-transfer time.

Table II compares this work with state-of-the-art ASIC designs for different ultrasound sys-
tems. Among all the pitch-matched ASIC designs, this work achieves the smallest array pitch,
the highest center frequency, and largest RX channel bandwidth. Meanwhile, the PAM-16 data
link provides the fastest data rate and the highest energy efficiency in comparison with other
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Fig. 4.19: (a) B-mode imaging experiment setup. (b) Measured outputs of four TX pulsers with
uniform delays of 13.8 ns, and inset showing a delay of 13.8 ns and a maximum am-
plitude of 20 V.

designs. Notably, the µBF and the ADC occupy a small per-element area, given that the ADC
is shared within a relatively small sub-array of 2×2. Despite the complexity of the AFE design,
which includes a more sophisticated TGC function, the RX circuitry still achieves a low per-
element power consumption for a high center frequency transducer.

4.5. CONCLUSION
This chapter has presented a transceiver ASIC that combines element-level pulsers and sub-

group-level receivers in a pitch-matched fashion. The receiver incorporates an AFE with a
continuous TGC function, a passive BI-based µBF, and a charge-sharing SAR ADC in a pitch-
matched region to process incoming ultrasound signals, followed by a data link located in the
periphery, that enables a low power, high-speed chip-to-chip communication. The proposed
architecture allows for a power-efficient implementation of digitization and off-loading in a
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mature 180-nm BCD process that supports the required HV TX, and implementing further data
processing in a companion chip made with an advanced process, thus optimizing the overall
power consumption for a wearable ultrasound device. Meanwhile, a charge-mode reference
effectively reduces the area consumption without compromising the speed of the ADC, hence
allowing for a per-sub-group, low-power referencing scheme. The prototype ASIC offers a 128-
fold overall channel-count reduction and consumes 1.83 mW/element RX power for a high
center frequency, wide-bandwidth transducer array, thus laying the foundation for developing
a medical ultrasound device with large aperture, high resolution, and good image quality.
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5
CONCLUSION

The techniques we developed have established the groundwork and removed the initial barri-
ers for an electronics architecture suitable for a wearable 3D TFUS device. Despite the progress, a
notable gap remains between the prototype we developed and a practical TFUS device, which re-
quires additional development of a digital processing unit and system-level hardware/software,
as well as several other challenges, including integration and packaging into a suitable wearable
form factor.

This chapter summarizes the main contributions of this work and original findings of this
work, and provides an outlook to future work.

5.1. MAIN CONTRIBUTIONS

✦ Implementation of a low-noise analog front-end with continuous time-gain compensa-
tion for high-density ultrasound transducer arrays (chapter 2).

An analog front-end (AFE) circuit with accurate continuous time-gain compensation de-
signed for high-density, high resolution ultrasound transducer arrays has been reported. The
proposed AFE interfaces a 100µm-pitch PZT transducer array of 8×8 elements, which is di-
rectly integrated onto the ASIC. The ASIC comprises of two stages, a trans-impedance ampli-
fier and a current amplifier, and utilizes a novel complementary current-steering network to
minimize gain error. Both electrical and acoustic measurements show that the AFE achieves
a linear-in-dB gain error below ±0.4 dB within a 36-dB gain range, which is >2× better than
the prior art. Per channel, the AFE occupies 0.025 mm2 area, consumes 0.8 mW power and
achieves an input-referred noise density of 1.31 pA/√Hz.

✦ Implementation of an ultrasound transceiver ASIC employing boxcar-integration-based
micro-beamforming for 3-D transfontanelle ultrasonography (chapter 3).

A pitch-matched ultrasound transceiver ASIC designed for TFUS has been reported. The pro-
posed ASIC employs the AFE presented in chapter 2 along with a boxcar-integration-based
µBF, that obviates the need for explicit anti-alias filtering, to realize a streamlined RX archi-
tecture. Compared to a conventional voltage-mode µBF, the current-mode µBF reduces the
required total number of memory capacitors by a factor of N, where N is the total number
of RX channels in a sub-array, thereby reducing the hardware overhead associated with the
memory capacitors. To meet the strict spatial resolution requirement of TFUS, a 10-MHz
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100µm-pitch piezoelectric transducer array is employed. The proposed µBF’s response was
found to be in good agreement with the theoretical directivity curve, as demonstrated by both
electrical and acoustic measurements. Per element, the µBF occupies 0.005 mm2, leading to
a die area >2× smaller than prior designs employing µBF.

✦ Implementation of a 2nd-generation ultrasound transceiver ASIC for wearable ultrasound
devices used in transfontanelle ultrasonography (chapter 4).

A 2nd-generation transceiver ASIC has been reported, which extends the transceiver ASIC
presented in chapter 3 with element-level pulsers with TX beamforming and RX circuits that
utilize multiple techniques to achieve a 128-fold reduction in channel count. The RX circuits
include 8-fold multiplexing, 2×2 µBF based on passive boxcar integration and sub-array-level
digitization followed by a multi-level datalink that concatenates outputs of four sub-arrays
into one data stream. The ASIC interfaces with a 16×16 transducer array with 125-µm pitch
and 9-MHz center frequency. The prototype transceiver ASIC was fabricated in a 180-nm
BCD process. The electrical and acoustic measurements show that the ASIC achieves a peak
signal-to-noise ratio of 54 dB and a dynamic range of 83 dB. The datalink achieves an ag-
gregate 3.84 Gb/s data rate and a 3.3 pJ/bit energy efficiency. Per channel, the RX circuit
consumes 1.83 mW and occupies 0.05 mm2. Compared to prior pitch-matched designs with
on-chip digitization, this work achieves the largest RX bandwidth, the smallest array pitch
and the highest center frequency, and also provides the highest data rate and energy effi-
ciency in data transmission.

5.2. ORIGINAL FINDINGS

✦ Complementary current steering network (chapter 2)

An inventive complementary current steering network (CCSN) has been introduced in the
AFE design to realize a continuous time-gain compensation with a small linear-in-dB gain er-
ror. As proved by both theoretical analysis and electrical/acoustic experiments, the CCSN in-
terpolates discrete gain steps, accurately defined either by capacitive dividers or by current-
mirrors, along a pseudo-exponential trajectory, thereby significantly reducing the gain error.
The CCSN not only mitigates the attenuation artifacts by providing a small linear-in-dB gain
error, but also alleviates the gain-switching artifacts by traversing gain steps in a continuous-
time fashion, without causing excessive chip area and additional input-referred noise.

✦ Biasing scheme for suppressing switching artifacts (chapter 2)

Instead of using a AC-coupling capacitor to bridge the transducer and the virtual ground of
the TIA [1], or using a symmetrical dual power supply to bias the virtual ground of the TIA
at a ground level [2], two DC level-shifting capacitors separately bias the NMOS and PMOS
inputs of the TIA at a ground level, which allows us to use a single power supply to eliminate
the need for a bulky isolation ring. This scheme also effectively reduces the total required
coupling capacitance, ensures a constant input voltage for the transducer between TX and
RX, and suppresses the occurrence of T/R switching artifacts.

✦ Adaptive biasing circuit for the AFE (chapter 2)
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An adaptive biasing circuit is used to dynamically compensate for the closed-loop bandwidth
variation of the AFE, providing a nearly constant bandwidth within the gain range of the TGC,
and also reducing the average power consumption.

✦ Boxcar-integration-based µBF (chapter 3)

A novel boxcar-integration-based µBF has been introduced to integrate the output current
signal of the AFEs in a sub-array, which implements a sum-and-delay operation and thus
significantly reduces the required memory elements compared to a conventional voltage-
mode delay-and-sum µBF, and also eliminates the requirement for explicit anti-alias filtering,
making the circuitry of a RX sub-array very compact and streamlined.

✦ Row/column-level pulsers (chapter 3)

A new TX scheme employs row/column-level push-pull pulsers in the periphery and
element-level high-voltage (HV) diodes to isolate transducer elements from each other,
allowing for only using one active HV MOS transistor in the pitch-matched region. This
row-by-row or column-by-column TX leads to a cross-shaped TX beam pattern, thus
limiting the field of view [3]–[5]. However, it significantly reduces the hardware overhead [6].
As a result, the TX circuit becomes very compact, leaving more room for RX circuitries.

✦ RX architecture with effective channel-count reduction (chapter 4)
A streamlined RX architecture has been proposed, which incorporates current-mode AFEs, a
current-mode µBF based on passive boxcar integration and a charge-sharing SAR ADC to per-
form sub-array-level digitization in the pitch-matched implementation, followed by a multi-
level data link that concatenates digital outputs of four sub-arrays to a differential data out-
put. The proposed architecture features low power and compact area, providing a 16-fold
channel-count reduction in the sub-array level, and a 128-fold reduction when taking the 8:1
multiplexing at the input of the AFE into account. This architecture could be adapted for
other applications that require a significant reduction in channel count.

✦ Passive-boxcar-integration based µBF ADC (chapter 4)
In contrast to the µBF implemented in chapter 3, a µBF has been proposed that uses passive
capacitors to integrate the current output signals of the AFEs and shares the resulting charge
signal with the CDAC array of the subsequent SAR ADC in a time-interleaved fashion for the
following digitization. This implementation eliminates the requirement for explicit anti-alias
filtering and power-hungry ADC drivers, thereby reducing the power and occupying a small
area.

✦ Charge-mode referencing (chapter 4)
A charge-mode referencing scheme has been implemented, which employs an area-efficient
MOS capacitor as a reservoir to quickly build a reference voltage for the ADC in the charge
domain. A current source charging the reservoir capacitor and the parallel connected CDAC
is calibrated during TX by a servo loop, which is fully deactivated to reduce power consump-
tion during the subsequent RX. During RX, the pre-charged reservoir capacitor and CDAC
array share charge during the MSB conversion of the ADC, thus quickly charging the CDAC
array to the right level. During the remainder of the conversion, the calibrated current source
recharges the reservoir capacitor without affecting the overall AD conversion time.
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✦ PAM-16 datalink (chapter 4)
The datalink utilizes 16-level pulse-amplitude modulation to transmit four-bit data in one
clock cycle, which reduces the symbol rate by a factor of 4 compared to a conventional LVDS
datalink, thereby significantly improving energy efficiency and reducing power consump-
tion. The multi-bit datalink is validated in short-range communication and can be used to
effectively shift power consumption to the data receiver, which can be manufactured in a
more advanced technology node with higher energy efficiency, thus achieving system-level
power optimization (chapter 4).

5.3. FUTURE WORK
Transforming the prototype into a market-ready product would involve years of substantial

engineering work. Moreover, it generally takes years to obtain premarket approval (PMA) for
clinical application from regulatory administrations [7]. Therefore, the commercialization of
the product is expected to face significant challenges, which may possibly take 5 – 10 years. In
terms of ASIC development, the following gives suggestions for future work.

✦ Implementing the data receiver and digital processing unit.

Although the presented techniques pave the way for wearable devices used in TFUS, there
are still outstanding tasks for the project. The most important tasks include the data receiver
and digital processing unit that further compress the bandwidth of the raw ultrasound RF
data. These functions are expected to be implemented in a dedicated chip made with a more
advanced IC technology node, which would be connected to a commercial wireless transmit-
ter module for the following wireless offload. An ADC-based data receiver AFE with specific
equalization functions could be a good candidate [8], [9] to recover the data. The subsequent
digital processing unit would comprise functions, such as in-phase and quadrature demod-
ulation, followed by digital RX beamforming [10], [11].

✦ Extending multi-level signaling technique to other ultrasound applications.

The multi-level datalink developed in our project was specially designed for short-range
communications, however, it can be utilized for other ultrasound applications, such as in-
tracardiac echocardiography (ICE) [12], [13] and transesophageal echocardiography (TEE)
[14], [15], where mid-range cables are used to upload and download the data. Due to phys-
ical limitations, a significant reduction in channel count is often required to minimize the
catheter size with a length up to a few meters [12], [16], resulting in very thin cables and large
attenuation to the communication signals. Moreover, ICE/TEE catheters are used for real-
time ultrasound imaging inside the body and therefore need to meet stringent power dissi-
pation requirement and to avoid excessive tissue temperature elevation [17]. Owing to these
limitations, commercial ICE/TEE catheters usually employ analog outputs instead of digital
at the cost of degraded signal quality [12]. However, multi-level data link would potentially
solve these problems by using more robust digital communication with low power consump-
tion [18]. Additionally, a dedicated data receiver, with an equalization scheme specifically
designed for cables used in ultrasound applications, is still required.
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✦ Process migration to SOI technology to reduce the size of high-voltage devices.

The BCD technology that was used to develop two transceiver ASICs isolates different voltage
domains by using reverse-biased PN junctions with large lateral spacing, especially for the
high-voltage isolation. As a result, the TX circuits in both designs occupy more than 50%
of the pitch-matched regions, which puts a cap on the minimum achievable pitch of the
transducers and also hampers the application of more sophisticated RX circuits. A possible
solution is to use silicon-on-insulator (SOI) technology, which utilizes oxide isolation instead
of the reverse-biased PN junction to isolate high voltages, allowing for minimally-sized high-
voltage devices.

✦ Process migration to MUT technology for high-volume production.
The manufacturing process for bulk PZT transducers has high die-to-die variation and
limited scalability, and is not compatible with modern IC technology, making it unsuitable
for high yield rate, high-volume production. These challenges are generally not critical for
using bulk PZT based ultrasound probes in high-end medical applications. However, they
do present challenges in low-cost, high-volume applications, such as handheld portable
ultrasound probes [11], and ultrasound devices for antenatal care in resource-limited
countries [19], [20]. In contrast, micromachined ultrasonic transducers (MUTs) are gaining
increasing interest because they are compatible with IC technology, and can therefore be
mass-produced at low-cost [21]. To make our envisioned wearable TFUS monitoring device
broadly available, including use in low- or middle-income countries, it is reasonable to
consider migrating to CMUT/PMUT processes.

✦ Broaden the use of the techniques developed in this project to other wearable ultrasound
applications.

Point-of-care ultrasound devices have gained increased attention in recent years. Wearable
ultrasound devices allow for continuous point-of-care monitoring and rapid diagnosis out-
side of conventional hospitals, making themselves incredibly valuable for patients [22]–[24].
However, current researches still center on the transducer manufacturing, and only limited
efforts have been devoted to the associated electronics. For example, a board-level imple-
mentation of electronics has been reported in [25]. A hybrid implementation has been re-
ported in [26], where a dedicated ASIC including TX and RX AFE is employed to interface
with the transducer, while an external amplifier and subsequent ADC are used to digitize the
ultrasound signals. As a result, these wearable devices are still bulky and have high power
consumption. The techniques we have developed could be promising low-power solutions
for fully-integrated transceivers used in miniaturized wearable ultrasound devices.
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6
SUMMARY

T HIS thesis presents the design and implementation of integrated ultrasound transceivers
for use in transfontanelle ultrasonography. This work aims to investigate the system- and

circuit-level challenges, and identify corresponding solutions to overcome these bottlenecks.
Consequently, several innovative techniques have been introduced to address issues such as
image artifacts, constraints on area and power, and limitations on channel-count. The effec-
tiveness and practicality of these techniques have been demonstrated through two generations
of prototypes. The first prototype focuses on the design of an analog front-end (AFE) that uti-
lizes continuous time-gain compensation (TGC) and current-mode micro-beamforming (µBF).
The second prototype is an upgraded version of the first prototype, which incorporates a back-
end digitization scheme, consisting of a SAR ADC and a multi-level datalink, to directly digitize
the µBF signals in the charge domain and further reduce the channel count.

CHAPTER 1
Chapter 1 introduces the motivation and background of this work, followed by a detailed

analysis of the challenges that we face, and the corresponding possible countermeasures from
different perspectives. The analysis compares and summarizes the pros and cons of the prior
art, after which system-level strategies and corresponding targets for circuit-level designs are
proposed for this work. Design challenges have been extensively discussed. For instance, the
required high frequency, wide bandwidth for ultrasound chips used in TFUS, the required high-
frame rate in volumetric ultrasound imaging, the difficulties of transducer-ASIC integration in
a pitch-matched fashion and the required ASIC functionality such as combining HV TX and
RX in a very limited area, reducing the channel count in a sufficient manner, improving power
efficiency, and minimizing imaging artifacts.

CHAPTER 2
Chapter 2 presents a novel AFE architecture, which features low-power consumption, com-

pact area, and continuous TGC with suppression of gain- and T/R- switching artifacts. The AFE
is a two-stage structure, consisting of two variable-gain stages and the associated complemen-
tary current-steering networks (CCSNs). The first stage is a trans-impedance amplifier with a
hardware-sharing input stage and a capacitive feedback network, which couples to the second
stage via a capacitive feedforward network. The second stage is a current-mirror-based cur-
rent amplifier, which provides a high-impedance output for the subsequent back-end circuitry.
In both stages, the CCSNs interpolate the discrete gain steps, which are formed either by the
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capacitive feedback/feedforward networks or by the current mirrors, to realize continuously-
variable gains. The prototype AFE interfaces with a 100µm-pitch PZT transducer array of 8×8
elements, and is implemented in a 180-nm BCD technology. Both electrical and acoustic mea-
surements have been used to verify the prototype, which show that a linear-in-dB gain error
below ±0.4 dB within a 36-dB gain range has been achieved, leading to a 2× smaller gain error
than the prior art. Per channel, the AFE consumes 0.8 mW, occupies 0.025 mm2and achieves
an input-referred noise density of 1.31 pA/√Hz.

CHAPTER 3
Chapter 3 presents a boxcar-integration-based (BI-based) µBF that delays-and-sums (DAS)

output signals of four AFEs in the current domain, providing a 4-fold reduction in channel
count. Compared to conventional voltage-mode µBF designs, the BI-based µBF reduces the
number of required memory capacitors by a fact of N, where N is the number of channels in a
sub-array and equals four in our design, thus minimizing the associated hardware overheads
such as routing and switches connected to these capacitors. Meanwhile, the BI-based µBF also
eliminates the need for explicit anti-alias filtering (AAF), which reduces the complexity of the
AFE and allows for a compact design. A compact row- or column-level pulser has been pro-
posed, that moves bulky high-voltage (HV) MOS transistors to the peripheral region, allowing
for only using one active HV MOS and one isolation diode in the pitch-matched region. This
results in a compact transmit scheme, providing more space to accommodate more complex
functions in RX. The µBF is integrated with the proposed AFE with TGC and demonstrated us-
ing the same prototype made with a 180-nm BCD technology. Per element, the µBF occupies
0.005 mm2, which is 2× smaller than the prior designs. The total RX power consumption is 1.2
mW per channel, of which 0.8 mW is consumed by the AFE and biasing, 0.33 mW by the µBF,
0.06 mW by the output buffer and digital circuitry.

CHAPTER 4
Chapter 4 presents a fully-digitized transceiver ASIC derived from the first generation ASIC.

The new ASIC reuses the proven AFE and incorporates a modified µBF based on passive box-
car integration, which connects to a SAR ADC in the charge domain for the following digitiza-
tion. This implementation obviates the need for explicit AAF and power-hungry ADC driver
stages, thereby consuming less power and occupying a smaller area. A lower-power and com-
pact referencing is employed, which uses an area-efficient MOS capacitor to quickly charge the
CDAC array and set an accurate reference voltage for the ADC. A multi-level data link at the
periphery concatenates the outputs of four ADC into a bitstream, providing a further 4-fold
reduction in channel count. Compared to a conventional LVDS data link, the use of 16-level
pulse-amplitude modulation (PAM-16) significantly improves the energy efficiency, improving
the trade-offs in a system-level power optimization. The transceiver ASIC achieves a 128-fold
reduction in RX channel count and incorporates element-level pulsers and TX beamforming
into the same chip, making the proposed ASIC architecture a lower-power and compact so-
lution to high-resolution 3-D ultrasound imaging. The ASIC was fabricated in a 180-nm BCD
technology, and the RX achieves a 54-dB signal-to-noise ratio and an 83-dB dynamic range in
the sub-array level. The data link achieves an aggregated 3.84 Gb/s data rate and a 3.3 pJ/bit
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energy efficiency. Per channel, the RX consumes 1.83 mW and occupies 0.05 mm2.

CHAPTER 5
Chapter 5 summarizes the main contributions and original findings of this thesis work. We

conclude that the proposed ASIC architecture provides a comprehensive transceiver solution
not only for wearable devices used in TFUS but also for other ultrasound applications requir-
ing a significant reduction in channel count. Besides, the techniques that we developed in the
project could also be valuable alternatives in other ultrasound systems. The chapter ends with
suggestions for future work and a discussion on extending our work to other ultrasound appli-
cations.





7
SAMENVATTING

D EZE scriptie beschrijft het ontwerp en de implementatie van geïntegreerde ultrasone om-
zetters voor gebruik in transfontanelle echografie. Dit werk heeft als doel de uitdagingen

op systeem- en circuitniveau te onderzoeken en bijbehorende oplossingen te identificeren om
deze uitdagingen te adresseren. Hiervoor zijn verschillende innovatieve technieken geïntro-
duceerd om problemen zoals beeldartefacten, beperkingen op gebied en vermogen, en beper-
kingen op het aantal kanalen te adresseren. De doeltreffendheid en praktische toepasbaarheid
van deze technieken zijn aangetoond met twee generaties prototypes. Het eerste prototype
richt zich op het ontwerp van een analoge front-end (AFE) die continue tijdsversterkingscom-
pensatie (TGC) en current-mode micro-beamforming (µBF) toepast. Het tweede prototype is
een verbeterde versie van het eerste, waarbij een signaal digitaliserende back-end wordt geïn-
troduceerd, bestaande uit een SAR ADC en een multi-level datalink, om de µBF-signalen in het
ladingdomein direct te digitaliseren en het aantal kanalen verder te verminderen.

HOOFDSTUK 1
Hoofdstuk 1 introduceert de motivatie en achtergrond van dit werk, gevolgd door een gede-

tailleerde analyse van de uitdagingen die zijn aangegaan, en behandeld de mogelijke oplossin-
gen vanuit verschillende perspectieven. De analyse vergelijkt en vat de voor- en nadelen van
de bestaande literatuur samen, waarna strategieën op systeemniveau en bijbehorende ont-
werpdoelen op circuitniveau voor dit werk worden voorgesteld. Ontwerpuitdagingen worden
uitgebreid behandeld, zoals de vereiste hoge frequentie en bandbreedte voor ultrasone chips
gebruikt in TFUS, de vereiste hoge frame-rate in volumetrische ultrageluid-beeldvorming, de
moeilijkheden van transducer-ASIC-integratie in een pitch-matched ontwerp en de vereiste
ASIC-functionaliteit zoals het combineren van HV TX en RX in een zeer beperkt oppervlakte,
het voldoende verminderen van het aantal kanalen, het verbeteren van de vermogensefficiën-
tie en het minimaliseren van beeldartefacten.

HOOFDSTUK 2
Hoofdstuk 2 behandeld een nieuwe AFE-architectuur, die een laag stroomverbruik, een

compact oppervlak en continue TGC met onderdrukking van gain- en T/R-switching
artefacten heeft. De AFE bestaat uit twee variabele versterkingstrappen en de bijbehorende
complementaire stroom-sturings-netwerken (CCSNs). De eerste trap bestaat uit een
trans-impedantieversterker met een hardware-delende ingangstrap en een capacitief
terugkoppelnetwerk. De uitgang van deze eerste trap wordt via een capacitief netwerk naar de
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tweede trap gekoppeld. De tweede trap is een stroomversterker op basis van stroomspiegels,
die voor een hoge uitgangsimpedantie zorgt, nodig voor de opvolgende back-end. In beide
versterkingstrappen interpoleren de CCSNs discrete versterkingsstappen om een continu
variabele versterking te realiseren. De prototype AFE is geïmplementeerd in een 180nm BCD
technologie en is gekoppeld aan een 100um-pitch PZT matrix, bestaande uit 8×8 elementen.
Zowel elektrische als akoestische metingen zijn gedaan om de correcte werking van het
prototype te verifiëren, waarbij een linear-in-dB versterkingsfout onder ±0.4-dB binnen een
36-dB versterkingsbereik is bereikt. Dit is een twee keer zo kleine fout als bereikt in
voorafgaande literatuur. Per kanaal verbruikt de AFE 0.8mW, neemt 0.025 mm2 oppervlakte in
beslag en heeft een ingang-gerefereerde ruis dichtheid van 1.31 pA/√Hz.

HOOFDSTUK 3
Hoofdstuk 3 behandeld een Boxcar-integratie-gebaseerde (BI-gebaseerde) µBF die delay-

and-sum (DAS) operaties op vier uitgangssignalen van AFE’s uitvoert in het stroomdomein,
waardoor het aantal kanalen met een factor 4 wordt verminderd. In vergelijking met
conventionele voltage-mode µBF-ontwerpen vermindert de BI-gebaseerde µBF het aantal
vereiste geheugen-condensators met een factor N, waarbij N het aantal kanalen in een
sub-matrix is, wat gelijk is aan vier in dit ontwerp. Hierdoor worden de bijbehorende
hoeveelheid routing en schakelaars die op de geheugen-condensators zijn aangesloten
geminimaliseerd. Tegelijkertijd elimineert de BI-gebaseerde µBF ook de eis voor een expliciete
anti-alias-filtering (AAF), wat de complexiteit van de AFE vermindert en in een compact
ontwerp resulteert. Een compacte rij- of kolomniveau-pulser wordt voorgesteld, die de grote
hoogspanning (HV) MOS-transistors (nodig voor TX) naar het perifere gebied verplaatst en
daardoor slechts één actieve HV-MOS en een isolatiediode gebruikt in het pitch-matched
gebied. Dit resulteert in een compacte TX architectuur, waardoor er meer ruimte beschikbaar
is om complexe functies in RX te accommoderen. De µBF is geïntegreerd met de voorgestelde
AFE met TGC en gedemonstreerd met behulp van hetzelfde prototype gefabriceerd met een
180-nm BCD-technologie. Per element beslaat de µBF 0.005 mm2, wat 2× kleiner is dan
voorafgaande literatuur. Het totale RX-energieverbruik is 1.2 mW per kanaal, waarvan 0.8 mW
wordt verbruikt door de AFE en biasing, 0.33 mW door de µBF, 0.06 mW door de outputbuffer
en digitale schakelingen.

HOOFDSTUK 4
Hoofdstuk 4 behandeld een volledig gedigitaliseerde transceiver ASIC die is afgeleid van de

eerste generatie ASIC. De nieuwe ASIC hergebruikt de eerder bewezen AFE en bevat een aan-
gepaste µBF op basis van passieve boxcar-integratie, die is aangesloten op een SAR ADC in
het ladingdomein voor de daaropvolgende digitalisering. Deze implementatie maakt het ge-
bruik van expliciete AAF en energiehongerige ADC-stuurtrappen overbodig, waardoor er min-
der energie wordt verbruikt en minder ruimte wordt ingenomen. Er wordt gebruik gemaakt
van een energiezuinige en compacte referentie, die een ruimte-efficiënte MOS-condensator
gebruikt om het CDAC-netwerk snel op te laden en een nauwkeurige referentiespanning voor
de ADC in te stellen. Een multi-level datalink aan de rand van de ASIC, combineert de uit-
gangen van vier ADC’s, resulterend in een 4-voudige vermindering van het aantal kanalen. In
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vergelijking met een conventionele LVDS dataverbinding verbetert het gebruik van 16-level
puls-amplitude modulatie (PAM-16) significant de energie-efficiëntie, waardoor een voorde-
ligere verdeling kan worden gekozen voor energieverbruik op systeemniveau. De ASIC met
ultrageluid omzetters bereikt een 128-voudige vermindering in het aantal RX kanalen en im-
plementeerd pulser circuits en TX-beamforming functionaliteiten voor elke geïntegreerde om-
zetter, waardoor de voorgestelde ASIC-architectuur een energiezuinige en compacte oplossing
is voor het maken van hoogwaardige 3D-echografiebeelden. De ASIC is gefabriceerd met een
180nm BCD-technologie en het RX circuit bereikt een signaal-ruisverhouding van 54 dB en
een dynamisch bereik van 83 dB op sub-matrix-niveau. De datalink bereikt een geaggregeerde
datatransmissiesnelheid van 3.84 Gb/s en een energie-efficiëntie van 3.3 pJ/bit. Per kanaal ver-
bruikt het RX circuit 1.83 mW en neemt 0,05 mm2 in beslag.

HOOFDSTUK 5
Hoofdstuk 5 vat de belangrijkste bijdragen en originele bevindingen van dit proefschrift sa-

men. Er wordt geconcludeerd dat de voorgestelde ASIC-architectuur niet alleen oplossingen
biedt voor draagbare apparaten die worden gebruikt in TFUS, maar ook voor andere ultrage-
luid toepassingen die een aanzienlijke vermindering in het aantal uitgangskanalen vereisen.
Bovendien kunnen de technieken naast kanaalreductie die zijn ontwikkeld in het project ook
waardevolle alternatieven zijn in andere ultrageluid systemen. Het hoofdstuk eindigt met sug-
gesties voor toekomstig werk en een discussie over het uitbreiden van het werk naar andere
toepassingen dan TFUS binnen het veld van ultrageluid.

I would like to express my gratitude to my esteemed colleague Nuriel Rozsa for helping me with
the translation of this chapter into Dutch.
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