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Abstract—With the development of unmanned vehicle tech-
nology, unmanned vehicles have played a huge role in logistics
transportation, emergency rescue and disaster relief, etc., so the
research on unmanned vehicles is becoming more and more
important. Road detection is an important part of environmental
perception and an important factor in the realization of assisted
driving and unmanned driving technology. High-precision road
detection technology can provide important environmental in-
formation for efficient planning and reasonable decision-making
of unmanned vehicles. Firstly, the technical framework of road
detection is given, and the road detection process is introduced
in detail. Then, the vision-based road detection algorithm is
introduced. Finally, some related data sets in the field of road
detection are collected, which provides new ideas and methods
for road detection researchers.

Index Terms—road detection, vision, unmanned vehicle, data
sets

I. INTRODUCTION

Unmanned vehicle technology has developed rapidly in
recent years. It plays an important role in logistics distribution,
geographical exploration, troop operations and transportation,
and assisted driving. Unmanned vehicle technology will also
show broad application prospects in the future.

Unmanned vehicle detection [1] and decision-makingly [2]
are developing rapid, and unmanned vehicle road detection
is also essential. Road detection can not only provide path
planning assistance for unmanned vehicles, but also provide
auxiliary information for functions such as lane departure
warning, lane keeping, lane change and adaptive cruise of
unmanned vehicles.

This paper mainly reviews the lane line detection. In the
actual scene of lane line detection, it faces various complex
scenarios, such as road surface conditions: lanes have been
subjected to rain and snow for a long time, impact and wear
of vehicles and pedestrians, etc. The resulting damage and
incompleteness, being blocked by vehicles and pedestrians,

*Corresponding author: Xueyuan Li and Qi Liu

etc.; environmental factors: changes in lighting, the influence
of artificial light sources such as car lights and street lights,
shadows of plants, buildings, etc., false edges, fog, rain and
snow and other severe weather Noise and occlusion, etc.,
these influencing factors are challenging problems for lane line
detection.This paper also collects the better data sets of lane
detection, and makes a detailed description and introduction
of them.

The chapters of the article are arranged as follows: Section
II introduces the technical framework of road detection and
the process of road detection. Section III introduces some
representative methods of various methods in recent years are
shown, and the advantages and disadvantages of these methods
are analyzed and compared. Section IV introduces the data sets
related to road detection, and introduces the scene, quantity,
and sensor type of the data sets in detail. Finally, the full
text is summarized, and the future development direction and
research hotspots of road detection are analyzed.

II. ROAD DETECTION TECHNICAL FRAMEWORK

Researchers have proposed many methods for road detec-
tion, mainly based on vision, lidar and multi-sensor fusion.
The basic framework of road detection is shown in Fig. 1.
This paper only introduces the road detection method based on
vision. Vision-based methods generally input image or video
data, and then perform data preprocessing. Region of interest
(ROI) extraction is required to obtain the road area, which
can reduce the amount of calculation and the impact of other
non-road areas on road detection. Some methods also require
grayscale image or video data, and use grayscale values to
assist in the extraction of road features. Next, operations such
as denoising and enhancement need to be performed on the
data to make the road features in the data more obvious. After
preprocessing, various road detection methods are used for fea-
ture extraction and road detection. Vision-based road detection
methods are mainly divided into: feature-based, model-based
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and learning-based methods. Feature-based methods include
color-based, edge-based, vanishing point-based, and feature
fusion methods. Model-based methods include methods based
on straight line models, curve models, and variable models.
Learning-based methods include methods based on traditional
machine learning and methods based on deep learning, and
methods based on deep learning include methods based on
segmentation, curve fitting and point detection. The final road
result is output.

III. ROAD DETECTION ALGORITHM OVERVIEW

In this part, this paper will introduce and compare the road
detection methods in Table I.

A. Methods based on feature extraction

In visual images or videos, roads have their own charac-
teristics, such as color, texture, edge gradient changes, and
vanishing points of parallel roads in 2D images. There have
been many previous works on road detection based on road
feature extraction. The feature-based method does not need to
establish a road model, which is low in cost and strong in real-
time. However, most of the feature extraction-based methods
rely on manual feature extraction, which are less robust and
are easily affected by factors such as shadows, occlusion, road
wear, rain and snow. It is difficult to adapt to changing and
complex traffic scenes.

a) Color-based methods: Lane lines or lanes of unstruc-
tured roads have rich color information and are clearly distin-
guished from the background. Therefore, color features can be
used to extract lane information through color segmentation,
clustering, and other methods. Some researchers use color-
based methods for road detection. Jaesang Lee et al. [3]
used RGB color space to segment unstructured roads through
Gaussian mixture model. However, because the RGB color
space is not intuitive and uneven in color separation, some
colors are inconvenient to separate in the RGB space, and
are greatly affected by illumination changes, resulting in poor
road segmentation. For the problem of color separation in RGB
color space, Miguelm Angel Sotelo et al. [4] use HSI color
space to segment unstructured roads. This method can reduce
the impact of light intensity, but the effect is poor in shadow
environment. Xiaolin Li et al. [5] proposed an improved region
growing method for unstructured road detection. The hue
and saturation in HSV color space are used as criteria in
different situations, and then the corresponding growth rules
are designed to determine the seeds and determine whether
the adjacent pixels belong to the seeds until all the pixels
are added to the corresponding region. In order to increase
the external constraints to alleviate the road detection under
shadow conditions, José M. Álvarez et al. [6] used different
components of HLS and LAB color space to detect the entire
road surface.

b) Edge-based methods: The gradient change of pixels
between the lane and the background is obviously different, so
road detection can be performed by extracting edge features.
There are mainly edge detection operators such as Canny [7],

Roberts [8], Prwitt [9] and Sobel [10] to extract road edges
or lane line edges . Yadi Li et al. [11] mainly use Canny
edge detection to obtain lane lines. The algorithm alleviates
the influence of uneven light to a certain extent. The methods
of the edge are easily affected by the false edge caused by
shadows, obstacles and other occlusions.

c) Methods based on vanishing points: Hui Kong et al.
[12] used vanishing points for unstructured road detection, and
improved the voting method when selecting vanishing points.
This method first uses the Gabor filter to calculate the main
texture direction on each pixel, and discards the hard voting
method in the past. A new adaptive soft voting scheme based
on variable-sized voting areas solves the shortcomings of the
original hard voting method that has large errors in estimating
the vanishing point, and this method also speeds up voting.
In view of the fact that the texture features extracted by the
above traditional methods are vulnerable to problems such
as uneven illumination, image resolution, and long follow-
up voting time, Yinbo Liu et al. [13] combined the detec-
tion of unstructured road vanishing points with convolutional
neural networks and heat map regression. This method first
overcomes the shortcoming of long prediction time caused
by the traditional Resnet [14] module or HRNet [15] as the
backbone network in the early heat map regression network,
and improves the HRNet backbone feature extraction network.
Then uses multi-scale heat map supervised learning to obtain
accurate disappearance point, and finally use the strategy of
coordinate regression to obtain high-precision coordinates of
the vanishing point.

d) Methods based on feature fusion: Considering the
limitation of only using a single feature for road detection,
many researchers try to integrate different road features for
road feature extraction to obtain better robust results. Laksono
Kurnianggoro et al. [16] proposed a method based on feature
fusion of mixed colors and edges for road detection. This
method uses edge detection to detect the first edge of the
lane after selecting the ROI, and finds many lane midpoints.
Based on these midpoints, a model based on distance and
color correlation clustering is applied. Finally, the marked lane
line is obtained. The above methods are still greatly affected
by lighting and shadows. Zuoquan Li et al. [17] proposed
a method of fusing vanishing points and edge extraction to
reduce the impact of occlusion, lighting, shadows, etc. on the
edge of the lane line.

B. Model-Based Methods

Model-based methods for road detection generally include
straight line and curve. Generally speaking, the model-based
lane line detection method is not sensitive to image noise and
lane line occlusion wear, but the difficulty lies in how to select
and establish a model and determine related parameters. High-
order curve models will bring a huge amount of calculation.
A first-order curve model may not be able to represent road
edges or lane lines well.

a) Line-based model: Roads in simple environments and
straight roads are suitable for road detection with straight line
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Fig. 1. Road detection flow: four steps of road detection and various methods of road detection

models . Youchun Xu et al. [18] used the Sobel operator to
detect the edge, and directly used Hough [19] transform and
straight line to fit the lane line. Xinxin Du et al. [20] also
directly used Hough transform and straight line to directly fit
the lane line. The linear model algorithm has low complexity
and strong real-time performance, but its robustness is poor,
and it cannot meet the requirements of most scenes such as
curves.

b) Curve-based model: The curve model is suitable for
most roads, and the curve parameters can be used to fit the
road. Christian Roberto Kelber et al. [21] improved the method
of parabolic fitting lane line. This method takes advantage of
the parallel characteristics of the lane in the world coordinate
system. In the camera perspective, the lane lines on both sides
are regarded as parabolas, and the vanishing points of the
near field and the far field to the road boundary are the same.
According to this feature, the fitting parabola is constrained
to the road boundary line. The cubic curve has a better fit
than the quadratic curve. Mohamed Alyet al. [22] improved
the RANSAC straight line fitting method after processing the
image with Hough transform, and fitted the RANSAC three
Bézier curve to obtain the lane line, but the calculation was
more complicated and the efficiency was lower. Jitong Wang
et al. [23] also proposed a better curve fitting method. This
method is based on the DBSCAN (Density Based Spatial
Clustering of Applications with Noise) clustering algorithm

and the improved RANSAC method for lane line detection.
The improved parabola-based RANSAC algorithm is used to
fit the points of each category, which can be fitted as a straight
line or curve. This method is more robust and better real-time.
The curve model has better accuracy than the linear model, but
the high-order curve model has low computational efficiency
and is prone to overfitting.

c) Based on variable model: For the problem that the
robustness of single-use straight line or curve fitting is not
good, some researchers have proposed the method of using
a variable model that combines the curve model and the
straight line model, which has good robustness. Minchae Lee
et al. [24] proposed a robust lane detection algorithm with
cascade particle filter and decomposition system model. The
cascade particle filter of this method decomposes the lane
model into two sub-models: straight line model and curve
model. Compared with the traditional particle filter-based lane
detection system, it can improve the lane detection accuracy
and reduce the calculation time.

C. Learning-based methods
Traditional methods based entirely on manual feature ex-

traction are often subject to poor recognition accuracy caused
by different scenes, and are susceptible to environmental and
other factors, such as rain and snow, lighting conditions, road
shape changes, etc. Learning-based methods have changed the
previous method of purely manual feature extraction. It can be
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TABLE I
COMPARISON OF ROAD DETECTION METHODS

Methods Advantages Limitations

Feature
-Based

Color-
Based

[3]–[6]
• Low complexity
• Strong real-time performance
• Insensitive to image size and direction

• Susceptible to light, shadow, occlusion, etc.

Edge-
Based

[11]
• Low complexity
• Strong real-time performance
• Not affected by color features

• Susceptible to image noise, shadows, other edge features

Based on
Vanishing

Point
[12], [13]

• Contains global information,
• Insensitive to occlusion and shadow

• The lane lines are required to be horizontal and have a
constant width

Based on
Feature
Fusion

[16], [17]
• Strong robustness
• Wide application range
• High precision

• High complexity
• Poor real-time performance

Mode
-Based

Linear
Model

[18], [20]
• Low complexity
• Strong real-time performance

• Poor robustness and difficult to adapt to complex roads

Curve
Model

[21]–[23] • Suitable for many environments • Calculation efficiency is low, prone to overfitting

Variable
Model

[24] • Good applicability and robustness
• Low calculation efficiency
• Poor real-time performance

Learning
-Based

Machine
Learning

[25], [26]
• Wide application range
• High precision

• Easily affected by light, shadow, and occlusion

Deep
Learning

[27]–[36]
• Automatic extraction features
• Good robustness
• High precision

• Network structure design
• Data integration cost
• Real-time issues

automatically learned and extracted by the algorithm, which
has better robustness in road detection.

a) Traditional machine learning methods: Machine
learning provides researchers with a method that can learn
and extract features by the machine itself. Shengyan Zhou et
al. [25] proposed a road detection machine based on SVM and
an effective self-supervised online learning method. Chunzhao
Guo et al. [26] used Markov Random Field for road detection,
but these machine learning methods still have some inherent
shortcomings, some still need manual assistance to extract
features, some have poor real-time performance, and are not
robust in changing scenes.

b) Deep learning-based methods: The methods based on
deep learning generally use convolutional neural networks or
the recent use of transformer [37] in vision for road detection .
The methods can be divided into three methods: segmentation-
based, point-based detection, and curve-based methods. Com-
pared with the method based on machine learning, the method
based on deep learning automatically extracts features during
the learning process without manual feature extraction. It has
higher detection accuracy and robustness, and is suitable for
road detection in most road conditions. How to effectively
design the network structure, the high cost of network training,
the need for a large number of high-quality data sets, the long
training and inference time, and how to use the trained model
for new scenarios that do not exist in the training set still have
great challenges.

Deep learning methods based on segmentation:
Segmentation-based deep learning is to perform pixel-level

segmentation and extraction of lanes and lane lines through
semantic segmentation or instance segmentation. It can di-
rectly perform end-to-end lane detection through the network.
In the lane line detection methods based on segmentation-
based deep learning, Xingang Pan et al. [27] aiming at the
problem that the relationship and ability between pixels of
the convolutional neural network in the process of image
processing in the past has not been fully utilized, so the
SCNN(Spatial Convolutional Neural Network) was proposed.
The network structure is shown in the figure below. The main
part of the network can be replaced by other segmentation
networks. The core of the SCNN network lies in the structure
in Fig. 2. For the feature layer extracted by the network, it
is carried out in four directions. In addition to slicing and
convolution, such a structure can make the use of spatial
information more complete, and to a certain extent, it can
deal with problems such as lane line occlusion. However, the
slice convolution of the four directions of the SCNN network
results in a large amount of network calculation and slows
down the inference time. And in the final predicted lane line
predicted by the SCNN network, this network can only predict
up to four lane lines.

For the shortcomings of the binary lane segmentation of
networks such as SCNN in the past, in order to realize instan-
tiable segmentation of lanes, the LaneNet lane line detection
network proposed by Davy Neven et al. [28] designed a
multi-task network with branches. In the lane line instance
segmentation stage, which consists of a lane segmentation
branch and a lane embedding branch to achieve end-to-end
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right. This structure is conducive to identifying long-extended objects such as
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training. The lane segmentation branch outputs the lane line
and the background binary map, and the lane embedding
branch separates the segmented lane lines into different lane
instances to determine which lane line pixels belong to which
lane. In the subsequent curve fitting stage, in order to prevent
the perspective transformation matrix from being affected by
the road slope, a network H-Net is trained before the curve
fitting to generate the perspective transformation matrix H to
solve this problem.

Shared 
Encoder

Embedding
Branch

Segmentation
Branch

Pixel 
Embeddings

Binary Lane
Segmentation

xx
Clustering

Fig. 3. LaneNet partial network structure. The LaneNet network contains
two branches, binary segmentation and embedding. The former extracts the
locations where all lane lines exist, and the latter learns a feature vector at
each location [28].

In view of the fact that the lane lines in the previous research
on the lane line method are often incomplete due to occlusion,
shadow, strong light, lane line marking degradation, etc., Qin
Zou et al. [29] proposed that the continuous characteristics
of the lane lines on the road can be used to extract from
the past continuous frames. Infer the position of the lane line
when the lane line is incomplete in the current frame. The
recurrent neural network has a good advantage in processing
continuous frames. Therefore, according to the Conv-LSTM
structure proposed by Xingjian Shi et al. [30] when using
the long-term short-term memory network to predict rainfall.
Combining the convolutional neural network with the recurrent
neural network to predict the current occluded or missing lane
lines through the past few frames has achieved good results.
The overall structure of the network is shown in Fig. 4. This
method has achieved good results in dealing with scenes such
as occlusion and missing lane lines. But the shortcomings are
also obvious. After adding Conv-LSTM, the network structure
increases, the training and reasoning time increase, and the
requirements for the data set are relatively high. The data set
must give the real label of the current frame after a certain

number of consecutive frames. The applicability of the data
set is not good.
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Fig. 4. Schematic diagram of Conv-LSTM network structure. This structure
inserts the Conv-LSTM structure in the middle of the segmentation network,
enabling the network to predict the occluded lane line in the fifth frame using
the consecutive first four frames of images [29].

Inspired by the recent application of Transformer in the
field of computer vision, Lang Peng et al. [31] proposed
a BEV semantic segmentation method based on transformer
for lane detection, named BEVSegFormer.This method uses a
shared backbone to encode the image features of any camera.
The method also introduces the BEV transformer decoding
module to analyze the results of BEV semantic segmentation.
the query is reshaped and upsampled to obtain the final lane
segmentation results.

Deep learning methods based on curve fitting: The deep
learning method based on curve fitting can directly obtain the
curve parameters to fit the lane line after extracting the lane
line information through the convolutional neural network.
The lane line curve fitting obtained by deep learning can
reduce the influence of occlusion, loss, shadow and other
factors to a certain extent. Lucas Tabelini et al. [32] proposed
a convolutional neural network based on PolyLaneNet, as
shown in Fig. 5 The network can directly learn the curve
parameters of the lane line, and the lane line obtained by
the segmentation network needs to be followed. The two-
step operation of curve fitting is changed into one step, which
reduces the processing cost. The network structure is shown
below, including a backbone feature extraction network and
a fully connected layer. Through ablation experiments and
comparison with SCNN and other networks, this method has
certain advantages.

Input Image
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a0，1
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.

.

.
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L1

L2

Lj

L5

PolyLaneNet

Backbone

Fig. 5. Schematic diagram of PloyLaneNet network structure. This network
takes an input image from a forward-looking camera and outputs a polynomial
representing each lane marking in the image, along with a domain lane
polynomial and a confidence score for each lane, resulting in lane estimates
without post-processing. [32].

Zhengyang Feng et al. [33] also proposed a method for di-
rectly fitting lane lines based on convolutional neural networks.
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Since the cubic Bézier curve has enough degrees of freedom to
parameterize the deformation of lane lines in driving scenes,
the computational complexity is low and stable. Therefore, the
convolutional neural network is used to obtain the parameters
of the cubic Bézier curve to fit the lane line. This method
takes advantage of the fact that the lane line is generally
symmetrical with respect to the camera, and proposes feature
flip fusion. The graph is aggregated with its horizontally
inverted version, reinforcing this symmetrical property. This
method uses deformable convolution [38] to design feature flip
fusion, which is used to align the asymmetry caused by camera
rotation, lane change, asymmetry, etc. The overall network
structure is shown in the Fig. 6.

Parameters 
of lane lines

Feature flip fusion

Avg.pool Conv

Existence

Conv

Fig. 6. The detailed structure of feature flip fusion, the feature map before
flipping is fused with the reversed feature map after 1x1 convolution, and
then 3x3 convolution is performed and then fused by deformable convolution
[33].

Deep learning methods based on point detection: The
lane line detection method based on point detection extracts
the lane line by clustering the feature points on the lane line
through the deep learning network. Dongkwon Jin et al. [34]
proposed an anchor-based lane line detection method based on
the anchor-based target detection method. In order to solve the
problem of false detection and false detection caused by the
complex structure of the lane, the concept of feature lane is
proposed to describe the lanes of different structures. In order
to obtain the feature lane, the singular value decomposition is
used to obtain the optimal rank of the lane matrix of all lanes
contained in the training set. Then, a set of lane candidate
sets are generated by clustering training lanes in feature lanes.
Finally, the author develops an anchor-based detection network
SIIC-Net to determine the most lane set.

The above methods all perform lane line detection at the
2D level. In order to solve the problem of inaccurate road
local estimation caused by uphill, downhill, and road bumps
in the 2D lane line detection scene, Li Chen et al. [35] pro-
posed a 3D Lane line detection method, in which PersFormer
(Perspective Transformer), an end-to-end monocular 3D lane
line detector, is proposed, which includes a transformer-based
spatial feature conversion module. This method combines the
spatial features of the front view and BEV map transformation
is modeled as a learning process, which is more robust than
inverse perspective transformation. Fan Yan et al. [36] also
proposed a no-external-parameter, no-anchor-point 3D lane
line detection method,named SALAD. This method returns
lane 3D coordinates in the image without converting the
feature map to BEV, which can solve the problem of 3D road

structure perception error caused by the continuous change
of camera external parameters due to road roughness. This
method can directly perform three-dimensional lane detection
on monocular images without the need to manually make
anchor points and the supervision of external parameters. The
two branches of semantic perception branch and spatial context
branch decode the features to obtain the spatial information
and segmentation mask of the lane line, and then integrate
these information for 3D reconstruction, and finally obtain the
3D lane line position of the real scene.

IV. ROAD DETECTION DATASET

This review collects twelve excellent road detection
datasets, as shown in Table II.

The Caltech Lanes dataset is four segments taken on the
streets of Pasadena, California, containing segments from
different city streets. A total of 1224 frame images were
marked including 4172 lane boundaries.

The KITTI dataset was jointly established by the Karlsruhe
Institute of Technology in Germany and the Toyota American
Institute of Technology and collected using a variety of sen-
sors. A total of more than 200,000 images of labeled objects
are composed. The Road part is the lane line detection dataset.

The VPGNet dataset is a dataset proposed by the Korea
Robotics and Computer Laboratory in the ICCV paper pub-
lished in 2017 to detect lane lines through vanishing points in
VPGNet [39]. The image resolution is 1288X728.

The CUlanes dataset is a large-scale challenging dataset
for lane line detection research. It is collected by cameras
installed on six vehicles, collecting a total of 133,235 frames,
and dividing the dataset into 88,880 pictures as a training set.
, a validation set of 9,675 images and a test set of 34,680
images, including eight difficult-to-detect conditions such as
crowding, night, wireless, and shadow.

Tusimple is a company engaged in autonomous driving. In
June 2018, Tusimple held a part of the public dataset in a
competition for lane line detection using camera image data.
The dataset is collected under good and moderate weather
conditions and different traffic conditions during the day,
which contains highway scenes with 2 lanes, 3 lanes and 4
lanes up to 5 lanes. The training set contains 3626 frames,
and the test set contains 2782 frames.

The BDD100K dataset is a public driving data set released
by the University of Berkeley AI Laboratory (BAIR). There
are a total of 100,000 pictures of 1280x720 size and are
labeled. The lane detection part is a training set of 70,000,
a test set of 20,000, and a verification set. 10000. And it also
distinguishes between solid lines, dashed lines, double lines
and single lines;

The Apolloscapes dataset is collected under different traffic
conditions in different cities by equipping a medium-sized
SUV with a high-resolution camera and a Riegl acquisition
system. High-quality pixel-level annotations of more than
110,000 frames are included.

The CurveLanes dataset is a public data set in the open
source curve lane detection work of Huawei Noah’s Ark
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TABLE II
ROAD DETECTION DATA SETS

Data Sets Data Format Sensor Scenes Marking Methods

Caltech-Lanes Image Camera
Different city streets with/without curves

and shadows
Spline curve

KITTI-ROAD
Image
Video

Point Cloud

Camera,
3D laser scanner

GPS/IMU

Including various traffic scenarios such as
rural areas, expressways, and city centers

Semantic segmentation

VPGNet Image Camera
Severe weather such as no rain, rainfall,
heavy rainfall, and low lighting at night

Grid unit

CULane Image Camera Beijing’s cities, villages, and highways Semantic segmentation
Tusimple Image Camera mostly highway Broken line

BDD100K
Video
Image

Camera
The four regions of the United States are

sunny, cloudy, rainy, day and night
Instance segmentation

Apolloscapes
Image
Video

Point Cloud

Camera
Lidar

Several cities in China, diverse weather Semantic segmentation

Curve Lanes Image Camera Most of them are curved lanes in the city Instance segmentation

RUGD Image
Camera,

Lidar
GPS/IMU

Contains no identifiable geometric edges and
vanishing points, and semantic boundaries are

highly irregular
Semantic segmentation

VIL100
Image
Video

Camera
10 scenes such as normal, crowded, occlusion,

haze, dark, strong reflection
Instance segmentation

Open Lane
Image
Video

Camera 14 lane categories, diverse scenarios Instance segmentation

ONCE-3DLanes
Image

Point Cloud
Camera
Lidar

Various weather, lighting conditions, various
geographical locations

Instance segmentation

Laboratory and Sun Yat-sen University. Each image has more
curved lanes. The dataset consists of 150,000 images with
680,000 labels.

RUGD dataset, highly irregular terrain with semantic bound-
aries, mainly unstructured terrain passable areas. The dataset
contains pixel-level labels for 24 different visual categories
with a resolution of 1376x1110. The complete large-scale
dataset exceeds 37,000 images.

The VIL100 dataset is a relatively new video instance lane
line detection dataset. Its purpose is to use continuous video
frames to solve problems such as lane line occlusion and
damage that cannot be solved by a single frame. The data
set contains 100 videos with 10,000 frames of images.

OpenLane is a dataset proposed in the 3D lane line detection
method PersFormer. OpenLane contains 200,000 frames, more
than 880,000 instance-level lanes, and 14 lane categories.

The ONCE-3DLanes dataset is a dataset proposed by Fudan
University and Huawei Noah’s Ark Laboratory. The data set
contains various scenes. The data set is used to solve 3D data.
dataset is from 211,000 2D lane markings of road scenes,
automatically generate high-quality 3D lane marking positions.

CONCLUSION AND FUTURE OUTLOOK

In this paper, we make two main contributions to the
field of road detection. First of all, this article conducts a
comprehensive review of road detection methods, open source

platforms, and data sets in recent years, which can help
readers have a broad and comprehensive understanding of the
current lane detection field. Secondly, we have made a more
detailed interpretation of the network structure of some of
these methods, which can help researchers analyze and learn
from it in their own network structure.

From the interpretation and analysis of the full text, it can
be seen that lane line detection has many difficulties that are
currently being studied and will continue to be studied in the
future. There are mainly three points.

A. Road detection in harsh environments
The lane line or the boundary line of the drivable area of

the road is easily blocked by other vehicles, shadows, etc.,
and even they are damaged, which can easily lead to false
detection or missed detection.

B. Design of Multiple Types of Road Linearity Detectors
There are many types of actual road lines, and different

types of lane lines have different constraints on the current
lane driving behavior, such as solid and virtual, yellow and
white, single and double lane lines.

C. Road detection under high-speed operating conditions of
unmanned vehicle

When the camera is running at high speed in the unmanned
vehicle, the motion blur of the image will be generated. The
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accuracy of the laser radar will be lower when the unmanned
vehicle is running at high speed. At high speed, the real-time
requirements of the road detection algorithm are high. How to
efficiently detect the lane.
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