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ABSTRACT
Signature-based network intrusion detection systems (NIDSs) and
network intrusion prevention systems (NIPSs) remain at the heart
of network defense, along with the rules that enable them to detect
threats. These rules allow Security Operation Centers (SOCs) to
properly defend a network, yet we know almost nothing about how
rules are created, evaluated and managed from an organizational
standpoint. In this work, we analyze the processes surrounding
the creation, management, and acquisition of rules for network
intrusion detection. To understand these processes, we conducted
interviewswith 17 professionals whowork atManaged Security Ser-
vice Providers (MSSPs) or other organizations that provide network
monitoring as a service or conduct their own network monitor-
ing internally. We discovered numerous critical factors, such as
rule specificity and total number of alerts and false positives, that
guide SOCs in their rule management processes. These lower-level
aspects of network monitoring processes have generally been re-
garded as immutable by prior work, which has mainly focused on
designing systems that handle the resulting alert flows by dynam-
ically reducing the number of noisy alerts SOC analysts need to
sift through. Instead, we present several recommendations that
address these lower-level aspects to help improve alert quality and
allow SOCs to better optimize workflows and use of available re-
sources. These recommendations include increasing the specificity
of rules, explicitly defining feedback loops from detection to rule
development, and setting up organizational processes to improve
the transfer of tacit knowledge.

CCS CONCEPTS
• Security and privacy → Usability in security and privacy.

KEYWORDS
SOC, Security Operation Centers, human factors, NIDS rules, inter-
views
ACM Reference Format:
Mathew Vermeer, Natalia Kadenko, Michel van Eeten, Carlos Gañán, and Si-
mon Parkin. 2023. Alert Alchemy: SOC Workflows and Decisions in the

This work is licensed under a Creative Commons Attribution
International 4.0 License.

CCS ’23, November 26–30, 2023, Copenhagen, Denmark
© 2023 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0050-7/23/11.
https://doi.org/10.1145/3576915.3616581

Management of NIDS Rules. In Proceedings of the 2023 ACM SIGSAC Con-
ference on Computer and Communications Security (CCS ’23), November
26–30, 2023, Copenhagen, Denmark. ACM, New York, NY, USA, 15 pages.
https://doi.org/10.1145/3576915.3616581

1 INTRODUCTION
Security Operations Centers (SOC) are a key part of defending
enterprise networks against attacks. Located inside these networks
are a variety of security tools and systems – such as Network
Intrusion Detection Systems (NIDS) – that generate alerts. Analysts
in the SOC are burdened with triaging the deluge of alerts that
consist mostly of false positives [3]. For years, academic research
and industry reports alike have raised the problem of alert fatigue
and analyst burnout [20, 30]

A lot of academic research on improving SOC operations has
pursued better automation – most notably using machine learning
(ML) to analyze the alerts and generate more informative alarms
for the analysts to investigate. Indeed, an “insufficient automation
level of SOC components” was considered the top issue by SOC
managers, according to a recent study [15]. Prior work includes
human-subjects studies with stakeholders, aiming to understand
the problems in the SOC workflow to handle alerts [3, 15, 30, 31].
To address workload issues using ML, studies have focused on alert
prioritization [12, 19, 37] and false positive detection [28, 37]. While
the promise of ML for SOC operations is clear, adoption has been
low, and solutions have under-delivered on the promise [11, 13].

The attempts to use ML for improving SOC operations have in
common that they are “end of pipe” solutions: they take the flow of
alerts as a given and build a system that ingests this flow in order to
generate meaningful information that supports analysts in triaging
the alerts. Alahmadi et al. [3] aim to improve the development
of such ML solutions by identifying properties that the output of
the ML, “alarms,” should have to be useful to analysts. Ex-post,
these systems are designed to take low quality alarm noise as input
in order to produce informative and actionable output that SOC
analysts can use. Well known within the ML community is that
inadequate training data will have a detrimental effect on the quality
of the resulting model, as is exemplified by the familiar saying
“garbage in, garbage out” [23]. And even though their work focuses
on alleviating the limitations of alarms through the use of ML-based
tools, all of the mentioned limitations are also closely related to
the features that determine the quality of a rule. By improving the
quality of the rules, the quality of triggered alerts will also improve,
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thereby also bettering the quality of the input for whatever ML
system uses this data.

Thus, we propose a different and complementary approach:
rather than end-of-pipe, we focus on the source of the problem
and want to understand how to improve the quality of the alerts
that go into the pipe.Where do the alerts come from? Typically, they
are generated by systems that compare the network traffic against a
set of rules or signatures. As early as 2010, experts had forecast the
demise of rule-based detection [7, 36] and focused their research on
statistical and machine-learning approaches – e.g., [17, 25, 29]. So
far, however, the predicted death of rule-based approaches has not
materialized. More than a decade later, the industry still predomi-
nantly relies on rules for generating the alerts that are the basis for
SOC detection of attacks.

The craft of developing effective rules is, thus, critical to pro-
ducing meaningful alerts and enabling detection, also for those
solutions that rely on “end-of-pipe” ML. Yet, we lack understanding
as to how practitioners in SOCs design rules for processing net-
work activity and how an alert is established and evaluated as being
effective in practice. Rule development and management take place
with limited knowledge, such that alerts require investigation to
determine if a threat exists on the network. Most rules never trigger
any alert [35]. Of those that do, the overwhelming majority of the
alerts are false positives. True positives are scarce and false nega-
tives might remain hidden. Under these constraints, how do rule
developers figure out what is a good rule versus a bad rule? How
do they evaluate the quality of the overall ruleset? What practices
do they follow in producing rulesets that are effective in detecting
attacks?

In this paper, we present the first interview study focused on
professionals who develop or revise rules used in network threat
detection – as the input for SOC incident reporting systems, rather
than how the analysts manage the outputs of these systems. We
aim to answer the following questions: (1) What does the organi-
zational ruleset management process look like?; (2) What are the
main factors and success criteria in managing and evaluating NIDS
rules and rulesets?; (3) How can security professionals improve
rule management and network incident monitoring workflows to
optimize SOC processes?

Between June 2020 – March 2022, we interviewed 17 profes-
sionals who have developed NIDS rules, and who either work at
Managed Security Service Providers (MSSPs) providing network
monitoring as a service, or at government agencies and firms that
conduct their own networkmonitoring. Some of the rules theywork
with were manually developed in-house, some were commercially
acquired, and some were shared within their community. While
our interviewees have different roles, inside and outside SOCs, they
all are mandated to develop or change the detection rules running
in their production environment.

While rules are designed to various degrees of quality, we found
that the true test of quality only emerges after the rules are de-
ployed in production. Such evaluation is mostly based on total
number of generated alerts and false positives. Most quality cri-
teria are optimizing for the SOC analysts’ workload, rather than
for detection – in other words, for reducing false positives rather
than false negatives. The aspects of NIDS rules that determine their
quality are balanced against each other to match the organizational

processes and resources. In fact, SOC teams appear to work in a
delicate equilibrium, operating on a knife’s edge, where their re-
sources are in balance with the workload and the services they offer
to clients. They provide ‘enough’ security to keep clients content,
and, given their specific organizational processes, more resources
would not necessarily result in a ‘better’ product. In terms of neces-
sary improvements, we were unable to identify common issues, as
there was no consensus between respondents regarding any critical
challenges; most conversations revolved around specific aspects of
the employer’s organizational processes. This emphasized the im-
portance of understanding analysts’ workflows. Contrary to recent
work on SOCs, no interviewee mentioned automation to replace
rules – that is, using AI or machine-learning approaches like anom-
aly detection – as an important direction that they believed would
improve their work.

In sum, our main contributions are:
• We present the first interview study focused on professionals
who make active use of – i.e., develop or revise – rules for
network detection, and how they experience and perform
their specific rule creation andmanagement processes within
their organizations;

• We find that there is no one trivial way in which to manage
a SOC; many critical factors in the function of a SOC (such
as rule specificity and false positive thresholds) must be
balanced against other equally critical factors. This speaks
to the value in understanding how these decisions are made
in context, and providing evidence to inform decisions such
as rule management and SOC resource allocation;

• SOCs balance resourcing and capabilities against customer
expectations, wherein we evidence alternatives to a tradi-
tional approach to security of ‘more is better’. Examples in-
clude security tailored to specific threats and environments
instead of blanket coverage of the global threat landscape;

• External (e.g., commercial) rulesets create a negative exter-
nality for its users: while they are designed to provide broad
threat coverage, users incur the costs of deactivating or fine-
tuning individual rules, or manage the noise they often gen-
erate by them if they opt not to do so;

• There is barely any feedback loop in place for handling false
negatives. Since SOCs cannot know when and how an in-
cident will be missed, and proactive ‘horizon scanning’ of
threats is an effort to compensate for this shortcoming;

• We present a number of recommendations for internal SOCs
processes that can help with improving the overall effective-
ness of SOC teams and the services that they provide, with
a focus on making improvements at an earlier stage of the
network monitoring and incident response process.

2 BACKGROUND
2.1 NIDS, NIPS, rules, and rulesets
Intrusion detection systems (IDSs) and intrusion prevention
systems (IPSs) are categorized based on where they are placed and
their methods of detection. There are network-based, host-based,
and application-based systems. Furthermore, they can be either
signature-based or anomaly-based depending on how they detect
threats [16].
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Figure 1: Example of a rule used by Snort and Suricata NIDSs.
Rule developers document the purpose of the rule and back-
ground information related to the threat in the alert message
and “documentation” blocks, respectively. The “detection op-
tions” block is used by the system to detect the actual threat.

A network-based IDS (NIDS) is positioned at a key point in
the network and scans all incoming network packets for signs of
attacks. By comparing the content of packets with a predefined
collection of patterns or events that are typical of known attacks,
signature-based IDSs identify malicious activity. Network-based
IPSs (NIPSs) are installed inline with a network, which gives it the
ability to actively block traffic in case of malicious activity detection.
Examples include Snort [8], Suricata [32], and Zeek [21].

These systems detect threats in network traffic using rules that
tell the system precisely what to look for in network traffic that
might be indicative of malicious activity. Using these rules, analysts
can specify characteristics of network traffic such as origin and
destination IP addresses, protocol used, packet payload content,
among others. Additional documentation and metadata may be
added to the rule to improve manageability. See Figure 1 for an
example of such a rule. A collection of rules are grouped together
into a ruleset and deployed on an IDS/IPS.

When trafficmeets the conditions specified in a rule, it triggers an
alert. This alert is then typically sent to an analyst to be validated
as an actual attack or threat and of what kind. These analysts
can be in different locations, but they typically are in SOCs. Some
organizations operate their own SOC, some have it outsourced to
an MSSP. A SOC is confronted with an alert flow that can quickly
go into the thousands of alerts per day.

Rule developers are professionals with the mandate to write,
change or remove rules. They might be analysts in the SOC who,
based on the alerts they see, change the rule to provide more useful
signals – i.e., make the rule more precise to avoid legitimate traffic
triggering the alert. Other rule developers work outside the SOC. At
MSSPs, for example, they might be located close to the threat intel-
ligence department, to craft new rules in light of attacks observed
elsewhere. And some rule developers work at companies that sell
a whole set of detection rules as a service, e.g., Proofpoint’s ET
ruleset [22] and Cisco Talos’ ruleset [9]. Often, these commercial
rulesets consist of tens of thousands of rules [35]. Organizations, in-
cluding MSSPs, subscribe to these rulesets in order to complement
the rules they develop themselves. They can then mandate people
in their own organization to assess, deploy, change or remove rules
from these commercial sets, depending on what alerts they trigger.

2.2 Related Work
Shutock and Dietrich consider people, process, and technology in
SOC management [26]. They enumerate current challenges in op-
erating a SOC, including staffing issues, and outsourcing of SOC
capabilities from within organizations to external MSSPs. The au-
thors discuss platform consolidation against the converse view of
SOCs maintaining their own internally-developed tools – we find
that there are factors relating to business offerings and client needs
which inform these choices, beyond the amount of effort involved.

Kokulu et al. [15] interviewed 18 SOC analysts and managers,
with a view to both technical and non-technical challenges. An ar-
gument is that current SOC arrangements are insufficient to counter
current threat levels and that they are failing to operate sufficiently
well; further, the authors presume that there are practical problems
within SOCs that can be identified and addressed to improve their
capabilities. Among their findings are that false positives in ma-
licious activity detection do not majorly impact SOC operations.
The authors included budget-related questions for managers, Iden-
tified SOC issues were framed according to whether they were
perceived by one of the analysts or managers, or both (mismatched
or matched). Among matched issues were ‘poor quality reports
and logs’, and ‘high false positive rate’. Of note is that managers in
the Kokulu et al. study stated that they had ‘sufficient’ budget to
operate their SOC, where the authors identify ‘insufficient budget’
for SOCs in terms of managers being very aware of having limited
budget which can impact their capacity to enact change programs,
training or travel.

Sundaramurthy et al. [31] apply Activity Theory in a long-term
(3.5 year) observation of how SOC professionals work together to
satisfy goals and objectives. This uncovered tensions and contra-
dictions, specifically issues with tools and operating rules.

Alahmadi et al. [3] focus on false positive alert generation in
SOCs, examining this persistent challenge through interviews with
20 practitioners. The authors arrive at five indicators of quality for
alerts: reliable, explainable, analytical, contextual, and transferable.
An approach to improving alert quality is taken as opposed to a
general focus elsewhere to find tools to reduce the volume of alarms.

We agree with Alahmadi et al. [3] that improving alert quality
is urgent and critical to better detection and SOC performance.
However, their call also underlines that so far, the prior work has
focused on how to handle the flow: helping analysts to triage and
validate the voluminous influx of alerts into false positives, true
positives, and more fine-grained distinctions. It has not investigated
how that flow is generated, namely via detection rules. To improve
the quality of alerts means improving the quality of the rules that
generate these alerts. How professionals aim to do that is the focus
of our study.

Basyurt et al. [4] conduct interviews with nine SOC practitioners
to uncover challenges that SOCs face when collecting and analyzing
data, as well as communication cyber situations. The challenges that
the authors identify are of a technical nature, such as the collection
and compilation of data sources and trustworthiness assessments
of information, and suggest the development of a tool that is able
to automate those tasks. As opposed to Basyurt et al., we lay the
focus more on organizational challenges.
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3 METHODOLOGY
Here we detail the structure of our interview study, along with our
recruitment activities and approach to analysis.

3.1 Study design
Our overarching research question is, “How do security profes-
sionals manage network incident monitoring processes to achieve
security?” We addressed this through interviews with professionals.
Interviews have been used in prior studies to understand challenges
around management of provisioned security (e.g., [15]).

Our interviews were structured to capture the following infor-
mation, as also detailed in the question set itself (see Appendix 2):

(1) Participant details, including their role, organization, and
qualities of the services they provide;

(2) Analyst’s organization services and workflows, focusing
on how detection rules are constructed and managed on a
regular, day-to-day basis;

(3) The specific processes analysts use for ruleset evaluation;
(4) The management of rules, including collaboration with oth-

ers in the organization, and related responsibilities for as-
sessment and corroboration of evidence around rule-related
decisions;

(5) How analysts meet objectives in practice, including views
on improvement.

At the beginning of the study, we performed pilot interviews in
order to test our interview protocol. Minor adaptations were made
to the phrasing of some questions. An additional sample rule for
evaluation was also added.

3.2 Recruitment and participants
We recruited professionals to participate in interviews from a range
of different organizations providing managed security services (sim-
ilar to [3]). This allowed for the comparison of working practices
and decision-making around rulesets and their management, etc.

The initial seven participants from Org1 (see Table 1) were re-
cruited through snowballing—the process of asking from each par-
ticipant a short list of names of other people within the company’s
NIDS rule development and management teams whom they believe
to be relevant to this study. This process was halted when the only
names we received were professionals whom we had already in-
terviewed before and two participants who did not respond to our
invitations. After the initial batch of participants, we encountered
similar recruitment challenges as Alahmadi et al. [3], with it being
challenging to recruit from a profession wherein the occupation
requires individuals to almost always be active or available for
work-related activities.

Due to the hour to 1.5-hour duration of this interview, and the
time constraints and daily task requirements that analysts work
with, we were unable to find many more participants at the analyst
level. Instead, the majority of the participants in this study, after
the initial seven, are security professionals at a more senior level.

We leveraged our research team’s institutional relationships
to contact the remaining 10 participants, either through direct
emails or through open invitations on LinkedIn. The prerequisite
for participants was that they must be involved in the processes

surrounding the creation or management of NIDS/NIPS rules, be
they analysts or managers.

The participants in this study come from nine different organiza-
tions across five different sectors. Not only do they differ in sector,
but also in size. See Table 1 for an overview of the participants.
Although we cannot disclose specific characteristics of these orga-
nizations for reasons of confidentiality, their sector may provide
an indication of the scale of the networks that they manage.

3.3 Ethics
Before starting our research, we followed the ethics approval and
research data management procedure outlined by our institution.
Data Management Plan has been approved for this study to ensure
accountability, transparency, and compliance. We also followed
the principles of the Menlo Report of ethics for ICT Research [14]
during the study. This included respondents explicitly consenting
to the recording, transcription of the interview, and to the usage
of quotes, as well as being informed about their options as to their
participation in the study. We minimized the risks of data leaks
by pseudonymizing all data gathered during the interviews. The
quotes have been assessed by the team members regarding the
risk of reverse identification and de-pseudonimization of research
participants. The recordings were stored for the duration of this
research on an encrypted hard drive and destroyed when it was no
longer necessary to keep them. All answers were confidential and
only available to the researchers involved in this project.

3.4 Data analysis
Interviews were transcribed, after which thematic analysis [5, 6]
was conducted with the transcripts. This involved a process of
qualitative coding – three coders of diverse backgrounds were in-
volved in the codebook development, and regular codebook review
meetings to arrive at a final codebook of cross-cutting themes that
emerged from the interviews (and interviewees) themselves. For the
quotations used, reverse identification checks were conducted by
the researchers to safeguard the anonymity of research participants.

The thematic analysis resulted in the following themes emerging:
(1) services offered by the organizations and associated workflows;
(2) rule evaluation; (3) ruleset evaluation; (4) internal and external
collaboration processes; and (5) desired points of improvement. The
subsections in the next section (Results) are arranged according
to these themes, elaborating on the views that emerged from the
interviews according to these cross-cutting areas. We present the
prominent codes under each code theme, representing the strongest
points of discussion across our participant group.

4 RESULTS
The interviews revolved around four main topics: (1) the differ-
ent workflows within the organization that make up its incident
monitoring and response services, (2) the different processes and ob-
jectives that surround the management of NIDS rules and rulesets,
(3) how the participants collaborate with peers and clients to carry
out said processes and objectives, and (4) points of (dis)satisfaction
regarding work processes expressed by the participants.

In the sections below, we specifically use the term “alert” to
refer to the notifications generated by NIDS/NIPS rules. This is in
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Table 1: Overview of all participants, their corresponding organization and business sector, and their role and experience within
that organization.

ID Org. ID Sector Role Experience ID Org. ID Sector Role Experience

P1 Org1 Cybersecurity Analyst 4 years P10 Org4 Cybersecurity Senior security researcher 16 years
P2 Org1 Cybersecurity Forensics 3 years P11 Org5 Shipping SOC manager 7 years
P3 Org1 Cybersecurity Analyst 3 years P12 Org6 Telecom Senior analyst 8 years
P4 Org1 Cybersecurity Senior security expert 14 years P13 Org7 Consultancy SOC manager 4 years
P5 Org1 Cybersecurity Incident response 6 years P14 Org8 Government SOC manager 15 years
P6 Org1 Cybersecurity Incident response 6 years P15 Org8 Government Project architect 19 years
P7 Org1 Cybersecurity Analyst 6 months P16 Org9 Consultancy Senior analyst 15 years
P8 Org2 Cybersecurity Analyst 17 years P17 Org9 Consultancy Analyst 1.5 years
P9 Org3 Government Analyst 5 years

Internal threat intel
gathering

Reverse
engineering

malware

In-house rules

Commercial rules

NIDS/NIPS SIEM

Analyst decision

Alerts

Industry partner
collaborations

External threat intel
sources (tech blogs,

vulnerability reports, etc.)

Figure 2: Simplified version of the NIDS/NIPS pipeline em-
ployed by organizations. In-house and/or commercial rules
are installed on an NIDS or NIPS, which produces alerts that
are used as input by SIEM (tools). Analysts then make deci-
sions regarding detected threats based on the output of the
SIEM tools. Illustrated are also the different data sources that
organizations use when creating their in-house rulesets.

contrast to the term “alarm”, which is used by related literature to
refer to the notifications generated by SIEM (security information
and event management) tools “as a result of the correlation of
multiple alerts” [3]. This is illustrated in Figure 2: the NIDS/NIPS
generates alerts, which are used by the SIEM as input.

4.1 Organization services and workflow
To understand the culture and workflows that govern the SOC, we
first set out to identify the different aspects that make up the secu-
rity services each SOC offers. This section will discuss the results
that describe initial client interactions and on-boarding, ruleset
management and development practices, and type of network mon-
itoring offered by the SOC (i.e. NIDS or NIPS).

4.1.1 Client on-boarding. All organizations but one mention client
on-boarding procedures, whereby the organization gathers infor-
mation about a client’s network before active network monitoring
begins. This allows SOCs to calibrate the network sensor output to
the resources available to the SOC and familiarize themselves with
the client network. It can consist of in-person meetings and prelimi-
nary alert processing, which includes setting up the network sensor
infrastructure, and analyzing alerts without performing direct in-
cident response. Gathered information can include (sub)network
descriptions, most valuable assets, and non-standard software run-
ning within the network. The exception to this is the shipping
organization Org5, which does not monitor its clients’ networks;
instead, it monitors its own network, which it makes available to all
of its clients. However, Org5 does ensure that the NIDS/NIPS rules
that monitor their network do not interfere with the functionality
of client software interacting with the network.

Participants mentioned the lack of a formal time limit set for this
on-boarding procedure, although they all indicate a usual duration
of several weeks. Seeing as the time limit for this phase is not
formally defined, it likely varies from client to client, and it is up to
the analysts to determine when the network sensors and rules are
properly configured to the client network.

Notable on-boarding procedures exist at Org3 and Org9. Instead
of having a single ruleset that is used for all client environments,
these two organizations create a custom ruleset in conjunction
with their clients that are completely tailored to the networks of
said clients. Similarly, Org7 creates custom rulesets for each client,
although with much less client involvement.

4.1.2 Ruleset management and development. Ruleset types can be
split into the following: free external (i.e., community), paid external
(i.e., commercial), and in-house rulesets. Both types of external
rulesets can be obtained from threat intelligence vendors, and can
contain tens of thousands of rules [35]. In-house rulesets vary from
a few tens to a few thousands, depending on the size and resources
of the organization, and its business model.

All organizations except Org3, Org4, and Org9, use some sort of
external ruleset. Although there is considerable diversity regarding
the usage and management of external rules, there certainly is a
consensus around their quality. All organizations that use such
rulesets criticize the poor quality of rules, which leads to a large
amount of noise and many false positives (Org1, Org2, Org5, Org6,
Org8). However, participants also admit the added value that these
external rulesets provide: “I do think you need to cover all types
of malware, also like the new ones that are coming out. So that is
what I think we have covered by [the external ruleset]” (P14). Though
the value of external rulesets is recognized, many participants also
noted the noisiness that these rulesets tend to produce: “We tend to
find that they’re [...] extremely noisy in our environment. Just little
things can set them off. (P11)”

P10 explains that it is due to this noisiness and tendency to
produce many false positives that Org4 refrains from using such
external rulesets. Since Org4 operates an inline NIPS, packets are
dropped when they trigger a rule. Having a rule erroneously trig-
ger on legitimate traffic then becomes a more significant prob-
lem. Floods of false positives will cause much legitimate traffic to
be dropped, negatively affecting their clients’ business continuity.
Org5 operates a hybrid system, where rules can be set to either
just alert when triggered or drop the potentially malicious packet.
While this system is also set up inline to be able to block packets,
this allows them to switch blocking rules to alerting rules in case of
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sub-optimal detection performance (e.g., too many false positives)
so as to not affect business continuity in the same manner as Org4.

P8 mentions that free NIDS rulesets are not used at all or disabled
immediately due to the large number of false positives it produces.
P8 also claims that these rulesets “generally look at non-conformity
towards RFCs (Request for Comments),” and since many applications
on the Internet “bend the RFCs” to properly work, using such rule-
sets will easily flood a SOC with alerts. P8 is also disillusioned by
the detection performance of commercial rulesets. Many rules con-
tain IP addresses and domains of known C&C servers, for instance,
that are out of date and are no longer used for malicious activities,
and can therefore trigger many false positives. “Those are generally,
for 99% out of date, and they will trigger way too much false positives”
(P8). P8 continues: “I will come across indicators of compromise easily
three or four years old still in a rule set so, and from a paid service
you’d expect more.” P11 shares a similar opinion: “we preach about
it a lot in our environment that the [IP and domain] indicators are
worthless.” Thus, an organization that decides to employ external
rulesets must design its operations such that dealing with that
amount of noise and false positives is feasible for the technologies
and the manpower available to it.

Due to this lack of quality, many organizations build their own
in-house ruleset. All organizations except Org8 indicate the use of
a custom ruleset crafted in-house. Such in-house rulesets can be
built and tuned to the specific requirements and workflow practices
of each organization.

In-house rulesets are used by Org1, Org5, and Org6, in a fash-
ion complementary to external rulesets. As P4 states, the external
rulesets—specifically the commercial rulesets—are made by a big-
ger team and thus generate more general coverage, allowing Org1
to focus their own rule development efforts on more severe and
potentially targeted threats that are not covered by the external
rulesets (which may focus more on, e.g., botnet traffic, untargeted
commodity attacks). Org3, Org4, Org7, and Org9 forgo external
rulesets completely to avoid the noise and false positives it can
potentially produce. Instead, they rely solely on their own in-house
ruleset, opting to delegate the security provided by the external
rulesets to another layer in their defenses. Even though an in-house
ruleset is currently not employed at Org8, both participants from
Org8 (P14 and P15) acknowledge the importance of such a custom
ruleset and share the plans of their organization to incorporate this
aspect into their workflow in the near future: “we found out that
it’s really important to separate things, separate the rulesets from the
engines to be able to always [...] use your own rules” (P15).

Org3 and Org9 create a custom-made ruleset for every client. The
rulesets created by these two organizations are particularly small
(under 100), especially compared to the rulesets employed by the
rest of the organizations, and are developed to detect threats specific
to the network and threat landscape of a client. The rest of the
organizations employ custom rulesets with a volume that can run
up into the thousands of rules (tens of thousands if external rulesets
are counted). Different data sources are employed by organizations
to create their in-house rulesets, as illustrated in Figure 2.

4.1.3 Network incident monitoring. All but one of the organizations
uses an NIDS for network monitoring. Org4 is the only organization
that employs an NIPS. P14 mentioned that Org8 had recently made

Table 2: Criteria used by participants to determine the quality
of rules.

Rule quality criteria Participants Percentage

Rule design
Rule specificity 17 100%
Syntax and structure 6 35%
Dislike of domain and IP blocklists within a rule 4 24%
Usage of the fast_pattern keyword in
rules whenever possible 4 24%
Specifying origin and destination networks 3 18%
Rule performance
Number of total alerts triggered by a rule 17 100%
Number of false positives triggered by a rule 16 94%
Danger of resource intensive rule 4 24%
False negatives 3 18%
Ruleset evaluation
Volume and resource intensity 17 100%
Legacy rules 17 100%
Coverage, of which 15 88%

- threat coverage for a specific environment 7 41%
- overall threat coverage 2 12%

the switch from running NIPSs to NIDSs due to issues with latency
(as the system is set up inline with the network) and false positives
dropping legitimate traffic. As a result, their rule management
procedures and evaluation criteria needed to be adapted to this new
form of network monitoring. This is described in Section 4.2.

4.2 Rule evaluation
Rules that are developed and put into operation require a level of
quality that makes them effective at securing the network. As differ-
ent organizations have different processes for securing networks,
there cannot be a universal definition of what a quality rule is. Still,
analysts from distinct organizations look for these attributes in
much the same ways in order to assess the quality of rules. This
quality control is done in two stages: pre-deployment, during rule
design, and post-deployment, when the detection performance of a
rule is evaluated after adding it to the production environment. This
section will elaborate on the different factors that the participating
organizations take into account when determining the quality of a
rule. An overview of the different criteria can be found in Table 2.
Our findings identify contributing factors ahead of the impacts
that analysts have raised as challenges in the work of Agyepong
et al. [1], specifically volume of alerts, false positives, manual and
repetitive processes, and workloads.

4.2.1 Rule design. Much of what a SOC “sees” originates from
the rules that are installed on NIDS systems. How these rules are
designed largely determines the information that a SOC receives
about potential threats. Organizations have no say in how external
rules are designed; that is entirely within the purview of the rule
vendors. As a result, assessment of external rules is limited to post-
deployment evaluation of detection performance – options are
limited to switching off rules rather than modifying external rules
(as ruleset updates undo those modifications). For pre-deployment
assessment, organizations can only focus on how they design their
own in-house rules. Analysts and rule writers often go through
research, experimentation, and multiple rounds of testing for every
rule that they design. After conducting the interviews, we identified
characteristics of a rule that influence its potential quality.
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Specificity. The single most important aspect of rule design is to
make the rule specific to the threat for which it is being designed;
all participants make mention of the importance of this quality
criterion during their respective interview (see Table 2). A rule that
is specific to a particular threat will, for instance, try to detect the
threat using some very unique characteristic that make it easy to
distinguish from other types of traffic. By contrast, a rule that is
more generic will use indicators that are less tied to a particular
instance of a threat, in order to capture more variations of said
threat. As such, a generic rule will likely trigger more often than a
more specific one.

As there can be many exploits that target the same vulnerability,
and malware families using these exploits can become quite large,
creating a rule for every single instance quickly becomes infeasible:
“I’m going to write as few rules as possible to detect as many web
shells as possible. Rather than creating [...] static checks for each and
every one of them, [...], you try to find a pattern between all these
web shells and see if you can make one rule to cover maybe 80% of all
the web shells out there, and then see if you can make it work” (P6).
Therefore, these two aspects must be balanced when developing
rules. P10 explains: “you want to be as specific as you can to prevent
false positives, but you don’t want to be so specific that you’re going to
miss different variants of a piece of malware or something other than
the POC (proof of concept).” Create a rule that is too specific, and it
might not trigger on different versions of the same threat; create a
rule that is too generic, and you might overload your analysts and
SOC: “in practice [it can be] really difficult [...] to actually get really
good detection rules that apply to the threats but do not generate false
positives, and it’s this balance that we need to keep up every day.
Sometimes we get too strict and you don’t see things, sometimes we
write and update the rules, then we could get called by the 24/7 team
that is getting a lot of noise in the monitoring system because the
rules apply to a lot of traffic” (P12).

Indeed, the aspect of specificity does not exist in a vacuum. It
not only has an effect on the potential false positive alerts, but
also on the number of alerts in general. This will be discussed in
Section 4.2.2.
Rule syntax and structure. Six participants mention a rule’s syn-
tax and structure as an aspect that influences quality. These aspects
determine the readability of a rule because it makes maintenance of
the rules easier (P4, P10, and P11). Three participants (P2, P4, and
P6) mention the importance of using variables to specify the origin
and destination networks of the traffic being analyzed by the rule.
Configuring a rule to be executed for any origin and destination
IP will increase the resource intensity of the rule, since the rule
will be applied to every packet entering and leaving the network.
Specifying origin and destination networks or addresses for a rule
ensures that the rule is applied only to relevant packets, thereby
reducing its resource consumption. Additionally, four participants
(P1, P4, P6, and P10) mention the usage of the fast_pattern key-
word in rules whenever possible. With this keyword, an analyst
can tell the system how to perform more efficient pattern matching
for the potentially malicious content of the packet, which can also
greatly increase the speed at which the rule is executed.
Blocking IPs and domains. Finally, four of the participants also
displayed some animosity towards the use of domain and IP block-
lists within the rule, not only due to the resource intensity of these

types of blocklist rules, but also because they are difficult to main-
tain and quickly become out of date, making them easily prone to
false positives.

Although looking at the rule itself can provide an indication of
its quality, it by itself does not provide enough information for a
definitive verdict: “it’s very hard to classify a rule as good or bad
based on only the rule itself, so you really need to [...] have the rule
tested on real network traffic” (P1).

4.2.2 Rule performance. All participants share a similar opinion
regarding characteristics that determine rule quality. Interestingly,
the only element on which all participants unanimously agree is
the significance of the number of alerts that a rule triggers. The
number of false positives a rule triggers is a close second, with all
but P15 making a mention of this second aspect. The degree to
which the remaining characteristics are deemed important differs
depending on the workflow practices of the organizations.

A rule that triggers an abundance of alerts, and thus potentially
floods the SOC, was stated by all participants to be undesirable.
Analysts need to process every alert that arrives at the SOC, and
an alert flood interferes with the analysts’ ability to perform their
work effectively. Furthermore, a rule that starts producing a very
large amount of alerts might also overload the SOC systems, causing
downtime, leading to the SOCnot being able tomonitor their clients’
networks at all. Indeed, most participants deem flooding of the SOC
the most severe failure that can occur within their operation.

An example of when this can go wrong comes from a few par-
ticipants from Org1: “So [our rule vendor] created a rule. They found
out that SMB1 traffic was now deprecated, and should be considered
malicious because it can be exploited. So, basically, they said ‘if SMB1
traffic occurs, then it should create an alert, because that is a really
bad sign.’ And in some way it is. However, there are a lot of companies
who still use that legitimately. So basically what happened when they
introduced that rule and we synced it into our production environment,
[is that] it broke everything” (P5). P4 elaborates: “The flooding of the
SOC is not only bad because you cannot handle the logs anymore [...],
but also it could take the backend down because of the database not
responding [...]” Ways to safeguard against such failures include
mandatory testing of rules on real network traffic before being
placed in production, as well as syntax checks to ensure that rules
only trigger a set amount of times within a certain period.

P3 describes the Org1’s heuristic process of creating “good” rules
that takes the amount of triggered alerts into account. Apart from
triggering on true positives, with that being the ideal scenario,
another gauge of rule quality is the lack of triggers while being
tested on customer network traffic. It is difficult to test a rule’s
true positive rate, since there is no guarantee that it will detect
specific malicious traffic during its testing period. And depending
on the rarity of a threat, many of the alerts will turn out to be false
positives. So instead of going through the difficulties of measuring
a rule’s true positive rate, rule developers can look at the absence
of false positives to estimate the quality of a rule. This heuristic
is clearly not a one-size-fits-all and includes implicit assumptions
about the severity of the threat in question, since many (potentially
less severe) threats aremuchmore accessible and present in thewild,
and will inevitably trigger these less severe rules when exposed to
real network traffic (e.g., port scans). “Another good indicator [of
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rule quality is the following.] We [push] the [rules in our] testing
repository [to several of] our biggest customers [for] a reason: that
is because if it doesn’t trigger there, then the rule is probably well
written. [...] So then if it doesn’t trigger [there,] then we [...] make the
assumption that, [though] it’s not triggering, it’s also not flooding. So
the traffic is unique enough — or at least the indicators are — to put
in production. And that’s when we put it in production” (P3).

It is not to say, however, that “good” rules will remain that way
indefinitely. Due to the constant evolution of the Internet and the
types of traffic that you can find in it, there remains the chance that
even the most specific of rules will start detecting a new type of
traffic as potentially malicious. It is then up to the SOC to handle
such situations quickly and effectively to prevent further incidents.

The number of false positives triggered by a rule is closely tied
to the previous aspect. A rule that triggers many false positives
will inevitably tie up SOC resources unnecessarily, as these cases
will still need to be evaluated individually by an analyst. There is a
trade-off here, though, that was mentioned by several participants
from Org1, namely that the acceptable proportion of false positives
a rule triggers depends on the severity of the threat that the rule
is trying to detect: “we as writing experts can say, well, this is truly
malicious behavior and we are willing to risk, let’s say, a 50% false
positive rate so we can catch these as soon as possible, because the
weight of it will balance the false positives” (P5). P13 also mentions
such a trade-off that is sometimes made in cases of new discoveries
of severe threats. In such instances, the severity of a threat and the
necessity of being able to detect it can sometimes trump potential
standards for noise and false positives: “Generally, these rules are a
little more cowboy fire from the hip, because we’re trying to be fast,
and we accept some additional noise” (P13).

Org4 operates an NIPS that drops traffic when it triggers a rule,
as opposed to an NIDS that raises an alert, and Org8 also did up
until their recent switch to an NIDS. The case of Org8 gives us
the opportunity to examine the changes in rule evaluation criteria
caused by the shift in network monitoring approach. When oper-
ating an NIPS, P14, along with P10, who also operates an NIPS,
describe preventing false positives as the most crucial aspect of rule
development and management, since dropping legitimate traffic im-
pacts business continuity directly. After switching to an NIDS, P14
states that they are still concerned about false positives, although
for a different reason, namely the burden placed on the SOC and
analyst fatigue.

Participants from Org1, Org4, Org6, and Org9 mention the dan-
ger of resource-intensive rules, which can potentially lead to sensor
downtime. Thus, evaluating the resource intensity of a rule also
plays a role in determining the quality of the rule, although not as
significant a role as the previous aspects.

Only three participants (P5, P7, P14) mention false negatives
as a main concern in regards to NIDSs. Given that the participat-
ing organizations are tasked with securing client networks, it is
curious why failing to detect an intrusion is not considered more
critical, especially since such SOC failures could be directly caused
by an inadequate rule for which analysts and rule developers are
responsible. P5 regards false negatives as most severe, while view-
ing false positives as “not that bad”, in contrast to most of the other
participants. This could be due to P5’s role within the organiza-
tion’s incident response team: false negatives can quickly lead to

security incidents, meaning that P5 would be directly influenced
by such occurrences. This is in contrast to the majority of the other
participants, who are responsible for SOC operations instead of
incident response. P14 views both false negatives and false positives
as equally severe, although depending on the point of view of the
assessor: from a risk point of view, false negatives are deemed most
severe, while from the point of view of security analysis workload,
false positives can be seen as most severe. Finally, P7 is an analyst
with six months of experience in the field. Ahmad et al. state that
junior analysts have “less developed mental models,” [2], which
offers an explanation as to why their opinion does not match with
the statements of their more senior peers. The issue of false nega-
tives is also identified by Agyepong et al. as one of the challenges
that analysts face, although to a significantly lesser degree [1].

4.3 Ruleset evaluation
Through the interviews, we identified three primary drivers of rule-
set quality, namely threat landscape coverage, ruleset volume and
resource intensity, and management of legacy rules (rules designed
to detect older threats, software, or systems).
Coverage. The topic of ruleset evaluation that featured the most
is the aspect of coverage. Out of all participants, 15 agree that cov-
erage is a primary factor of ruleset quality. The type of coverage
different organizations strive for, however, does differ, and can be
generally split up into two broad categories: “overall threat cover-
age” and “threat coverage for a specific environment”. The majority
of the organizations adhere to the latter category, while only Org1
and Org5 explicitly strive for larger overall threat coverage. An
interesting case is Org3, where P9 states that, ideally, a client’s
entire environment threat landscape be covered, but clients of Org3
themselves find such coverage unnecessary and are satisfied with
more moderate monitoring.
Legacy rules. There also seems to be some overlap between this
philosophy on threat coverage and the way organizations deal with
“legacy” rules. These are rules that, for instance, detect older threats,
old versions of software, or rules that simply do not trigger any
alerts anymore. This is not to say, however, that such rules are
considered “bad”. These are simply rules that are potentially no
longer relevant for a specific detection environment.

Five of the seven organizations that aim for threat coverage of a
specific environment remove these legacy rules from operation if
the client network no longer expressly requires it (e.g., all instances
of a certain software are updated to a newer version). Management
of legacy rules brings with it different costs that the organization
can incur, one of which is the traffic processing costs in case legacy
rules remain in the ruleset indefinitely, which will be touched upon
later in this section. On the other hand, removing legacy rules
may incur higher costs to the organization. These rules would
have to be individually and manually assessed before deciding on
whether to keep or remove them. This means that the larger a
ruleset grows, the larger the cost will be that an organization will
incur when performing this manual work. This could explain why
the aforementioned five organizations are able to easily remove
superfluous legacy rules: the environment-specific rulesets that
they create are smaller and, therefore, more manageable.
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The rest of the organizations choose to keep these legacy rules in
place if the threat is deemed severe enough, lest they miss a security
incident in the future due to the removal of that rule. Org4 presents
an interesting case here, where they balance between providing
environment-specific threat coverage and coverage of more severe
threats that might not be as relevant to a network anymore. In
general, it also seems that the size of the ruleset employed by
organizations is not a determining factor when it comes to ruleset
quality. Each organization operates with rulesets of different sizes,
and their network monitoring services have been calibrated to work
efficiently with the rulesets of that size; none have indicated desire
for a different type of ruleset than they already use. The SOC teams
in the organizations have calibrated their processes to the types
of services that they offer. For instance, P8 says of Org3 that the
analysts are capable of processing around 300 alerts per day, which
is almost exactly what the SOC receives from the client networks
using only a commercial ruleset for threat coverage. Adding more
rules to increase coverage will likely not add any benefit for clients,
and may in fact be detrimental to overall security, since the analysts
will then become overburdened.
Volume and resource intensity. On a ruleset-wide level, resource
intensity is primarily influenced by the number of rules contained
within the ruleset. As was the case for the resource intensity of
individual rules, a ruleset’s resource intensity does not seem to be
a major issue for most of the organizations. “There’s a correlation,
obviously, between a hundred thousand rules vs. one thousand rules in
terms of performance. Now, I can have a thousand poorly performing
rules that perform worse than a hundred thousand good rules, so
you can’t say there’s a causation there [...]. But if you start talking
about engine specifics and how it’s doing everything from the multi-
pattern matching to the actual rule inspection, [...] all that makes a
difference, so volume doesn’t really factor into it as much,” explains
P10. However, Org6 and Org8 do explicitly acknowledge the point,
the reason being that both organizations monitor networks where
the data rate can reach 100 Gbps. At these high rates, the network
sensors used by organizations can easily be overwhelmed if every
packet has to be tested against a ruleset that is much too large. Other
organizations do not monitor networks or network segments that
generate that much traffic, or simply operate with a single ruleset
that is maintained small enough that throughput degradation due
to volume will never be an issue.

4.4 Collaboration
When asked about the way they worked together with immedi-
ate peers to achieve their workflow objectives, participants spoke
mostly about twomain elements: clients and peers. Client input/feed-
back was a theme that featured most often and consistently across
all the interviews. Some respondents came up with informal exam-
ples of interactions, such as “it’s a good change that you’ve done”
(P16) and “yeah, why didn’t you put these rules into production?”
(P17), while the others described a detailed setup communication
mechanism on case-by-case basis: “For instance, we have an entire
email inbox set up for end users [...] to email us directly and say, hey,
there’s something weird either going on my computer or something I
received in an email. Do you mind checking it?” (P11).

In terms of processes, client input is seen as necessary early
on, during on-boarding (as reported in [18]) to familiarize with
client systems, and also to fine-tune specific rules. Responding to
needs extends to when clients are reacting to specific developments
reported by news sources, e.g., “you’ll see the news reports, whatever
hits the news, all clients come in [and say] ‘oh, do you have coverage for
SolarWinds?”’ (P10), and changes in the business environment, e.g.,
“the government decides what we have to do” (P14). Although there
may be these inputs to the on-boarding and management of rules,
generally engaging with clients constructively, it can nonetheless
swing between imploring the client to “trust us and let us do our
thing. We’ll show you the summaries of what we’ve done” (P13), and
having client representatives equally versed in the technology who
might be “a really up-to-date security officer, or maybe a network
engineer who is curious if we cover [a particular threat] too” (P12).
Although Onwubiko et al. [18] also mention the importance of the
client perspective, their work makes no specific mention of client
input regarding the desired threat coverage.

The second element, collaboration with peers during rule design,
development, and evaluation, is essential to safeguard the flexible,
tailored approach that we have mentioned in the previous sections.
“We usually don’t have an issue working together. To be honest, it’s the
opposite - it’s actually working together has got us through situations
[where] we had no idea what to do” (P16). Respondents from different
organizations describe having agile protocols in place to execute the
“four eyes” principle[10] and to resolve issues within the team, as
well as possibilities to solicit external expertise. Trust and freedom
to both ask for clarification and to implement the solutions deemed
necessary are commonplace. “There’s a mutual trust between us as
coworkers that you know what you’re doing; and if you didn’t, then
you should have asked” (P3). Specialist expertise can be solicited
through various means: workshops, chat groups, collaboration with
colleagues from the other teams, industry-specific circles of trust,
as well as through conducting own research. Time and capacity
restrictions influence collaboration in different ways: prioritizing
threats (“Yes, so our first line does the initial filtering [...] So that goes
from 300 alerts to five that go to my line and my colleague” (P8)), and
prioritizing analyst work-life balance (“I want to say we will turn
off the rule if it goes haywire, doesn’t let us sleep at night" (P17)). A
notable improvement point is calling for even broader collaboration
within the industry and security community: “so if you have the
second, third, thousandth opinion from a number of researchers and
security professionals around the world working on different rules, that
is very very useful. So I’m a big fan of these standardized languages
for rules. And I think more people should use them in the industry”
(P16).

4.5 Improvement points
In general, we could not identify a common issue for the respon-
dents. When specifically asked about the possible points for im-
provement, participants related mainly to different organizational
aspects, in turn reflecting the diversity of their work processes.
The improvement mentioned most often was better documentation
of the different aspects of the rules (6 out of 17 interviews), such
as actions that have been taken in the past or history of changes.
Platforms or tools to systematize and access this information were
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mentioned as another desired improvement point: “You don’t have,
like, one dashboard that says: this is what’s happening right now, and
these people should be cleaning up their rules” (P6).

Other suggestions varied greatly and included better-organized
client feedback loop, introducing an asynchronous aspect into peer
review, better flow between deployment and testing, better quality
of the rulesets, better and more testing, and more integrity checks.
Automation was mentioned two times as an improvement com-
ponent: automation of some “boring” processes, as well as extra
quality assurance in an automated fashion to be able to employ
more part-timers (i.e., a solution to a possible problem rather than
a current one). This is mirrored in existing work [31]. As for the
areas that could become better, one participant mentioned broader
research to maintain detection quality, and another stressed the
importance of keeping up with the current trends: “[...] you start
basing it on techniques and tactics and procedures that attackers use,
[...], so it goes more from an artifact-based approach to behavior-based
approach. And from that, I guess, you could move into even more, say,
non-standard territory: statistical models and baselining; and you
start going into data science and artificial intelligence stuff, right. So
that’s probably what, I would say, is an improvement that needs to
happen across the board” (P16).

Perhaps indicative of the optimized nature of SOCs is the diver-
sity in the desired improvement points within SOCs. Participants
seem generally satisfied with internal processes; there is no single
shortcoming that is severe enough for all participants to point out
and that needs immediate fixing. As systems become more opti-
mized to specific work processes, they also introduce fragility into
the system, as any change will upset the delicate balance necessary
for all workflow optimizations to function properly. This is exem-
plified by an occurrence at Org1, where the addition of a SIEM tool
to their existing pipeline that was meant to lighten SOC workload
actually overloaded analysts by tasking them with using a tool they
were unfamiliar with.

5 DISCUSSION
Many factors are considered in decisions around the use of rules
in NIDS and NIPS systems. These are weighed against each other
on a continuous basis in order to optimize the management of
potential intrusion events. This phenomenon has been explored
elsewhere [24] but only through construction of a conceptual SOC
model representing analyst expertise and alert triage times, rather
than direct empirical data gathered from practice (though the re-
quirement to ‘trade off’ aspects against each other is highlighted).
Many proposed solutions aim to optimize network monitoring and
response workflows at a higher level (e.g., after the SIEM layer [3]),
taking the inefficiencies of lower-level components (e.g., NIDS rule-
sets) as a given and immutable. Our results demonstrate that such
inefficiencies are not immutable at all, as it is the proper balancing
of the aforementioned factors that determines the quality of threat
detection and SOC effectiveness. Through the balancing of these
factors and trade-offs at a lower level, SOCs can significantly reduce
the impact of such low-quality information on the higher levels.

5.1 Creating quality rules and rulesets
A recurring theme during our interviews with practitioners was
the importance of using good rules, since that is what provides
the SOC with security information and allows them to respond
accordingly to threats. Creation, acquisition, and management of
rules allow a SOC to both detect incidents and have the capacity
to meaningfully respond to the incidents, supporting the detecting-
responding alignment [27].

Kokulu et al. [15] investigate challenges surrounding the scala-
bility of SOC operations, referring to “complexity and the difficulty
of integrating new technology” into a SOC as the singular issue
regarding scalability. Furthermore, while prior work has identified
trade-offs made by SOCs during rule management, network moni-
toring, and incident response, they are limited to balancing false
positives and false negatives [15], and trade-offs revolving around
monetary costs of SOC analysts [24]. In this work we identify nu-
merous additional aspects within SOC operations that are weighed
and balanced against each other to effectively operate a SOC. Ad-
ditionally, we also find that the structure and content of rules are
determined not only by the rule design itself, but also by the exter-
nalities created by the characteristics and workflows of SOC teams.
By examining these characteristics at the lower level of NIDS rules,
we are adding to the understanding of how management practices
and security practices influence each other.

In order to write good rules and create effective rulesets, a com-
bination of experience and understanding is needed in order to
find an appropriate balance between the multiple critical factors
that influence rule and ruleset quality. The critical factors that were
mentioned by participants are (1) specificity, (2) number of alerts
and false positives, and (3) coverage. These separate factors are of-
ten interlinked, and so by altering one factor, another factor will be
affected by that change, perhaps detrimentally. Choices about how
to balance these factors are reflected in the security processes and
approach of each organization. This indicates that balancing these
factors is a non-trivial task that varies per environment. Such tasks
thus require a significant degree of familiarity with the respective
environment and its (human and computerized) components to
make an appropriate decision. A particular configuration of these
factors might work for one SOC, but possibly overwhelm another.
This can also influence how new technologies are implemented
into existing workflows, and their potential effectiveness within its
respective environment. Slight differences in resource and work-
load capacity between SOCs can result in wildly distinct outcomes.

Specificity. Specificity in a rule interacts with all other rule man-
agement factors; increasing a rule’s specificity to a threat makes it
less prone to false positives, but also inherently decreases the threat
coverage provided by the rule. In turn, this requires a larger volume
of distinct rules to provide broad coverage. This is balanced against
having more general rules, which, although they may increase the
threat coverage to detect, e.g., variations of the same exploit or
malware, it will also potentially cause the rule to produce more
false positives.

The general consensus among our participants is that it is more
desirable to have specific rules than generic rules, in order not to
overwhelm the SOC – and the analyst team – with false positives. A
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study analyzing SOC and rule update logs found the same pattern:
a general trend towards making rules more specific [35]. This may
also explain why commercial rules are regarded as less than ideal
by our interviewees, and why multiple organizations complement
commercial rulesets with their own in-house ruleset, or choose not
to use such rulesets at all.

Alerts and false positives. All participants remarked that mini-
mizing alert floods and false positives is an objective to strive for.
This ties into the previous point on specificity, which can reduce the
risk of both. There are instances, however, when a larger amount
of false positives is tolerated, namely when the severity of a threat
is deemed high enough, or after the emergence of a new threat for
which no coverage or understanding yet exists. Due to their time-
sensitive nature, such pressing circumstances thus force detection
to rely on underspecified rules that also trigger on benign events.

In the case of Org2, for instance, work processes are calibrated
to instances where the used commercial ruleset works as intended
(i.e., no floods or excessive false positives). During instances where
it does not, the SOC disables the infringing rules, thereby reducing
false positives and workload on the SOC, sacrificing threat coverage
in the process.

Coverage. In Section 4 we explained how organizations deal with
threat coverage in distinct ways, which can depend on the type
of service that they provide to clients. One of the decisions an
organization needs to make is whether to optimize for overall threat
coverage, or to optimize threat coverage for a specific environment.

Among our participants, two particular themes emerged: firstly,
retaining rules that rarely triggered but were seen as important
to keep just in case, because the impacts associated with a true
positive or incident absolutely had to be avoided. This relates to a
concern of potential ‘Black Swan’-style risks [33] (low probability
but high impact). This also relates to non-trivial decisions about
the retention of legacy rules.

Second was a phenomenon similar to the ‘benign triggers’ ob-
served by Alahmadi et al. [3], where in essence, a rule was triggered
which analysts had already determined a response for, i.e., action
had already been taken prior to the alert and there was seen to be no
need to be told about it again. A simple example is network policy
rules that are tolerated due to client-specific use cases. Persistent
triggering of such a rule was then because the rule had not been
refined, seemingly because it was not seen as worthwhile to do so,
and the fact that the rule still works as intended and, therefore, still
provides the threat coverage it was designed for. While tolerated,
such benign triggers can potentially provide additional information
about a potential security incident in the future.

5.1.1 Internal and external feedback loops. The interviews tell us
that there is no strictly-defined feedback loop for quality in terms
of threat detection on an organizational level, and that rule man-
agement relies in part on the intuition of the analyst. Analysts rely
on their intuition to make appropriate decisions. Since experienced
analysts perform better than more novice peers [24], this indicates
that a feedback loop exists for the fine-tuning of this intuition. De-
cisions regarding network incident monitoring and response are

very context-dependent, and analysts state that the process for de-
veloping this intuition consists of investigating and analyzing alerts
and security incidents within the contexts of different networks
and organizations. This iterative fine-tuning of analyst intuition is
critical for the proper functioning of a SOC, since determining the
value and validity of a rule is not a straightforward task.

In many cases, the only indications of rule quality are the number
of alerts a rule generates (i.e., whether it floods the SOC with alerts),
and the number of false positives it produces. This must be consid-
ered alongside the analysts’ understanding of the threat(s) related
to the events, and to what extent it is believed that those threats
relate to the organization; this is reflected in analysts’ proactive
searching for emerging threats, which are then considered against
the knowledge of the organization/client network and vulnerable
systems.

All organizations that create their own rules test these rules
on real network traffic before pushing them to the production
environment in their clients’ networks. Testing yields an indication
of rule quality. Only when true positive detections arrive at the SOC
and analysts compare that to the number of false positives, can they
truly determine whether the rule is of high quality. The proactive
‘horizon scanning’ for new threats is an effort to compensate for
this, i.e., to avoid a false negative – a successful attack – being the
moment when a threat is discovered. Among our participants, there
was a perception of being successful at catching all possible threats,
which indicates that they are working effectively and protecting
their organizations/clients. This does mean, however, that there
rarely is a feedback loop of false negatives (breaches) back into
the detection process, and in turn, a lack of experience with false
negatives. Detection capabilities then evolve based on a mixture of
incidents ‘elsewhere’ that are communicated out in the professional
community or via news, as well as the aforementioned ‘horizon
scanning’ for new threats, and problem-solving as to how those
threats may relate to managed environments. The feedback loop
consists of targeted rule edits and additions to provide coverage for
the threat(s) that contributed to the breach. Since there is no way
for the SOC to know when an incident will be missed, this is the
only action SOCs can take for rule management.

Prior work [34] has studied this ‘horizon scanning’ and the use
of publicly available data in the creation of rules. While this falls
out of scope for this work, future work could further examine how
reliance on this data affects SOC workflows and eventual network
security, especially since analysts have stated that such open-source
threat research is integral to the creation of in-house rules.

5.1.2 External rulesets. Our participants regarded commercial rule-
sets as akin to ‘starter packs’. Whether these rulesets are useful
for the organization or not depends on the manner in which they
provide their security services. Akin to the concerns about rare,
high-impact events, external rulesets were regarded as useful for
standard threat landscape coverage, containing the low-hanging
fruit of threats that smaller teams of rule developers and analysts
cannot create themselves due to time and resource constraints.
Additionally, since they were unanimously regarded as “noisy,” or-
ganizations need to have the technology and resources to be able
to manage all the noise that they create. There is then a negative
externality created by these external rulesets – their intention is to
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provide broad and comprehensive coverage, as a signal to customers
of the quality of their rulesets as a product. However, this does not
consider the amount of ‘noise’ they generate for those using the
rulesets, who must then choose whether to selectively switch off
or abandon the rules, as the cost of fine-tuning each rule to be less
noisy was regarded as simply too great by our participants.

5.1.3 Intrusion detection vs prevention. Through the interviews, we
also discovered that rule quality assessment differs depending on
the type of system that is being used. Three of the nine organizations
considered in this study operate an NIPS, or have done so in the
recent past, and all state false positives as the greatest concern in
this context, since traffic is immediately dropped. Consequently,
the balance between making a rule specific or generic tilts more
towards making rules specific, in order to reduce the risk of false
positives. The fact that false positives remain a major concern is
a strong indicator of why most organizations opt for an NIDS.
Client business continuity is a top priority for all organizations,
which is why even Org5 uses a hybrid NIDS/NIPS where most rules
drop traffic, while some rules that are prone to false positives are
modified to only produce alerts when triggered, instead of dropping
the infringing packet.

The case of NIPSs dropping packets directly after triggering a
rule highlights the importance of start-of-pipe improvements (see
Figure 2). Taking such drastic action beforehand, and attempting
to correct the issue in the SOC afterwards is effective for neither
the SOC nor the client, since the consequences of such misconfigu-
rations have already carried out their effect on the client network,
potentially, business continuity.

5.2 Wider implications
From the interviews, we can ascertain that all organizations seem
to be satisfied with how their network monitoring processes are set
up. No participant suggests that additional resources are necessary
to improve internal processes.

Where Kokulu et al. [15] mention that SOCs have insufficient
budget to accommodate, e.g., one-off costs such as travel, here we
find our participants in general agreement that they have sufficient
budget to operate their SOC and, crucially, to meet the needs of
their clients. This, however, may be a consequence of action to limit
‘floods’ of false positives or ‘noise’ created by general (external)
rules, so that alerts are manageable within the workload of the
analysts. It is possible that budget issues are not reported because
SOCs are matching their workload to their work capacity.

Current literature claims that signature-based NIDSs are becom-
ing more antiquated by the day [7, 36], and should therefore be
replaced by ML-based systems. However, ML-based are often posi-
tioned as being a solution much later in the process of protecting a
network; here we see that the rules used to first detect events must
be mastered, and that ML-based systems cannot necessarily build a
picture of the system in retrospect so late in the process. ML-based
systems are not unaffected by the problem of false positives [3].

It is also often claimed that signature-based NIDSs cannot keep
up with the fast evolution of the threat landscape, are unsuitable
for the detection of new threats, and can therefore create security
risks for the organization that employs such systems. Not a single

participant mentions this as a potential drawback of their signature-
based systems. Even Org7, which is actively and explicitly investing
and focusing on machine learning-based approach, nevertheless
finds most clients subscribing to the signature-based service, and
tends to use their ML approach in environments that are more
standardized, such as point of sale systems.

However,MLwas seen as having a potential role in the protection
of systems, and it holds the promise of reducing the alert volume
to be investigated. Moreover, explainability of alerts is mentioned
by Alahmadi et al. as crucial for the efficient functioning of a SOC,
and current implementation of AI and ML models largely remain
opaque [3], meaning that issues regarding explainability will only
get amplified in case of the implementation of these systems.

5.3 Recommendations
From this study we have identified a preliminary set of recommen-
dations:

Rule specificity and reduction of false positives. Consistent
with findings from Agyepong et al. [1], yet contrary to the work by
Kokulu et al. [15], we find that false positives are a major concern
for SOC teams, primarily due to workload issues. SOCs often take
false positives as an indication that a rule needs to be made more
specific to the threat it is trying to detect. Therefore, a straightfor-
ward recommendation is to make rules more targeted and specific.
Ideally, though, this adjustment should be assessed on an individual
basis. From our interviews, we learned that false positives are often
tolerated to some extent if the threat being detected is novel or se-
vere enough. This indicates that driving down false positives, while
an important aspect of SOCmanagement, is not a cure-all. As stated
in our Results, making a rule more specific will also reduce threat
coverage, and thereby also losing information about any potential
malicious traffic inside a network. And as explained by P6, generic
rules are more useful in cases where there is a preponderance of
similar malware that can be easily covered by a single rule.

Still, reducing the amount of false positives a rule generates will
make the rule more reliable, and subsequent alerts generated by that
rule more trustworthy and actionable, thereby also reducing the
potential workload for SOC analysts. Proposed solutions to current
workload issues include ML systems that are designed to provide
analysts with actionable tasks by filtering out false positive noise
from already inherently noisy alerts [3]. Even though addressing
the issues of false positives at the end-of-pipe stage may improve
workload difficulties for a SOC, this is treating the symptom and
not the cause. Furthermore, attempting to improve workflows by
adding additional technologies to the network monitoring pipeline
may very well upset the delicate balance within a SOC, since our
participants indicated that they were generally satisfied with their
workflows, and comfortable with using the tools that they are cur-
rently familiar with.

Feedback loops. Just as it is labor-intensive to create a large col-
lection of specific rules to catch all variations in a malware family,
so, too, is it to build every single exception into rules to filter out
every potential false positive. This is in contrast to our finding
regarding making rules more specific and is an important counter
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to an unquestioning implementation of such a policy: specificity is
a goal to strive for, but it is too effortful to write specific exceptions
for every corner case. This all depends on the rule, the threat, and
the situation itself, meaning that there is no magic bullet that will
work for every case. What is clear is that if a SOC wants to increase
the quality of the rules, one way to accomplish that goal is to have
much more feedback from the detection process in the rule devel-
opment process. In practice, this feedback is very limited, often
only occurring in cases of (false positive) floods. Including more
feedback from additional steps in the rule evaluation processes,
such as a rule’s testing phase, or when rules stop producing alerts,
can yield analysts with valuable information regarding rule qual-
ity. Additionally, proactively implementing discoveries within the
wider security community is a process that needs to be exploited
further.

Creation of quality rulesmainly relies on analyst intuition, which,
in turn, can be developed bymeans of these feedback loops. Through
the inclusion of novice analysts to a greater extent within these
feedback loops, organizations can help cultivate such necessary
level of experience.

Document intuition and tacit knowledge. Finally, another fac-
tor closely related to aspects of internal collaboration is the aspect
of tacit knowledge, something also identified in work by Agyepong
et al. [1], where they recommend the creation of playbooks and
distribution of documentation about SOC processes that less expe-
rienced analysts can draw knowledge from. In addition to this, we
recommend the setting up of well-defined systems of collaboration
within teams using rulesets (whether they are within a SOC or else-
where), such as developing rules in a pair programming fashion,
or under the four eyes principle [10], and peer review sessions of
developed rules. This will allow for a more fluent exchange of tacit
knowledge frommore experienced analysts to the more junior ones,
leading to more effective use of rulesets.

6 CONCLUSION
In this paper we aimed to shed light upon the processes that sur-
round the development and acquisition of rules for network detec-
tion. We found that there are a number of critical factors, such as
rule specificity and total number of alerts and false positives, that
dictate the manner in which rules are managed, and that there was
significant consensus regarding the importance of these factors
when they are used to determine the quality of rules and rulesets.
These factors are weighed against each other in different ways
by different organizations and carefully calibrated to the organi-
zation’s network monitoring practices. Previous work has aimed
at improving SOC effectiveness through different means, many of
which fail to take the aforementioned factors into account, instead
opting for solutions that make SOC data easier to deal with by
automatically filtering out noise. We argue that such solutions are
sub-optimal, and we presented a number of concrete recommenda-
tions that address these factors at the earlier stages of the network
monitoring and incident response pipeline. With this, we propose
a path forward that aims not to treat the symptoms, but to address
a root cause of potential SOC ineffectiveness while leveraging a
SOC’s current resources and technologies.
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APPENDIX 1: INTERVIEW STUDY PROTOCOL
1) Welcome
2) Short overview of the study
3) Explanation of the interview
4) Informed consent

5) Start interview
6) Debriefing

APPENDIX 2: INTERVIEW QUESTIONS
Workflows

1) Could you describe to me your workflow? a. Probe about
routine and non-routine tasks

2) What do you see as the main objectives of your work? a.
Probe on incentives that they have to reach this objective

3) Can you walk me through the process of the acquiring, cre-
ating, changing, and deactivating rules? a. Probe on when a
rule is added into the sensor b. Probe on all the testing that
is done before rules are added into the sensor

4) How many rules do you investigate every day? a. Probe on
how they perceive this task (creative / procedure / workload)
b. Do you have any tasks that you don’t have enough time
for? c. Probe rule evaluation

Management
5) How do you work together with other colleagues on making

or changing rules? a. Probe on working together or separa-
tion of tasks in specific client’s rulesets? b. Probe if they ever
had a disagreement on certain rules

6) How do you seek additional information in order to assess a
rule? a. Probe on who they asked, what advice they received.
b. What kind data they were looking for.

7) Did someone ever follow up with you after you made or
changed a rule?

8) In your experience, what is the most severe thing that could
go wrong with the rulesets you are using? a. Probe on fear
of FN b. What are potential consequences of a ruleset that
isn’t functioning properly c. Probe on the amount of risk
that they perceive on missing TP d. Probe on the amount of
FP and their perception and definition of a FP e. Probe on
how likely they think consequences might happen

9) Have there been made any mistakes while adapting rulesets?
a. Probe on how this came to light.

10) What procedures does the organization have on making or
changing rules?

11) Who is responsible for the quality of the rules? a. Probe on
differences between the responsibility of individual, senior,
manager.

12) How is a client involved in the creation of rules? a. Probe on
relationship with clients

13) Can you give an example of feedback that you received from
clients?

14) In your opinion, what could be improved in the management
of rules?

Objectives
15) In your opinion, what is a good ruleset? a. Probe on the

influence of the volume of a ruleset
16) How do you optimize a ruleset as a whole?
17) What is the best ruleset that is achievable in practice?
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Evaluating Rules
18) Can you walk me through the process on how you determine

whether a rule is good or bad?
19) Can you give an example of a good rule? a. Probe on why

this is a good rule
20) Can you give an example of a bad rule? a. Probe on why this

is a bad rule
21) Which data do you use for evaluating rules? a. Probe on

what they think is the most important data
22) Is there additional data that you would like to have?
23) What do you do when you have doubts on a rule?
24) How do you deal with rules that do not or no longer generate

any alerts?
25) Is there anything else you would like to tell me that could

benefit our research?
26) Live evaluation of sample rule #1.
27) How would you evaluate the previous rule if it is known to

have generated 4000 false positive alerts in the last month?
28) Live evaluation of sample rule #2.
29) How would you evaluate the previous rule if it is known to

have generated 20 true positives in last month?
30) Live evaluation of sample rule #3.
31) How would you evaluate the previous rule, taking its per-

formance impact into account, if it generates a single true
positive in a year?

Closing Demographics
32) What is your name?
33) What is your job title?
34) How old are you?
35) What is your educational level?
36) How many years have you been doing this work?
37) Do you know anyone else who we could interview for this

research?

APPENDIX 3: INTERVIEW SAMPLE RULES
Sample rule 1
a l e r t h t t p $HOME_NET any −> $EXTERNAL_NET any (

msg : " ET POLICY Vu ln e r a b l e J ava Ver s i on 1 . 8 . x De t e c t ed " ;
f low : e s t a b l i s h e d , t o _ s e r v e r ;
c on t en t : " J ava / 1 . 8 . 0 _ " ; h t t p _u s e r _ a g en t ;
c on t en t : ! " 2 5 1 " ; w i th in : 3 ; h t t p _u s e r _ a g en t ;
f l ow b i t s : s e t , ET . h t t p . j a v a c l i e n t . v u l n e r a b l e ;
t h r e s h o l d : type l im i t , count 2 , s econds 300 , t r a c k by_s r c ;
metada ta : f o rme r_ c a t ego ry POLICY ;
r e f e r e n c e : u r l ,www. o r a c l e . com / technetwork / j a v a / j a v a s e / 8 u− r e l n o t e s

↩→ −2225394 . html ;
c l a s s t y p e : bad−unknown ;
s i d : 2 0 1 9 4 0 1 ;
rev : 3 0 ;
metada ta : a f f e c t e d _ p r o d u c t Java , a t t a c k _ t a r g e t C l i en t _Endpo in t ,

↩→ deployment Pe r ime te r , deployment I n t e r n a l ,
↩→ s i g n a t u r e _ s e v e r i t y I n f o rma t i on a l , c r e a t e d _ a t 2014 _10_15 ,
↩→ per fo rmance_ impac t Low , upda t ed_a t 2020 _04_27 ;

)

Sample rule 2
a l e r t t cp $HOME_NET any −> any any (

msg : " ET EXPLOIT P o s s i b l e OpenSSL ? Hea r tB l e ed ? Large Hear tBea t ?
↩→ Response ( C l i e n t I n i t Vuln S e r v e r ) " ;

f low : e s t a b l i s h e d , t o _ c l i e n t ;
c on t en t : " | 1 8 0 3 | " ; depth : 2 ; b y t e _ t e s t : 1 , < , 4 , 2 ;
f l ow b i t s : i s s e t , ET .HB . Reques t . CI ;
f l ow b i t s : i s n o t s e t , ET .HB . Response . CI ;
f l ow b i t s : s e t , ET .HB . Response . CI ;
f l ow b i t s : unset , ET .HB . Reques t . CI ;
b y t e _ t e s t : 2 , > , 1 5 0 , 3 ;
t h r e s h o l d : type l im i t , t r a c k by_src , count 1 , s econds 1 2 0 ;
metada ta : f o rme r_ c a t ego ry CURRENT_EVENTS ;
r e f e r e n c e : cve , 2 0 1 4 − 0 1 6 0 ;
r e f e r e n c e : u r l , b l og . i n l i n i a c . ne t / 2 0 1 4 / 0 4 / 0 8 / d e t e c t i n g − opens s l −

↩→ hea r t b l e e d −with − s u r i c a t a / ;
r e f e r e n c e : u r l , h e a r t b l e e d . com / ;
r e f e r e n c e : u r l , b l og . fox − i t . com / 2 0 1 4 / 0 4 / 0 8 / opens s l − he a r t b l e e d −bug−

↩→ l i v e − b log / ;
c l a s s t y p e : bad−unknown ;
s i d : 2 0 1 8 3 7 7 ;
rev : 4 ;
metada ta : c r e a t e d _ a t 2014 _04_09 , upda t ed_a t 2014 _04_09 ;

)

Sample rule 3
a l e r t h t t p $HOME_NET any −> $EXTERNAL_NET any ( msg : " ET TROJAN [

↩→ PT s e cu r i t y ] Tinba ( Banking Tro jan ) Check− i n " ;
f low : e s t a b l i s h e d , t o _ s e r v e r ;
c on t en t : ! " R e f e r e r | 3 a | " ;
h t t p _heade r ;
c on t en t : " | 0 d0a0d0a | " ;
depth : 2 0 0 0 ;
b y t e _ e x t r a c t : 2 , 0 , byte0 , r e l a t i v e ;
b y t e _ e x t r a c t : 2 , 0 , byte1 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte1 , 6 , r e l a t i v e ;
b y t e _ t e s t : 2 , ! = , byte1 , 7 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte1 , 1 0 , r e l a t i v e ;
b y t e _ t e s t : 2 , ! = , byte1 , 1 1 , r e l a t i v e ;
b y t e _ t e s t : 2 , ! = , byte1 , 2 3 , r e l a t i v e ;
b y t e _ t e s t : 2 , ! = , byte0 , 2 5 , r e l a t i v e ;
b y t e _ t e s t : 2 , ! = , byte1 , 2 7 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte0 , 4 0 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte1 , 4 2 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte0 , 4 4 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte1 , 4 6 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte0 , 4 8 , r e l a t i v e ;
b y t e _ t e s t : 2 , = , byte1 , 5 0 , r e l a t i v e ;
c on t en t : ! " | 0 0 0 0 | " ; depth : 3 0 ; h t t p _ c l i e n t _ b o d y ;
c on t en t : " | 0 0 0 0 | " ; o f f s e t : 3 4 ; depth : 2 ; h t t p _ c l i e n t _ b o d y ;

↩→ f a s t _ p a t t e r n ;
c on t en t : " | 0 0 0 0 | " ; d i s t a n c e : 2 ; w i th in : 2 ; h t t p _ c l i e n t _ b o d y ;
c on t en t : " | 0 0 0 0 | " ; d i s t a n c e : 2 ; w i th in : 2 ; h t t p _ c l i e n t _ b o d y ;
metada ta : f o rme r_ c a t ego ry TROJAN ;
r e f e r e n c e : md5 , b e 3 1 2 f d b 9 4 f 3 a 3 c 7 8 3 3 3 2 e a 9 1 e f 0 0 e bd ;
c l a s s t y p e : t r o j a n − a c t i v i t y ;
s i d : 1 0 0 0 3 4 3 3 ;
rev : 1 ;
metada ta : a f f e c t e d _ p r o d u c t

↩→ Windows_XP_Vis ta_7_8_10_Server_32_64_Bi t , a t t a c k _ t a r g e t
↩→ Cl i en t _Endpo in t , deployment Pe r ime te r , t ag Banker ,
↩→ s i g n a t u r e _ s e v e r i t y Major , c r e a t e d _ a t 2018 _08_07 ,
↩→ malware_ fami ly Tinba , pe r fo rmance_ impac t High ;

)
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