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Abstract

Junction flow denotes the fluid phenomenon where the flow on a flat surface encounters a
protuberance. This type of flow, which is highly three-dimensional, turbulent and unsteady,
usually leads to the generation of a Horseshoe vortex at the obstacle’s leading edge. Existing
extensive experimental and numerical studies focus on the inception of such vortex, as it
exhibits a bi-stable behaviour which persists downstream in the vortex legs. In a practical
situation such as wing-fuselage juncture, the created vortex interacts with the flow around
the aircraft. Consequently, the interference drag increases and the wake can reduce the
effectiveness of the stabilizers. To tackle these effects, control devices are implemented to
alleviate the strength of the vortex, being leading edge fairing the most widely used device.

In this research project the junction flow is subjected to the influence of different control
devices: leading edge fairing, vortex generators and the novel antifairing are tested. The flow
field is captured with the state-of-the-art large-scale tomographic PTV technique. The aim
of this project is to characterize the vortical structures associated with each passive control
device.

The time-averaged flow field results show the fairing is the most efficient device in reducing the
presence of the Horseshoe vortex, but it is also the one which contaminates a larger wake area
with the vortex wake. The vortex generators are the worst performer both in the mitigation
of the vortex and the turbulence level in the wake. Nevertheless, the performance of such
control devices highly depends on the location of the vortex generators. Thus, it is speculated
that an optimal position exists which can yield better results. The antifairing shows minimal
differences in the velocity field and the vortical structures compared with the reference case,
but with a slightly lower turbulence level.

An auxiliary experiment with stereoscopic PIV is performed to the wake of the junction,
in which the momentum deficit, a good indicator of the drag, is calculated for the different
configurations. The leading edge fairing shows minimal drag reduction associated with the
HSV of just about 1-2%. The VG once again have proven not being very effective with an
increment of 4%. A reduction of more than 15% is measured for the antifairing case. Although
the associated flow topology assimilates to the reference case.

This study investigates the HSV system around the junction as a volume. In comparison with
most of the previous experimental studies on the subject, performed mostly with planar PIV
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and limited to just a few planes, the volumetric measurement can deliver more information
with a single measurement. Therefore, it can better define the flow topology and vortical
features and facilitate the understanding of the control devices working mechanisms.
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Chapter 1

Introduction

Junction flow is a common fluid dynamic phenomenon which can be found in numerous
engineering applications. It occurs immersed in a flow where a protrusion is placed on a flat
surface. Besides, the outcome of its presence also affects the performance of the engineering
design.

Some of the common applications where junction flow is encountered are bridge foundation
pier and attachment between wing and fuselage of aircraft. In the first case, the riverbed of
the pier deteriorates from the continue scouring motion of vortices generated in the junction
area. As a result, more portion of the pier is exposed and could lead to catastrophic failure
if left unattended. According to Shukri (2017), scour is a potential cause for up to 60% of
bridge failure in the United States. On the other hand, the highly turbulent nature of the
junction flow causes additional interference drag to aircraft. Additionally, the unsteadiness
of such flow is responsible of a reduction in aircraft stability as well.

Surface roller

Figure 1.2: Oil flow visualization of DLR
Figure 1.1: Flow and scour pattern of a F6 model at wing-fuselage junction (Rudnik
cylinder pier (Melville and Coleman, 2000). et al., 2009).

Besides, the turbulent flow also enhances the heat transfer rate, for this reason it is becoming
more noticed in the field of microelectronics. Because electronic modules are every time more
compact but become susceptible to heating, whilst traditional heat sink for cooling is no
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longer an optimum solution in this micro-system. Hence, cooling system by direct blowing
the components is essentially a junction flow.

Because of the large number of applications where junction flow is involved, such kind of flow
has been studied extensively in the last few decades. Up to today, this topic is still being
investigated to further understand the working mechanisms of junction flows and to learn
how to control them.

1.1 Junction Flow

The interest toward junction flow is related to its complexity. In normal conditions, the
flow on a flat plate can be simplified as two dimensional. However, when a protuberance is
placed on the plate, the velocity field around the object becomes highly three dimensional.
In the upstream position of the junction, the boundary layer undergoes a three dimensional
separation due to the strong adverse pressure gradient at the union point.

When separation occurs, the shear layer rolls up to form a vortex at the base of the obstacle.
In combination with the incoming flow, the vortex is swept down. The shape of the vortex
view from above assimilates to a horseshoe, hence it is often called horseshoe vortex(HSV)
(Baker, 1978b). According to Bradshaw (1987), the HSV is classified as secondary flow of the
first kind by Prandtl’s theory. In other words, the vortex is created by the deflection or skew
of the existing vorticity upstream of the wing. Such kind of flow is diffused by turbulent and
viscous stress.

SMALL
SEPARATED

e -~ 9
e v

0T aRcE HORSESHOE
VORTEX
Figure 1.3: Sketch of junction flow (Barber, 1978).

The shape of the horseshoe vortex is shown in figure 1.3. Another feature of junction flow
is a corner separation which occurs at the rear region of the obstacle (marked as separated
zone). The corner vortex is caused by the gradient in Reynold stresses. Stated otherwise, it is
a secondary flow of the second kind in Prandtl’s theory or known as stress-induced secondary
flow, as suggested by Gessner (1973). Compared to skew induced vorticity, stress-induced
flow can only happens in turbulent flows and generally is much weaker.

Although the main separation point is in the corner region (especially in aerodynamic config-
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urations), most studies done so far are focused in the horseshoe vortex which appears at the
upstream section (Gand et al., 2012).

1.1.1 Horseshoe Vortex

The apparition of HSV system can occur in both laminar or turbulent flow. Although the
vortex structure is similar in both cases, the turbulent vortex system is generally simpler, as
concluded by Baker (1978b).

Laminar Horseshoe Vortex The laminar HSV system was first investigated by Schwind
(1962) using smoke visualization technique, but it was Baker (1978b) who studied the case
with quantitative pressure and velocity measurement on a cylinder placed on a flat plate.
In Baker’s finding, he classified the HSV system into three regimes: steady, oscillating and
turbulently unsteady.

Sp2 55:1

o — fa) Six vortices
— D
W/x\c'/c\ E_

S Ayl S, A S, A
.
SP1
| (b) Four vortices
-——:/,’;—ff'—r— ()
& =

—— [ 64 0

S A, ' A,

(]
Q

7{@2 e)Two vortices

S

Figure 1.4: Side view of different Horseshoe vortex systems. The numbers denote the vortex
present in the system; S, the separation saddle point; SP, the stagnation points and A, the
attachment point (Baker, 1978a).

In the steady system at Reynolds number around Re=270, an almost unnoticeable and weak
vortex is formed by the separated flow from the obstacle surface, marked as 0 in figure 1.4.
This vortex is also called as corner vortex. As the Reynolds number increases, a single steady
clock-wise rotating vortex emerges (called vortex 1 in figure 1.4 or main vortex). For higher
freestream velocity, hence Reynolds number, a second pair of vortices appears, also a third if
the velocity is sufficiently high. The reason for the vortices to appear in pairs is due to the
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need of continuity in the velocity gradient. In addition, for a given Reynolds number, the
number of vortex systems varies with the obstacle size.

When the Reynolds number is further increased, at approximately Re=2500, the HSV begins
to oscillate. In this regard, the main vortex closest to the protuberance moves forth and back
in the streamwise direction. The oscillating movement is followed by the other vortices as
well. For even higher velocity, the vortex system appears to be turbulent.

Baker (1992) suggested the apparition of a second or third vortex system is the result of the
primary vortex core instability with increasing Reynolds number. Such instability causes the
vortex to break down into multiple more stable vortices up to a limit of three. The limited
number is due to the lack of space in the confined junction region to house additional vortices.
Hence the entire vortex system becomes unsteady after this point.

Regarding the topology of the presented vortex systems, it was thought in the early stage
that the organization of vortices follows the stair-step mode, see figure 1.5 a. However it was
later updated with further investigations. Note the new arrangement does not substitute the
previous one, instead, one could transition to another under certain conditions. The new
vortex structures were first found by Norman (1972), in which the structures differ slightly
(see figure 1.5 b and c).
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Figure 1.5: Conventional separation saddle point topology for four vortex system (Zhang et al.,
2012).

Nevertheless, new discoveries from Visbal (1991) revealed another topology through his nu-
merical calculations. The results suggest the most upstream separation saddle point is not a
separation, but an attachment saddle point (shown in figure 1.6 a). Other numerical simula~
tions performed by different authors in later years also presented an attachment saddle point
(Hung et al., 1992), as well as in some experimental studies (Coon and Tobak, 1995).

In recent years, Zhang et al. (2012) conducted a measurement with Particle Image Velocime-
try (PIV) technique to further investigate the topology. Two more attachment modes were
discovered and are structurally similar to the ”Jet maze” and ” Alternative” modes found in
separating vortex system (see figure 1.6 b and ¢). Furthermore, the most upstream singular
point is actually a node' rather a saddle point? in flow attaching topology.

To emphasize, Wang et al. (2010) had proven all the aforementioned topologies do not deny

!Singular point where streamlines in the symmetric plane diverge from it.
2Singular point where streamlines in the symmetric plane converge towards it, but diverge in the plane
normal to the streamwise direction.
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Figure 1.6: Attachment node point topology for four vortex system Zhang et al. (2012).

the existence of the others. In his numerical study, he managed to compute the evolution
of laminar HSV which transitions from one type of singular point to another. Years later,
the same results were obtained experimentally by Younis et al. (2014). All these species can
exist, but some of them are rarely seen in reality and only can be reproduced in a limited
range of flow conditions. Nevertheless, all these structures fulfil the Hunt’s (Hunt et al., 1978)
equation for singular topological rule:

(ZN+;ZN’>—<ZS+;ZS’>:0 (11)

The Hunt’s equation, N refers to the number of nodes and foci (vortex cores) and S the
number of saddle point. The prime notation implies the half node or saddle points, meaning
that the streamlines which interact with the singular point are not symmetric in the plane of
symmetry.

The transition from separating singular point to attachment point strongly depends on the
ratio of boundary layer thickness and obstacle width. A higher ratio gives place to the presence
of an attachment node and it transforms to a separation saddle point as the value decreases.
In addition, an attachment point is more likely to occurs in a blunter model, as stated in the
study of Hu et al. (2015).

Turbulent Horseshoe Vortex In the investigation of Baker (1978b), he also studied quali-
tatively the turbulent HSV flow with oil-flow visualization. With this technique, the averaged
flow field was captured, shown in figure 1.7. The flow upstream of the protuberance first
encounters a primary saddle point or point of flow separation. A second (secondary) saddle
point can be distinguished downstream of it. In between the saddles points, an attachment
point must take place, otherwise the flow cannot separate a second time. The separation and
reattachment of the flow around the cylinder can be recognised by the lines that run through
the saddle points. Additionally, the flow immediate to the leading edge of the obstacle sep-
arates and reattaches close to the floor, marked as Ag in the figure. As a result, it creates

a corner vortex. The proposed topology is similar to the four vortex system in the laminar
HSV.

Later on, Devenport and Simpson (1990) proposed another explanation for the case. The
supposed second separation line from Baker is in fact a line of low mean wall shear (LOLS).
Although a considerable amount of pigments accumulate, it is not a separation line because
the oil streaks can pass through it. In such case, the line of low shear separates the flow into
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Figure 1.7: Flow around a cylinder-flat plate a) Oil-flow visualization b)Sketch of the flow
streamline (Baker, 1980).

two regions: a high surface shear stress in the proximity of the obstacle and a low surface
shear upstream of the line. This explanation was later supported by numerical simulations
done by Paik et al. (2007) and Escauriaza and Sotiropoulos (2011).

The explanation for the high wall shear stress in the downstream region of the line of low shear
was given in another study from Devenport and Simpson (1990). The large shear stresses
are associated with the fluctuating velocity in this region. As stated by the authors, the
fluctuation follows a bimodal behaviour. Briefly explained, the velocity fluctuation oscillates
between two stable position. More details are explained in 1.1.2.

According to Coon and Tobak (1995), the attachment nodes topology of vortex structure
could also appears in turbulent junction flow or even in high-speed flow. However, a limited
number of studies exist regarding the separation-attachment transition in such condition.

1.1.2 Bimodal behaviour of HSV

The bimodal behaviour concept of horseshoe vortex was first introduced by Devenport and
Simpson (1990). This concept defines a vortex does not reside in a stable stationary position
but oscillates between two preferred positions. It is also referred as modes by the authors.
The bimodal behaviour characteristics were evaluated experimentally through measurements
with a three component laser Doppler velocimeter (LDV). Compared to the previous men-
tioned methods, this technique allows a relatively high acquisition frequency to the velocity
measurement non-intrusively. Such method solves the problem back in the experiments of
Baker (1978a), where the hot-wire probe caused the vortex system to oscillate irregularly
when it was close to the vortex core.

The bimodal behaviour can be identified through multiple probability density function (PDF)
across different heights at the mean streamwise position of the HSV core, see figure 1.8. At
certain heights, the probability plots present a double peak feature. This phenomenon implies
the velocity has two preferred states at that particular position, also referred as bistable
behaviour. The two states are named as back-flow mode and zero-flow mode. The right peak
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Figure 1.8: PDF of streamwise velocity at mean HSV core streamwise position (Paik et al.,
2007).

of the PDFs corresponds to the probability of occurrence of zero-flow mode. It appears as
positive due to the subtraction of the mean velocity, but the instantaneous velocity tends
to take the value of zero. Similarly, double peak PDFs can also be observed for spanwise
velocity. Apart from the two most extreme cases, an intermediate mode is also defined when
the flow structure switches from one extreme mode to another.

Back-flow mode is characterize by a ”jet flow” between the main vortex and the flat surface,
moving against the upcoming freestream flow. Zero-flow is identified when the ”jet flow”
has lower momentum. Hence it does not have enough energy to flow upstream against the
approaching flow but combines with it and is redirected upward. Sketch of both flow modes
are shown in figure 1.9.

In the time-resolved study performed recently by Apsilidis et al. (2015) in different Reynolds
condition, it shows the zero-flow mode and the intermediate mode present most of the time,
while the back-flow mode occurs with less frequency. Also, the authors have included a
certain portion of time the HSV structure is so chaotic that does not allow the identification
of neither. With increasing Reynolds number, the time occupied by back-flow mode increases
with decaying frequency of zero-flow mode.

Nevertheless, the new research also suggests the flow modes and the location where they occur
are not correlated, which is contrary to the previous literature. This conclusion can be drawn
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with results from surface measurement technique of PIV. This technique allows an almost
direct visualization of the instantaneous velocity field; while in the classical literatures, it
relies on an indirect measurement with point-wise probe and the time average in each position.

The different modes flow structures are shown in figure 1.9, which is obtained with PIV
measurement. In classical studies, the position of the main vortex in the zero-flow mode was
thought to be closer to the protuberance than back-flow mode. However, the results shown
prove it is not strictly true.

In addition to Apsilidis, Chen et al. (2017) also investigated the multi-modal dynamics of the
turbulent HSV system with planar PIV technique, but in low Reynolds number regime. Their
study was focused in the transition mechanism between modes and also the time occupied by
each in the measurement period.
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Figure 1.9: Contour plot of streamwise velocity at different flow modes in junction flow Apsilidis
et al. (2015).

1.1.3 Horseshoe vortex leg and wake

The HSV system originates in the upstream of the symmetric plane. Later on, the vortex legs
stretch around the protuberance and convect downstream. The HSV in the front region and
its bimodal behaviour are well-studied. However, the dynamics and properties of the vortex
legs have been given less attention.

It is logical to think the vortex legs have similar dynamics as the leading edge HSV. Fleming
et al. (1993) studied the time-averaged velocity in multiple cross-section plane of a wing-flat
plate model. The authors found the vortex legs have a meandering effect, whose intensity
decreases downstream. Such effect is reflected as an elliptical vortex core in the time-averaged
vorticity, and becomes more circular with increasing streamwise position. This behaviour is
suggested to be intimately related to the bimodal behaviour, as its oscillating strength decay
with distance. A similar trend can be observed in the numerical study performed by Fu et al.
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(2007), figure 1.10.

Gand et al. (2010a) had performed a spectral analysis between the bimodal behaviour of the
main HSV and the meandering effect in a later numerical study. On the first observation, the
meandering frequency is lower than the bimodal frequency. For this reason a further spectrum
cross-correlation was performed by the authors. They suggested that the meandering effect in
the transverse direction is indeed triggered by the bimodal behaviour. Nevertheless, the me-
andering frequency does not match with the bimodal frequency. It is due to the degeneration
of the bimodal pulsation, which becomes more bandwidth further downstream.

Figure 1.10: Shear stress lines and vortex in the wake of a wing-body junction (Fu et al., 2007).

From figure 1.10, the wake resulted from the vortex leg appears to grow in size and move away
from the wing. This change is primarily due to the vortex induced velocities. Additionally, the
growth rate depends on the growing of the boundary layer. For instance, if the vortex wake
encounters an adverse pressure gradient, the core would grow faster but its peak vorticity
decreases (Fleming et al., 1993). Hence, the presence of an adverse pressure gradient favours
the diffusion of the vortex legs wake.

1.1.4 Influence Parameters

Since Schwind (1962) pioneered the investigation towards junction flow, numerous studies
were conducted by different authors. In addition, the shape of the obstacles subjected to the
studies were not limited to simple geometry such as cylinders or wedges, but also to a more
practical shape such as airfoils.

In order to correlate the shape of obstacle and their vortex stretching rate (length of the
horseshoe vortex), Fleming et al. (1991) proposed a bluntness factor (BF) which yields a
good representation for obstacle geometry, defined as:

1Ry (T S
BF=--2(—4+2L 1.2
2 X7 (ST+XT> (12)

From the equation of BF, Ry denotes the protuberance leading edge radius, Xr is the chord-
wise position of the maximum thickness T of the model and S7 is the distance from the
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leading edge along the surface to the maximum thickness, in the case of a cylinder it would
be a forth of the perimeter. In the same experiment, the authors found a high value of BF
implies a strong and long HSV. This discovery is consistent with Bradshaw’s explanation,
where for sharp leading edges, hence low BF, the concentrated vortex can get closer to the
surface which is then diffused rapidly by viscous or Reynolds stresses (Bradshaw, 1987).

Another parameter was also proposed, named momentum deficit factor (MDF'). This param-
eter relates the momentum difference between the inner and outer boundary layer regions. In
this matter, for a given high MDEF value, a more intense turbulent structure is present close
to the wall, as the higher momentum flow tends to flow towards the lower undistorted flow.

MDF, = Rer - Rey, (1.3)

The MDF is equal to the product of the Reynolds number based on the obstacle width and
momentum thickness at the measured streamwise position. The MDF is especially useful to
compare the HSV dynamics of different studies with various geometry and flow condition.
However, since part of the dynamic is associated to the incoming boundary layer thickness,
it is usually found the use of Rey, is preferred to define the HSV as long as the working
geometries remains the same. For this reason, Gand et al. (2010a) opted for the use of
Reyp, in a junction flow study of a NACA0012 to classify different behaviours regimes: for
Reg, < 100, the horseshoe vortex is steady. As the Rey, increases up to 1500, the HSV starts
the forward and backward motion (bimodal behaviour or modes as reported by Devenport
and Simpson (1990)) which is periodic with a transition frequency of 0.05 Strouhal number
based on the boundary layer thickness:
o-f

Sts = U (1.4)
¢ defines the boundary layer thickness, f is the transition frequency of the HSV and Uy, the
freestream velocity.

The flow becomes more turbulent for even higher Reynolds number. The bimodal behaviour
becomes more chaotic and the transition frequency presents a large bandwidth from Sts =
0.001 — 0.11.

Apart from the aforementioned dimensionless parameters, which defines the geometry of the
protuberance and incoming flow boundary layer properties, additional geometrical parameters
could affect the strength of the vortices. In an annual review of fluid mechanics (Simpson,
2001), Simpsons mentioned the effect of angle of attack (AoA) and sweep. When a wing with
a certain angle of attack is placed on a flat plate, the approaching flow encounters an artificial
nose blunter than at zero AoA. As a result, a stronger HSV is generated. In addition, the
suction side of the wing suffers from a higher shear stress and turbulent kinetic energy due
to the increase in velocity; whilst the leg of the HSV is shifted away from the wing. In terms
of the sweep, in back-sweep wing configuration, the HSV head moves downstream and causes
the time-averaged separation line to be closer to the wing, an opposite effect was observed
in forward-sweep configuration. In the study by San et al. (2014), it shows the Reynolds
stress is higher for a backward-sweep and lower in forward-sweep position. This occurring is
maintained even the wing is positioned in a certain angles of attack.
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1.2 Vortex control

It has been discussed the generation of horseshoe vortex in wing-body junction has usually
undesired effect on aerodynamic performance. For instance, the vortex causes additional
interference drag on aircraft and the wake is more turbulent, hence it reduces the stabilizer
effectiveness. Facing this condition, the aim to reduce or eliminate these outcomes could be
achieved by modifying the vortex structures and the surrounding flow field.

1.2.1 Passive control

The vortices and flow separation generated in the junction region are caused by the strong
adverse pressure gradient derived from the blunt nose of the protuberance. As consequence,
intense velocity fluctuation is resulted. A simple way to reduce the stagnation pressure is by
modifying the geometry in the junction region or implementing other elements to modify the
flow field. These control methods are the so called passive flow control.

Leading edge fairings are extensions to the wing-fuselage root; their shape allows the
transition of boundary layer from the fuselage plane to the wing plane to be more gradual.
Such modification is also the most widely used in aviation nowadays, as it is simple and is
effective in reducing the vortex strength and interference drag.
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Figure 1.11: Picture of leading edge fairing on a commercial Boeing 747.
Source:https: //www.flickr.com/photos/a380spotter/

The application of fairing in a junction flow can reduce or even remove completely the pressure
gradient in the junction. In return the leading edge separation is eliminated. However due to
the concentration of vorticity the vortex legs are still formed (Devenport et al., 1992). Rudnik
et al. (2009) performed an extended investigation to a DLR F6 model experimentally, whose
results served as verification to numerical studies from the AIAA Drag Prediction Workshop
with the same model. The frequency analysis from Rudnik has demonstrated the amplitude
of the fluctuation is damped at the trailing edge region. Especially at the low frequency band.
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Nevertheless, the geometry of the fairing also determines its effectiveness on the overall per-
formance of an aircraft. For instance, during the first decades of aircraft design, the strake
shape was defined by trial and error. While it did improve the stability of the vehicle, the to-
tal drag could not be reduced but worsened. Van Oudheusden et al. (2004) found a simplified
method for fairing designs. Such method is based on attachment line and flow relaminar-
ization. With this design method, the shape of the fairing is obtained from an optimization
process, whose requirements are the absence of flow separation and the flow close to the wing
root is as laminar as possible. The design had been proved to be viable in wind tunnel ex-
periment with oil-flow visualization. However, no quantitative data was recorded. In later
years, Hinson (2012) performed a parametric study with CFD of the wing sweep and strake
length. His finding suggested a longer strake is more effective in reducing drag to up to 20
counts compared to wing-flat plate along. Although the improvement is strongly reduced in
a full aircraft simulations.

Antifairing is a novel design found by Belligoli
(2015) in an optimization process of a Rood wing-flat
plate junction, in which the flat plate shape was the
factor subjected to the optimization routine. Such de-
sign assimilates to a dented surface or a scoured junc-
tion around the wing. The new prototype indicates
a drag reduction of 15% with respect to the baseline
CFD simulated case. Regarding the working mecha-
nism of the antifairing, Belligoli speculated that the
three-dimensional turbulent flow structure is confined
inside the scoured region and does not disturb the air-
flow over it. An analogy can be found in a recent study
on dimpled surface (van Campenhout et al., 2016).
The authors had concluded in fact the drag is reduced
in a dimple by reducing the strength of the legs of
hairpins vortices. Koers (2017) found in a CFD calcu-
Figure 1.12: Antifairing plate with Rood lation that the drag reduction mainly comes from the
wing model installed. antifairing plate. Firstly, the wall shear drag is lower

due the deceleration of the flow when it reaches the
antifairing dent. Secondly a net negative pressure drag is recorded. However, the reliabil-
ity of the existing experimental data for verifying the antifairing performance or the vortex
structure is questionable.

Vortex generators could also reduce the strength of the horseshoe vortex. Andoh et al.
(2009) employed two separated VG in common-up-flow configuration upstream to the leading
edge. With this configuration, the generated vortex (longitudinal vortex) and the horseshoe
vortex have opposite rotation. As a result, the HSV and global vorticity is reduced. However,
this VG arrangement is highly dependent on the pair spacing, and the longitudinal vortex
has higher influence on the vortex leg rather the head of the HSV. In view of this issue,
Younis et al. (2015) proposed in the application of multiple pairs of VG without spacing in
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the symmetric plane, one behind each other in series. With this design, the longitudinal
vortices affects immediately the HSV. His results show the two pairs of VG configuration is
the most effective in attenuating the strength of the nose of HSV, as the circulation strength
remains to 5% of the baseline case.

(a) Pair of vortex generator in spacing configuration ~ (b) Two pairs of vortex generators in series con-
(Andoh et al., 2009). figuration Younis et al. (2015).

Figure 1.13: Vortex generator as HSV control

Other unconventional ideas were proposed by other authors. For example swept thin cylinder
placed in front of the main obstacle (Wei et al., 2008), chamfer like leading edge fairing (Cho
and Kim, 2009), or cavity in the upstream position of the junction (Kang et al., 2009). All
modifications had shown to be able to reduce the strength of the HSV, but they might not be
applicable in practical cases. It is due to the passive flow control devices are often designed
for a specific operating condition, whose effectiveness are substantially reduced in off-design
condition, such as different flow speed, AoA, cross-flow, etc.

1.2.2 Active control

Active flow control system is another approach for the manipulation of HSV. Compared to
passive devices, active systems are more complex as they require external energy source to
modify the flow field. Scott Collis et al. (2004) have stated that active flow control systems
could be more effective than passive flow control if applied optimally. However, the knowledge
in the working mechanisms is still immature. For this reason, the number of studies in HSV
control with active system is limited.

Thrift and Thole (2012) conducted an experimental study of the influence of jet injection
angle on HSV. The experiment consists of an air blowing slot placed in front of a linear van
turbine cascade. He concluded that for an air jet, injected with high deflection angle with
the flat surface, increases the turbulent kinetic energy and is accompanied by a larger vortex
in the stagnation region. While for lower jet injection angle case, the HSV was effectively
eliminated but at the same time the high momentum jet causes higher shear stresses on the
plate and upwash flow on the obstruction leading edge.

Bloxham et al. (2008) considered the option of boundary layer removal. The design consists
of a suction slot placed in the leading edge and close to the wall. The idea is that the suction
slot can remove the adverse pressure gradient in the junction region. With this technique, the
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HSV is removed effectively and prevent flow separation. However, an over-suction can have
adverse effect and creates additional vortices, which strengthen with higher suction rate.

An even more complex active flow control was proposed by Xu et al. (2016). Two dielectric
barrier discharge vortex generators or simply plasma actuators are placed parallel to the
symmetric plane and upstream of the obstacle. The device can induce a cross flow towards
or away the symmetric plane. As a result, a pair of common-up-flow or common-down-flow
vortices are generated respectively. Such configuration has similar effect compared to pair of
vortex generator in Andoh et al. (2009) experiment. The suggested results confirm that a
pair of common-up-flow vortices can attenuate the strength of HSV, as both have opposite
rotating direction.

1.3 Methods of investigation

The earliest researches in the field of junction flow were all conducted experimentally. It was
due to the fact that experiments were the only available option for fluid dynamic analysis.
Nevertheless with the progress in technology, more advanced techniques were developed. In
the last decade, the investigation method started to combine with numerical analysis. As it
can perform analysis of multiple configurations with relatively ease. But the trade off between
accuracy and computational cost is still deficient.

1.3.1 Experimental methods

Smoke and oil-flow visualization were the most widely used methods to analyse the fluid
flow path around objects during the first years (Schwind, 1962). However, these methods
can only deliver qualitative information. Pressure tabs and hot-wire anemometry (HWA)
were introduced years later (such as studies performed by Baker (1978a,b, 1980)). The new
measurement techniques allowed the measurement of pressure on the junction surface and
the flow velocity around the stagnation region. Together with the flow visualization infor-
mation, a more detailed flow field could be reconstructed. For instance the determination
of the flow separating location, vortex size or even the dynamics. Despite the advancement,
measurements with these techniques are limited to a single point measurement. Hence, if
the characteristics of the entire field is of interest, the measurement should be performed to
multiple points in space. Furthermore, the probes have to be placed inside the flow of interest,
which can cause deviations from the real measurement, especially in the horseshoe vortex,
where complex flow structures are confined in a small region.

An improved instrument for velocity measurement is the laser Doppler anemometry (LDA).
Compared to HWA, LDA can offer a non-intrusive point-wise measurement of the velocity
yet have a relatively high sample rate. Devenport and Simpson (1990) performed the detailed
study of the HSV system with such technique back in 1989. The results are stored in the
ERCOFTAC database and are still being used in up to date investigation for numerical
analysis validation (Ryu et al., 2016).
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Many of the recent studies in junction flow have abandoned the use of pressure tabs or hot
wire probes. As alternative, the application of PIV or advanced version of it are growing
(Westerweel et al., 2013). The transition is made because the study of the flow topology
was challenging using point-wise measurement. Due to the fact the source data (velocity
measurement made in different location in space and time) is uncorrelated between each
other. Consequently, the observed flow features of junction flow deviate from the real case
(Apsilidis et al., 2015).

It should be noted that most investigations performed with PIV technique have limited field
of view (FOV), in other words, this technique can only measures velocity and flow topology
of a small area. This limitation is related to the limited illuminating power and the low
scattering efficiency of small seeding particles. The particles must be kept small to maintain
good flow tracing characteristics. Newly developed larger seeding particles have shown to be
applicable in large-scale PIV, more details will be given in section 2.1.1. Although the PIV
technique is more versatile, most experimental studies of junction flow are still performed
to the symmetric plane and the leading edge of the junction model. Only a few researches
have shown to investigate other regions of interest. For instance, Hu et al. (2015) studied the
stagnation region in multiple planes tilted with an angle in respect to the symmetric plane;
Gand et al. (2015) performed multi-planar PIV experiment close to the trailing edge and
Koers (2017), stereoscopic PIV (sPIV) to the wake downstream of a wing-flat plate model.

1.3.2 Numerical methods

Due to the complexity of junction flow, numerical simulations do not always yield satisfactory
results. Gand had emphasized in multiple numerical investigations that Reynolds Averaged
Navier-Stokes(RANS) simulations are unsuitable to predict the features of a junction flow
(Gand et al., 2010b, 2012). For instance, the separation region of HSV were overestimated.
In addition, corner separations were observed in various RANS simulations, although such
features were not observed in experimental results. Regardless the discrepancies, the low
order simulations have a decent sensitivity towards changes in the incoming boundary layer
or AoA.

A more advanced computational method is by means of (Delayed) Detached Eddy Simula-
tions (DDES). Paik et al. (2007) have shown the dynamics of HSV could be simulated with
fair accuracy using the DES approach with an adjusted length scale. The drawback is the
predicted time-averaged position and size of the main vortex disagree with reference values.
The inacurracy of RANS and DES is suggested to be highly dependant on the employed tur-
bulence model. It was later supported by Gand et al. (2012) with the utilization of Reynolds
Stress Model for simulating the turbulence. Yamamoto et al. (2012), and further investigation
done by Bordji et al. (2016), applied the Quadratic Constitutive Relation in their simulation,
which basically is a nonlinear term added to the eddy viscosity turbulence model. Both tur-
bulence model had shown to improve drastically the properties of corner separation. It is due
to the corner flow is a secondary flow of second kind, flow that can be resolved by introducing
anisotropic terms in the Reynolds stress tensor. In other words, corner flow is of the second
order type, for this reason it cannot be solved by linear turbulence model but with equivalent
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order or higher.

Results from Large Eddy Simulation are the closest to experimental values compared to other
aforementioned methods. It can capture fairly well the separation position and reverse flow
caused by the adverse pressure gradient (Ryu et al., 2016). However the precision also comes
with an increase in computational cost. Gand et al. (2012) explained the discrepancies of
LES from the experimental value are attributed to the dissipation of the HSV in the wake.
Such differences are due to the limit of accuracy of the second order solver scheme.

Despite the differences between numerical and experimental results in junction flow analy-
sis, computational analysis has an unique advantage of calculating the entire fluid domain
around the model. Hence the reconstruction and characterization of the flow features can be
performed with relatively ease. Although verification is sometime troublesome due to limited
experimental data in all junction region.

1.4 Discussion

From the literature review it is clear that the topic of junction flow has been studied exten-
sively. Nevertheless, the understanding of such flow is still not fully assimilated. On the one
hand, CFD analysis has improved considerably along the years. However, low-order simula-
tions are still not accurate enough to be fully relied on. For this reason most of the current
numerical studies have compared its results with experimental data. Furthermore, a consid-
erable amount of studies are focused in the leading edge region where the HSV originates, and
only a small portion treats the downstream region. This preference has lead to lack of data
for numerical verification, which also limits the definition of the flow features. On the other
hand, experiments that have been done so far are all centred in a single area. For instance
the leading or trailing edge, adjacent planes to the protuberance, wake region, etc. There
have not been yet measurements of junction flow as a whole to identify the horseshoe vortex
topology. Moreover, with the exception of the bimodal behaviour, the dynamics of junction
flow along the protuberance are even less investigated. As the few literatures that treat the
downstream region only examine the averaged velocity data. Although the fluctuation is the
cause of high surface shear, scarce data is available to quantify such unsteadiness.

1.4.1 Research objective and questions

Based on the previous arguments, an experimental investigation is proposed to understand the
flow structures around a wing-body junction flow. Additionally, passive control devices are
implemented to further extend the scope of the current study. The final aim is to understand
the flow structure and how it changes under the influence of control devices. Therefore, the
objective of this thesis is defined as follows:

Characterization of flow topology around a wing-flat plate formed junction under the
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influence of passive flow control devices by means of large-scale tomographic particle tracking
velocimetry.

In order to achieve the project goal, the following main questions and subquestions are for-
mulated.

e How is the flow topology around a wing-body junction?
e How passive flow control devices modify the flow field around a wing-body junction?

— What are the effects of the control devices on the HSV structure?

— What quantitative values are representative to compare the performance of differ-
ent control devices?

— How effective is each control device on the suppression of HSV and/or turbulence
level?

In order to answer the research questions, an experimental campaign is carried out using
tomographic Particle Tracking Velocimetry (tomo-PTV) measurement technique. In addition,
an auxiliary measurement with stereoscopic particle image velocimetry technique in the wake
region of the junction flow is conducted, as it could also return relevant information of the
HSV behaviour downstream. The junction flow in study is created by installing a Rood wing
model on the wall of a wind tunnel test section in conjunction with different control devices.

1.4.2 Motivation

The newly developed seeder for Large-Scale tomographic
PIV/PTV has an airfoil shape and is installed inside the
wind tunnel. In the end, it is essentially a junction flow in-
troduced to the tunnel’s wall, as it is shown in figure 1.14.
Consequently, this effect should be noted as the flow char-
acteristics offered by the wind tunnel are modified. The
current work serves this purpose: to characterize the junc-
tion flow and possible alternatives to compensate for the
unsteadiness paired with the used of the seeder.

1.4.3 Thesis outline

In this report, the theory on the employed experimental

techniques is explained in chapter 2. The description of

the experimental campaign and the setup follow in chap-  Figure 1.14: Seeder in operation in-

ter 3. The data reduction and processing techniques are stalled inside a wind tunnel. Image
from Jux (2017).
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described in chapter 4. Methods for flow analysis are also defined in the same section. Fi-
nally, the results of the junction flow experiment are displayed in chapter 5 and conclusions
in chapter 6.



Chapter 2

Experimental methods

Tomo-PTV measurements along the wing-body junction and sPIV measurements in the junc-
tion wake can deliver a new perspective into the understanding of the involved flow structures.
In this chapter the working principles of these techniques are further explained, together with
information of other tools employed to extend its capability.

In section 2.1, the basis of PIV is discussed. In continuation, variations of image velocimetry
are presented from sections 2.2 to 2.4, and a brief historical advancement is presented.

2.1 Particle Image Velocimetry

Particle Image Velocimetry (PIV) is a non-intrusive quantitative flow measurement technique.
This technique was first proposed by Keane and Adrian (1992) back in the 80s. The operation
of PIV is sketched in figure 2.1 and 2.2. Briefly explained, the fluid domain is seeded with
tracer particles, which are carried out by the fluid motion. The particles are then illuminated
with a laser beam collimated into a plane. Subsequently, two images are taken within a
short amount of time. Later on the images are divided into small interrogation windows and
undergo a cross-correlation analysis process, which returns the displacement of the tracers
at each window. Since the time separation between snapshots is known, the velocity can be
derived by the ratio of displacement and time.

In order to achieve such measurement, proper equipment is required. As mentioned previously,
tracer particles or seeding, a powerful illumination and cameras are essential in today’s PIV.
In the following sections, details on the properties and requirements of the equipment are
discussed.
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2.1.1 Tracer particles

Given the fact that most fluids are transparent to naked eye vision, tracer particles or seeding
are needed to reveal the fluid motion. Hence, the velocity field determined from PIV is
in fact an indirect measurement of the particles velocity rather the fluid velocity. For this
reason, tracer particles must present good flow-tracing characteristics in order to minimize
the uncertainty in the inferred flow velocity.

When small particles are immersed in a fluid flow, they experience multiple forces from
the surroundings. The most relevant for micrometric particle is the Stokes drag, which is
proportional to the slip velocity (Raffel et al., 2007). The slip velocity is the relative velocity
between particle and fluid, which can be computed from equation 2.1

U, :Up—U:dQ%_Np)a (2.1)

Where Us is the slip velocity, U, the particle velocity and U the fluid velocity. On the right
hand side, d is the particle diameter, p, and p the particle and fluid density respectively, u
the fluid dynamic viscosity and a the acceleration that the fluid experiences.

Additionally, the particle velocity can be expressed as a function of its relaxation time ()
under a step function in velocity change.

_t
Up(t) =AUl —exp ) (2.2)
The relaxation time of the particle is expressed as:

:d2pp_p 9.
Tp D 18# ( 3)

From equation 2.1 and 2.3, it can be deduced that the density for an ideal tracer should
be as close as possible to the fluid’s density. In practice, if the fluid of study is liquid, this
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condition is easily achievable, because tracers used in such studies usually have a similar
density as the liquid. However, this is not the case when gas is the medium of study, in which
the the seeding is usually three orders of magnitude denser than the fluid. For this reason,
microscopic particles are required, as then the slip velocity is compensated and maintained
low. For instance, oil droplets used in the stereoscopic measurement performed in this work
have a diameter of roughly 1um.

A quantitative evaluation for the suitability of seeding particles are intimately related to
the Stokes number, defined as the ratio of the seeding particle relaxation time and the fluid
characteristic time.

-
Stk = -2 (2.4)

Tf
The flow characteristic time is defined according to the flow of interest. In PIV measurements,
particles are considered suitable as tracers when their associated Stokes number is below 0.1.

Under such condition, the error due to slip condition is typically below 1% (Samimy and Lele,
1991).

Another important characteristic of tracer particles is their ability to scatter light. For parti-
cles with a diameter similar or larger than the wavelength of the incident light, the scattered
light follows Mie’s scattering behaviour. In such condition, the scattered light intensity scales
up with the square of the particle’s diameter. Additionally, the scatter is highly directional,
being the forward direction (downstream from the light source) the strongest in scatter in-
tensity, followed by the backward direction, with the least amount of light being scattered in
the perpendicular direction.

The brightest particles are therefore obtained by placing the imaging system downstream
of the light source. Nevertheless, such configuration is not always feasible and the system
cameras are usually placed perpendicular to the light source for simplicity of the setup.

Helium Filled Soup Bubbles (HFSB) is one type of seeding particles with a diameter of
two to three order of magnitude larger, 300 to 1000 wm, than usual oil droplets used in PIV.
The larger particles have lighter than air gas, Helium, inside the thin soap shell. Hence their
density matches closely that of air, or it is said to have a neutrally buoyant property regardless
the larger size. Scarano et al. (2015) have studied the characteristics of HFSB at different
Helium-soap flow rate ratio and at optimal condition, the bubbles have a relaxation time in
the order of 10us. Furthermore, Morias et al. (2016) have measured a standard deviation of
50 wps in the particle time response. Because HFSB have higher scattering efficiency, they
allow for larger measurement domains and are widely used in today’s large-scale PIV/PTV.

Such seeding particles were first used in the 1936 by Redon and Vinsonneau as a means for flow
visualisation in wind tunnels. However, most relevant improvements to the seeding generation
occurred in the last two decades. Okuno et al. (1993) developed the so called orifice type
nozzle for HSFB. It was later improved by Miiller and Flogel (2000) and employed in a study
of air convection in an aircraft cabin by Bosbach et al. (2009). The nozzle designed by Miiller
has a production rate of about 50,000 bubbles/s. In Machacek (2002) PhD dissertation, he did
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an exhaustive assessment on the bubbles optical properties. The author reported the bubbles
present two strong spots of specular reflection on their surface due to the inner refraction and
outer reflection of the incident light. However, the two reflection spots are only visible when
the bubbles are zoomed in with a high resolution camera. In large-scale PIV measurements,
only one single spot would be detected, as the separation between spots is prompt to be
smaller than the camera pixel pitch. Moreover, due to the considerably large particle size,
the scattering mechanism follows the so called Fraunhofer diffraction (Tu et al., 2017). At
this state, particles scattering directionality decreases and the intensity depends on only the
particle size.

2.1.2 Illumination

Laser is the preferred light source to illuminate the measurement volume. The advantages
of laser over other illumination methods, such as a normal light bulb, are the emission of a
monochromatic, coherent and high intensity light. With these properties, the emitted light
can be shaped into a defined plane or volume with ease without chromatic aberration! and
the scattered light from the seeding particles is strong enough to be captured by the imaging
system (Raffel et al., 2007).

In PIV investigations, two types of laser are commonly used: Nd:YAG (Neodymium:Yttrium-
Aluminium-Garnet) and Nd:YLF(Neodymium:Yttrium-Lithium-Fluoride). The two lasers’
fundamental wavelength is A = 1064nm and A = 1053nm respectively, but is turned into
visible light by a frequency doubler, A = 532nm and A\ = 526nm respectively. Nd:YAG
laser has typically >200mJ of energy per pulse, with a repetition rate in the order of 10Hz.
Nd:YLF laser, on the other hand, has an energy content of about 20mJ per pulse operating at
1kHz, but it can operate up to 10kHz of repetition rate. Given the different laser properties,
Nd:YAG laser is used in PIV experiments with a field of study up to 50em? with a low
repetition rate; while Nd:YLF laser is used in time-resolved PIV (TR-PIV) with a reduced
FOV up to 20cm? (Scarano, 2013).

For a given FOV, the light intensity is inversely proportional to the thickness of the illuminated
region. For this reason, the light intensity in tomographic experiment is generally an order of
magnitude smaller than planar PIV. This effect is worsened by the fact the cameras in a tomo-
PIV experiment need a small aperture to focus all the particles in the thick volume. Thus,
because of limited illumination, the measurement volume usually does not surpass few tens of
em? (Scarano, 2013). To overcome the low-light condition in large-scale measurements, light
amplification system by reflecting multiple times the incident light inside the measurement
volume has been attempted by Schroder et al. (2007) and Ghaemi and Scarano (2010). The
amplification system can achieve a gain of 5 times compared to a single pass illumination.
However, the system requires also additional mirrors and fine adjustment of the laser beam and
mirrors inclination. Today’s large-scale tomographic PIV experiments can measure volumes
larger than 10,000cm?® with the introduction of HFSB as seeding particles (Caridi et al.,
2016).

! Difficulty of a lens to focus due to different diffraction angle of light with multiple wavelength.
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2.1.3 Imaging system

10.5MM 16MM
Full Frame Fisheye

1
) 0z
' 35MM L,
1
: / Y,
' /L
1
| 135MM Xz
1
]

p :
1 ~.
X Y Lens
| 12° ° T
1 ~
] ~ ~
1
1
1
1
1
1
1

g
Object plane “‘\- /
46° | \Ji'
X
; Kz
180° 84° y

Image plane

Figure 2.3: lllustration of various focal length Figure 2.4: PIV optical arrangement. Image
and its associated AOV. Image from Nikon. adapted from Sciacchitano (2014).

Imaging system in today’s PIV experiments consists of CCD or CMOS camera. The camera
has to be combined with lens (or objective) in order to focus on objects. The FOV recorded
by a cameras is intimately related to the employed lens’s focal length (f). For a given distance
from a camera to an object, the FOV reduces with increasing focal length. This is due to the
angle of view (AOV) becomes narrower as the focal length is increased, as shown in figure
2.3. Since a smaller FOV is projected to the camera sensor, it appears to have a zoomed in
effect. A parameter to quantify the zoom effect is the magnification factor (M) (Raffel et al.,
2007).

sensor size  d;
M = = 2.5
FOV do (25)

Being d; and d, the image and object distance respectively. Through the thin lens equation,
the relationship between the focal length, image and object distance can be drawn.

1 1 1

=4 2.6

f dz do ( )
In addition to the focal length, camera lenses usually have a variable aperture diameter(D)
or more commonly quantified with the f-stop number (fy = %) The aperture controls the
amount of incoming light that enters to the camera sensor. It also has an influence on the
depth of view (dz or DOV) on the object plane.

M+1>2 (2.7)

5z:4.88-)\-fi-< i
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In tomographic PIV measurement, the laser beam is expanded radially forming a volume
instead of a plane. Hence the light intensity is reduced (see section 2.1.2). For the reason
the measurement region has a certain thickness, the cameras need to have a thicker DOV
than in planar PIV configuration. Hence the need of the smaller aperture mentioned in the
previous section. When HFSB are used as seeding particles, the volume size limitation is less
restrictive and thereby it is possible to carry out the large-scale PIV measurement.

2.2 Stereoscopic PIV

In planar PIV measurement, the measured velocity field is composed only by projections
of velocity vectors on the laser sheet or measurement plane. However, in the case the flow
is highly three dimensional, an out-of plane component of velocity is present and needs to
be accounted for. Otherwise the measured in-plane velocity is affected by errors due to
perspective transformation (Willert, 1997).

In order to resolve the out-of-plane component of velocity, the most straightforward method
is by implementing an additional camera into the imaging system. This technique is then
named stereoscopic PIV (sPIV), also it is stated to be a two-dimensional three-component
(2D-3C) measurement. The two cameras are placed at different positions but record the same
measurement plane. The out-of-plane velocity is then reconstructed from the differences
between the projected velocities on the two cameras. Nevertheless, to make this process
possible, a calibration procedure is required as the camera images have a strong perspective
distortion due to the viewing angle.

4
2y 26

Ny

Camera #1 o7 Camera#2

Figure 2.5: Sketch of stereoscopic imaging systen in Scheimpflug condition, image from Willert
(1997).

Note the imaging system in figure 2.5 is in the so called Scheimplug condition. In this
configuration, the cameras are positioned at a high deflection angle, summing up the fact
of having a low DOV, the images would appear to be defocused on the sides. This is due
to the plane of focus is parallel to the camera sensor in normal condition. For this reason,
Scheimplug adaptors are mounted in between cameras and lenses such that the adaptors can
rotate the plane of focus to match the laser sheet.

The calibration process in sPIV consists of two part, first the geometrical calibration and
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Figure 2.6: Picture of a Scheimflug adaptor with lens attached.

second, the self-calibration. The geometrical calibration accounts for the perspective distor-
tion on the image. In the geometrical calibration an image of a calibration plate is taken.
Given the fact that the dimensions of the plate are known, each point of the image can be
mapped back to true dimension. Additionally, the position and viewing angle of the cameras
are estimated. The self-calibration process accounts for misalignment between the calibration
plate and the laser sheet, in which a disparity map is resulted (Gray and Wieneke, 2007).
This map is later applied to correct the mapping function generated during the geometrical
calibration to yield a more accurate calibration.

Figure 2.7: Calibration plate used in the current sPIV study.

For the calculation of the out-of-plane component of velocity, first a two-component velocity
field is computed for each camera. It is computed as in planar PIV by a cross-correlation
method. Then the calculation of the out-of-plane component follows by means of simple
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trigonometry. Finally, the true in-plane velocities are also calculated by a similar approach.

_ Uptan ag + Uz tan oy

U (2.8)
tan aq + tan asg
t 2 t
V:V1 an B2 4+ Us tan By (2.9)
tan B1 + tan B9
U, — U Vi-V2
W = L (2.10)

 tan aq + tan as ~ tan b1+ tan By

U, V, W are the three components of velocity, while the subindices indicate the calculated
component from each camera; « is the angle between the measurement plane normal and the
camera line of sight in the horizontal plane or yaw angle of the cameras(XZ plane of figure
2.8), and 3 is the equivalent angle for the vertical plane(XY plane of figure 2.8), or pitch
angle.

Camera 1 Camera 2

Figure 2.8: Sketch of a vector viewed by a stereoscopic system, image from Raffel et al. (2007).

2.3 Tomographic PIV

Despite the sPIV technique is able to measure the normal component of velocity, the fact
that the measurement is performed in a plane has limited the full understanding of complex
flow. For instance, the topology of turbulent flow structure is highly three-dimensional, which
cannot be fully defined with a 2D measurement such as sPIV (Scarano, 2013).

Motivated by a process which can describe thorougly 3D structures in flows, tomographic
PIV (tomo-PIV) was developed by Elsinga et al. (2006). In this technique, the particles in
the measurement volume are reconstructed digitally from different views obtained from the
cameras. Nevertheless, an exhaustive and almost error-free calibration process is needed to
achieve an accurate reconstruction. The velocity field is computed as in planar PIV through
cross-correlation of discretized interrogation volume.
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The complexity in tomo-PIV is mostly centred in the calibration and reconstruction process.
First of all, according to Elsinga et al. (2006), the reconstruction quality of the particles
is considered acceptable if the geometrical calibration error is below 0.4 pixels, which is
rarely achieved in real experiments. For this reason, the volume self-calibration method was
developed for tomo-PIV applications (Wieneke, 2008). After applying this process to the
geometrical calibration, the mapping function error can be reduced to below 0.2 pixels.

Pixel line-of-sight ( s;)

bl VMOowrrmn Ccb3
CCD 2

Figure 2.9: Sketch of intersecting line of sight. Image from Atkinson and Soria (2009).

In regards to the reconstruction process, it requires higher computational cost than sPIV.
The digitalized measurement volume is composed by a finite number of voxels, each of them
has a unique value of intensity reconstructed from the intersection of line of sight (LOS)
from the different cameras views. In the first paper on tomo-PIV by Elsinga et al. (2006),
the reconstruction method used during the development of tomo-PIV was based on algebraic
reconstruction technique (ART) and also its variant Multiplicative-ART (MART). Both tech-
niques express the cameras pixels intensity as a function of the voxel intensity; in such a way,
a series of linear equations is formed :

P=Y Wyl (2.11)
j

P; is the recorded intensity on the ith pixel of the camera, I; the intensity of the jth voxel,
W;; is the weighting matrix which associate the ith pixel intensity of the camera to jth voxel.
The (M)ART algorithm is computationally costly because the weighting matrix has large
number of elements. Based on equation 2.11, the weighting matrix has m X n dimensions,
being m the number of pixels and n the number of voxels. In a general case, a single camera
has roughly 1Mpx of resolution, and a reconstructed volume with 200 millions of voxel, which
give place to a matrix with O(10'*) elements per camera (Atkinson and Soria, 2009).

Other reconstruction techniques were proposed to tackle the memory demanding issue. For
instance, Atkinson and Soria (2009) presented the multiplicative line-of-sight (MLOS) al-
gorithm, which considers only voxels with non-zero intensity. This algorithm can reduce
drastically the required memory (up to 15 times less) and also in computing time (5.5 times
less) as fewer equations are present. However, the number of reconstructed ghost particles?
is also higher than (M)ART technique.

2Reconstructed particle which does not exist in the real measurement, but is reconstructed due to ambiguity
in camera views.
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2.4 Tomographic PTV

Tomographic Particle Tracking Velocimetry (tomo-PTV or 3D-PTV) technique determines
the location and intensity of each individual particles that are in the measurement volume.
Unlike (M)ART algorithm, particle tracking does not need the reconstruction of the vol-
ume, subsequently, neither the weighing matrices. Such characteristic makes tomo-PTV to
be memory more efficient than tomo-PIV. Once the particles are identified, they are tracked
down across multiple time instances, and the corresponding pathlines (also called tracks)
are determined. Tomo-PTV is able to determine accurately the velocity and acceleration of
particles, while in tomo-PIV, the velocity field suffers from spacial averaging as it is deter-
mined by means of cross-correlation of small interrogation windows. Nevertheless, the PTV
technique is only possible for seeding density an order of magnitude lower than PIV (around
0.005ppp), otherwise the occurrence of ghost particles become dominant (Schanz et al., 2016).
Recently, PTV in highly seeded flow becomes possible with the introduction of iterative parti-
cle reconstruction (IPR) technique (Wieneke, 2013) and Shake-The-Box (STB (Schanz et al.,
2016)).

In 3D-PTV, particles are identified through triangulation of the 2D cameras images. This
approach only works well on flows with low seeding density as no correction method is in-
cluded. IPR takes a step further from this point. From the identified particles, the algorithm
computes the projections to the different camera views by means of optical transfer function
(OTF) (Schanz et al., 2013a). Briefly explained, an OTF is a function which defines the back
projected particle shape for a given particle position. The back projected image is compared
with the original recorded image and results in a residual image. Three operations are per-
formed to the residual image: the bias in position and intensity between true and triangulated
particles is estimated and used to correct the triangulated particles; unidentified particles in
the previous triangulation are added; elimination of particles if their corrected intensity falls
below a threshold or particles that are within one voxel distance from another. These pro-
cesses are then used to update the list of identified particles and the reconstruction process is
iterated until the cost function (difference in intensity between true and projected particles)
is minimum. With this particle identification method, the approach can deal with seeding
dentity to up to 0.05ppp Wieneke (2013) with similar performance as MART algorithm.

Another advancement in tomo-PTV is the Shake-The-Box tracking algorithm Schanz et al.
(2013b, 2016). This method includes both the IPR technique and previously calculated ve-
locity and acceleration field to assist further velocity field calculation. The STB scheme
starts with the initialization of tracks, which basically is the velocity of the identified par-
ticles during the first few time steps, e.g. five to ten. This initialization is needed because
it assembles the tracks predictor for the algorithm. Schanz et al. (2013b, 2014) have shown
the track initialization can be attained by using IPR with high number of iteration to ensure
the highest identification quality. While the tracking algorithm detects and connects individ-
ual particles to build up trajectories. Another initialization approach is similar to classical
tomo-PIV method, where the tracking method is applied to particles reconstructed in the
voxel space. Once the initialization is done, particles trajectories are fitted with polynomials
and the particles position of the next time-step is extrapolated. The particles position is
then back projected to the camera views followed by the same processes as in IPR to correct
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Figure 2.10: Flow chart of IPR.

the particles position (the correction process is called ”shaking” by the authors). After the
correction is completed, new polynomials are fitted to update the tracks, new positions are
extrapolated for the next time step and the STB iterations start over again. It should be noted
that during the correction phase, new particles could enter into the measurement volume for
the first time. In such case, these particles are then excluded from the built trajectories until
further time-steps when a robust predictor is made available for them. On the contrary, a
track is concluded and no longer updated when the associated particle exits the measurement
volume.

The STB algorithm is considered one of today’s most efficient processing methods for tomo-
graphic measurements. First of all, it is 5-8 times faster in processing speed than tomo-PIV
processing (Schanz et al., 2016), while still have the same or even higher accuracy in velocity
estimation. A sample result is shown in figure 2.12, where particles trajectories computed
with STB are displayed. Although the velocity information is attached to each particle’s
track, in other words, represented in Lagrangian frame of reference, the velocity field can be
transformed into gridded format as in tomo-PIV (Eulerian frame of reference) with relative
ease. However, precision is lost to some extent due to spatial averaging. Finally, data obtained
from a tomo-PIV set-up can be potentially processed with STB as long as time resolved data
is acquired.
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(a) Particle tracks of a water jet experiment. (b) Close-up view of 2.12a.

Figure 2.12: Water jet experiment processed with STB. Image from Schanz et al. (2016)



Chapter 3

Experimental Setup

The experimental campaign is carried out in the Low-Speed Laboratory of Delft University
of Technology. All measurements are performed at freestream velocity Uy, = 10 m/s. This
chapter describes the details of the wind tunnel facility where the experiments are conducted
(section 3.1), the specifications of the wing-flat plate model and the control devices (sections
3.2 and 3.3). The chapter concludes with the definition of the experimental conditions for
both sPIV and large-scale tomo-PTV measurements.

3.1 Facility

The junction flow experiment is performed in the M-tunnel at the Low Speed Laboratory
(LSL) of TU Delft. The tunnel can be operated as an open jet or as a closed loop tunnel.
Depending on the operation mode, the tunnel can deliver wind speeds up to 35 m/s or 50
m/s respectively. The test section is square shaped with a cross section of 40 x 40 cm?2. The
test section is about 2 m long, allowing the boundary layer to grow up to a few centimetres
before exiting. Besides, the tunnel can be extended with an attachable test section. In the
current work, an extended plexiglass test section with 60 ¢m in length is installed. The ceiling
upstream of the extension is tripped with zig-zag tape to achieve a turbulent boundary layer.
Before the contraction, the tunnel cross section is about 89 x 98 em?. Hence, the contraction
ratio of the M-tunnel is about 5.45. The turbulence intensity is measured in the order of
0.9% operating at 10 m/s.
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Figure 3.1: Picture of the M-tunnel. Fog generator and wing tunnel inlet on the left and test
section on the right.

3.2 Wing-body Junction

The wing model used in the experiment is based on Rood wing model. This model is a
modified NACA0020 with a semi-elliptic nose with major to minor axis ratio of 3:2. The
Rood wing was designed by Rood (1984) and later modified by Hasan et al. (1986). Rood
designed this wing model specifically for junction flow studies, as he stated “The blunter nose
produces a larger vortex, which leads to spatially more extensive, hence more easily measured
flow structure” (Rood, 1984). For this reason, the same model was used in numerous posterior
juntion flow studies, e.g. Devenport et al. (1990); Fleming et al. (1991); Apsley and Leschziner
(2002); Ryu et al. (2016) and more.

The wing-body junction is created by installing a Rood wing model on the walls of the
detachable plexiglass test section. The wing model has a chord (c) of 200 mm, maximum
thickness (T) of 47.5 mm, and span (h) of 400 mm, which is the same as the test section
breath. The model’s leading edge is located 160 mm downstream from the beginning of the
extended test section. Zigzag tape is placed at the maximum thickness of the wing model to
force transition on the model. In addition, the transparent test section allows an easy optical
access.

The Rood wing model has a bluntness factor value of 0.32, the Reynolds number based on
the model’s chord is Re, = 1.34 x10° or Rer = 3.18 x 10* if the model thickness is taken
as reference. The momentum deficit factor of the present study is 6.67 x 107, which is about
an order of magnitude lower compared to some previous literatures, e.g. Devenport et al.
(1990); Gand et al. (2010a); Apsilidis et al. (2015), etc. Although the MDF is lower, a
turbulent junction flow is achieved given the fact that the Rey is sufficiently high (>1500,
(Gand et al., 2010a)), see section 5.1 for details on the boundary layer properties. The reduced
value of MDF means a less turbulent HSV structure is present during the experiment.
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Figure 3.2: Transparent test section with rood wing installed.

3.3 Control Devices

The passive control devices included in the study are leading edge fairing, vortex generators

and the antifairing.

These devices are selected among the ones discussed in the literature

review (see section 1.2.1).

3.3.1 Leading Edge Fairing

The leading edge fairing design used in the experiment follows the works from Van Oudheus-
den et al. (2004). This design method has proven to be effective in eliminating leading edge
separation and promotes relaminarisation of the flow over the wing. In addition, the fairing

design is parametric
of a certain airfoil.

, which means that its geometry can be easily obtained given the shape
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(a) Sketch of the simplified fairing design by Van  (b) Picture of the fairing installed on the junction
Oudheusden et al. (2004). model.

Figure 3.3: Fairing design.
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The parametric design of the fairing is shown in figure 3.3a. The fairing nose is a stretched
curve of the airfoil leading edge, while the fairing spine (the curve tangent to the floor and
the airfoil leading edge) is defined by an ellipse with semi axis A and B, figure 3.3a. The
fairing used in this work has the value of A=0.14c and B=0.2c. The fairing is designed to be
attachable to the junction region. In this way the fairing can be mounted effortlessly and no
major modification needs to be done to the wing-plate junction model. The requirement for
a fairing insertion design is that it should not add too much thickness to the original model
close to the fairing-wing union region. To make the fairing model possible, it is 3D printed
with photo-sensitive resin. 3D printing technique is chosen because it can produce walls with
a minimum thickness of about 50 pum, which is hardly achievable by machining methods.

3.3.2 Vortex Generators

Vortex generators in common-up-flow configuration create vortices with opposite rotating
direction compared to the leading edge HSV. Therefore, the strength of the HSV is mitigated
when both vortices are combined.

In the present work, vortex generators both in spacing and series configuration are tested and
measured with sPIV at the wake region (see section 3.4.1). The results are processed on the
spot and some configurations are discarded for the tomographic measurement due to time
constraint.

Figure 3.4: Placement of the vortex generators in spacing configuration. The VG are separated
47.5 mm apart.

The triangular-shaped vortex generators are 21 mm long, 6 mm height and 1 mm thick. The
deflection angle of the device is 18 degrees with respect to the freestream direction. In the
series configuration, two pairs of VG are positioned at 100mm (0.5¢) and 150 mm (0.75c)
upstream of the leading edge. For the spacing configuration, one pair of VG is used and it is
placed about 71.25 mm apart (1.5 times the wing model thickness T) and 100 mm upstream
from the wing model leading edge (50% of the chord length or 0.5¢). However, it is found
from the results that this separation distance is not the optimum, hence later on it is changed
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to 47.5 mm (1T). The setup of this configuration is shown in figure 3.4.

3.3.3 Antifairing

The antifairing device is included in this study because it has been showed by Belligoli (2015)
and Koers (2017) that it outperforms other conventional fairing designs in terms of drag
reduction. However, the flow structure and the working mechanism of such device is still
unclear.

Since the antifairing has a dented shape on a flat surface, a new plate has to be manufactured
and it must have the same dimensions as the test section wall. The manufactured plate is
shown in figure 3.5 and a sketch of the antifairing design in 3.6.

Figure 3.5: Photograph of the antifairing with Rood wing installed.
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(b) Contour of the plate at different location.

Figure 3.6: Drawing of the antifairing plate.

3.4 Data Acquisition and Design of Experiment

The flow around the junction is measured using two measurement techniques: sPIV and
large-scale tomo-PTV. These techniques are based on imaging velocimetry, and thus both
share the same illuminating and imaging system. The specifications of the equipment are
briefly described in the following paragraphs and the settings are explained separately in each
technique setup.

The imaging system consists of high-speed cameras FASTCAM SA1 from Photron, dis-
tributed by LaVision. The sensor of the cameras has 1024 x 1024 pixels (1Mpx) of resolution
and pixel pitch of 20 ym. The cameras have a digital resolution of 12 bits and can record up
to 5,400fps at full resolution.

The illumination is provided by a Quantronix Nd:YLF high-speed laser, model Darwin Duo.
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The energy of each pulse is about 20 m.J operating at 1 kH z.

3.4.1 Stereoscopic-PIV

>

(a) Isometric view of the sPIV setup. (b) Detailed view on the sPIV setup. The FOV
is marked with yellow dotted line and the camera
separation angle is denoted by 6.

Figure 3.7: Reproduction of the sPIV setup.

Two high-speed cameras are used for the sPIV measurement setup. The first camera is placed
downstream and the optical axis is parallel to the flow direction and the other at about 35
degrees. The measurement plane is illuminated through the side of the test section opposite
to the side of the measurement domain because the Antifairing plate is opaque. For this
reason, the top junction is studied as then the optical setup for the laser is easier (see figure
3.7). The laser sheet is placed orthogonal to the flow direction at 150 mm downstream from
the trailing edge and has a thickness of 3 mm.

The cameras are installed with f=105mm objectives and are placed approximately 45 cm
downstream of the measurement plane. Given such configuration, a FOV of 93 x 93 mm? is
achieved and the setup has a magnification factor of 0.22, or a resolution of 10.85 pixzel /mm.

The f-stop is set to 8 in order to focus all the particles illuminated by the laser sheet.
Fog particles are used as tracer and they are injected into the inlet of the wind tunnel.
The stereo-images are acquired in double-frame mode with a time separation (dt) of 90 pus.
This time separation allows a particle with freestream velocity to travel approximately one
third of the laser sheet thickness. The sampling frequency of pairs of double-frame images is

set to 500 Hz.

A summary of the sPIV setup and test matrix is displayed in table 3.1.
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Table 3.1: sPIV setup parameters

Imaging
Sensor size 20.48 x 20.48 mm? | Field of View 93 x 93 mm?
Resolution 1024 x 1024 pixels | Magnification factor 0.22
Objective 105 mm | Camera distance (C1|C2) 426 mm | 495 mm
f# 8 | Camera angle (0) (C1|C2) 0 deg | 35 deg
Acquisition
Mode Double Frame | Freestream Particles displacement 1 mm
Seeding Fog
Test Matrix
Wind speed Configuration fsample ot Number of images
Clean
Fairing
VG (Series)
10 m/s 500 Hz 90 ps 1000

VG (Spacing 1.5T)
VG (Spacing 1T)
Antifairing

3.4.2 Tomographic PTV measurement and design of experiment

Three cameras are used for the tomo-PTV measurement.
All three are positioned approximately 80 c¢m away from
the wing model in the normal direction. The cameras are
equipped with 60 mm objectives and the f-stop number
set to 16. The measurement domain of the experiment
is about 220 x 90 x 70 mm?>. Since the height of the
FOV is roughly half of the length, the cameras are set to
operate in cropped frame mode of 1024 x 512 pixels. In
cropped frame mode, each camera can record more images
than in full frame mode before the memory runs out. The
magnification factor of the tomo-PTV setup is 0.098, and
a digital image resolution of 4.98 pizels/mm.

The laser beam is expanded radially from the bottom of
the test section toward the upper junction. A knife edge
filter is used to limit the depth of the measurement volume.

HFSB is used as seeding particles in this experiment. In
order to seed the measurement domain, the seeding rake
(see figure 3.8) is installed in the tunnel, upstream of the
contraction, see figure 3.9. Each nozzle of the seeding sys-

Figure 3.8: HFSB seeding wing rake.
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tem has a production rate of 25,000 bubbles/s and can seed a cross section area of 5 x 5 em?
(Caridi et al., 2015). The freestream velocity before the contraction is about 1.83 m/s. Given
these characteristics, a theoretical seeding concentration of 5.5 bubbles/cm? is achieved. The
seeding rake is composed by four seeding wing of 50cm each and separated 5cm in between.
A seeding wing has 20 nozzles installed on it with a nozzle pitch of 2.5cm. The strut which
connects the rake to the wind tunnel wall is roughly 40cm long.

z | Measurement

Contraction

Seeding ralfe / X - volijme
A\ /1
Zig-zag tape

Seeding rake strut

Clamp on WT wall

Figure 3.9: Sketch of the seeding rake installation.

A particle displacement of 10 pixels is allowed in between snapshots. This displacement
can be attained with an acquisition frequency of 5 kHz for the given wind speed. Particle
images are acquired in two different modes. The first is time-resolved, which takes images
continuously and allows the time evolution study of the HSV structure. However, the analysis
of this data is out of this project scope. The second mode is the so called cyclic or burst
mode, which consists on the acquisition of multiple uncorrelated sets (each set contains 30
images recorded continuously). Given the fact that statistical convergence can be reached
with less uncorrelated samples, images captured in burst mode are used to calculate the
averaged velocity field.

For the given concentration, assuming a bin size of 0.5x 0.5x0.5¢m3, and the statistical con-
vergence is achieved with 500 bubbles/bin, about 800 burst cycles are needed. However, more
cycles are recorded as in practice the particles density is usually lower than the theoretical
value.

The tomo-PTV experimental setup is summarized in table 3.2
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Table 3.2: Tomo-PTV setup parameters and test matrix.

Imaging
Sensor size 20.48 x 20.48 mm?  Magnification factor 0.098
Resolution 1024 x 1024 pixels | Camera distance 742 mm | 795 mm | 773 mm
(C1]C2|C3)
Objective 60mm | Camera angle (6,6,)
f# 16 C1 -4 deg |0 deg
Field of View 220 x 90 x 70 mm? C2 -6 deg |-21 deg
C3 -16 deg | 9 deg
Acquisition
Particle dis- 10 pixels (2.2mm) | Seeding HFSB
placement
facq 5kHz
Mode Burst | Mode Time-Resolved
fsample 25 Hz fsample -
Test Matrix
Wind speed Configuration Acquisition mode Number of sets Total number of
frames
Burst 1800 54000
Clean Time-resolved 1 10000
Fairi Burst 1800 54000
10 m/ Hrng Time-resolved 1 10000
m/s
. Burst 1800 54000
VG (Spacing 1T) Time-resolved 1 10000
Antifairi Burst 1800 54000
HHalnne Time-resolved 1 10000
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(b) Schematic of the tomo-PTV setup.

Figure 3.10: Picture and isometric diagram of the imaging system.
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Chapter 4

Data Analysis and Reduction Techniques

The aim of this project is to reveal the flow topology in the junction flow configuration. In
order to reveal and extract it, the data obtained from the experiments has to be processed
beforehand.

This chapter starts with a discussion on the procedure to obtain velocity fields from the
recorded images. This includes image pre-processing techniques (section 4.1), description on
the processing parameters (section 4.2), both for sPIV and tomo-PTV, and post-processing
methods of the data (section 4.3). The chapter closes with a survey on flow analysis methods
such as vortex identification and strength determination (section 4.7).

4.1 Image Pre-Processing

The raw recorded images usually contain background noise and undesired reflections. Al-
though the latter can be reduced by covering the affected parts with non-reflective paint or
foil, the problem could still persist.

To increase the image quality, image pre-processing techniques are implemented. In the
current work, image correction by subtraction of the averaged light intensity is employed.
As the name indicates, this method computes the average light intensity of a recording in
each pixel, which is then subtracted from each individual image. The outcome of this filter
is sharper particle images with less noise contamination. This filter is relatively robust if the
reflection is constant across the entire recording. Nevertheless, this practice is not suitable for
images with low particle intensity, as the subtraction would reduce the particles brightness
below a recognisable level.

In the low scattered light case, the subtraction of the minimum recorded light intensity can be
used. Although reflections are not removed completely by using this method, this technique
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can still yield an improvement on the results while preserving most of the particles.

A sample of light intensity subtracted image is shown in figure 4.1. The unfiltered image shows
a strong reflection on the leading edge fairing, which is partially removed in the minimum
subtraction filter and almost eliminated in the average subtracted one.

(a) Unfiltered.

(b) Min. subtracted.

(c) Avg. subtracted.

Figure 4.1: Sample of filtered and unfiltered images

4.2 Data Processing Parameters

Two types of processing parameters are discussed in the following sections: one corresponds
to the setting of the sPIV experiment and the other the tomo-PTV.

4.2.1 sPIV Processing

Table 4.1: Processing parameters of sPIV measure-

ment.
Processing
Method Stereo Cross-correlation
Windos size 32 x 32 pixels
Overlap 75%
Window Shape Square

The processing parameters of sPIV resemble
to the one from planar PIV, as both tech-
niques rely on cross-correlation method to
obtain the velocity field.

The processing software Davis 8.3. from
LaVision is used for the processing of the
stereo images. The field is obtained through

stereo cross-correlation method. The interrogation windows size is 32 x 32 pixels with 75% of
overlap. Only velocities within two standard deviations are included to calculate the average
field. The processing parameters are summarized in table 4.1. With this configuration, the
velocity vectors are spaced 8 pixels from the neighbours. Stated otherwise, a vector pitch of

0.73 mm is achieved.
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4.2.2 Tomo-PTV Processing

The Shake-The-Box algorithm (Schanz et al., 2016) in Davis 8.4. is employed for the compu-
tation of the particles trajectories in the tomographic measurement. Due to the complexity
of this tool, additional attention should be given. For instance the number of processing
parameters is multiple times the number for planar PIV. Thus, all the parameters must be
set accordingly to ensure a successful processing.

The STB settings are displayed in table 4.2. It includes the definition of the volume, particle
detection criteria, OTF adjustment and an estimate of the particles displacement and accel-
eration limits. The parameter “maximum relative change in particle shift” is found to have a
strong influence on the total number of tracks detected by STB. This parameter defines the
allowed shift that a particle can change between time instances, in other words, the maximum
acceleration. An assessment on this parameter is carried out to capture as much tracks as
possible.

Table 4.2: STB parameters setting.

Category Parameter Value Unit
Particle detection 2D intensity threshold 20 [counts]
min. particle intensity (of avg. intensity) 0.1 []
Close particles removal 1 [vox]
Max. triangulation error 0.5 [vox]
Optical transfer function Size factor 1.1 []
Intensity factor 1 [
Residdum OTF radius 2 [px]
Displacement limits Max. shift 15  [vox]
Max. part. shift (abs) 0.8 [vox]
Max. part. shift (rel.) 40 [%]
Iterations Shake delta 0.2 [vox]
Add particles iterations 4[]
Refinement iterations 4 [
Tracks settings Order of polynomial 2 [
Track length 11 [

The STB algorithm is executed for multiple limits and the statistics are recorded in the
assessment. The statistical results indicate the number of detected particles, the number of
tracks and the number of continuous tracks. The collected information is used to generate
the plot in figure 4.2. It can be seen that the number of detected tracks increases rapidly
for small shift values and it stabilizes at around 40%. This trend indicates that the flow
in the junction has a relatively high acceleration. For this reason a considerable amount of
tracks are discarded by the code when the limits are set too low. Hence, the “maximum
relative change in particle shift” is set to 40%. Note that a higher number of tracks could also
introduce more bad tracks in the results, which would need to be filtered in the post-processing



46 Data Analysis and Reduction Techniques

(section 4.3). The parameters on the minimum length of the tracks can also be set. In the
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Figure 4.2: Number of detected tracks in function of acceleration limits.

present work, a long track length is preferred because the number of spurious trajectories is
then reduced. According to Schanz et al. (2016), (ghost) particles, which do not hold up a
coherent trajectories across time steps, are hardly reconstructed by the STB algorithm. In
this way, the requirement for long tracks criterion acts as a first filter in eliminating outliers.

4.3 Post-Processing

As the calculated velocity fields are not free of errors, it is part of the data analysis process to
filter out outliers. Two data filtering techniques are proposed in this section and an assessment
on the filtered velocity fields is presented. The filter that presents better performance will be
selected for post-processing the results.

4.3.1 Confidence level filter

The confidence level is one of the most straightforward tools to reject outliers in a batch
of data samples. The filter considers a data point as an outlier when its value falls beyond
certain confidence value defined by the user from the mean. The mean value of velocity is
defined as:

- 1
U:N;UZ- (4.1)
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being U; the streamwise velocity population within a bin. The same procedure can be per-
formed to spanwise (V) and normal (W) component of the velocity. The standard deviation
of the corresponding bin is defined as:

oy = ﬁ S (U -T2 (4.2)

=1

The confidence level is designated as n times of ¢ from the mean. Thus, a velocity vector is
considered for the statistics if and only if its value is within the defined dispersion. Otherwise
the velocity point is discarded from the population.

V|U; = U| > |n - 0;| = outlier (4.3)

The filter can be applied to the data set multiple times, as a new value of mean and standard
deviation are resulted after each passes. Nevertheless, an excessive number of passes could
lead to smoothing of the velocity field.

4.3.2 Universal Outlier Detection

The Universal Outlier Detection is a median based filter proposed by Westerweel and Scarano
(2005) for PIV data. This filter determines outliers by comparing a threshold value with the
normalized residual of the velocity. With this approach, the filter works both in laminar and
turbulent flow regimes with similar performance, which gives the universal character of the
filter. To employ this filter, the residual of the velocity (equation 4.4) and its median value
are calculated (equation 4.5). U, in equation 4.4 denotes the median value of velocity.

ri = Ui = Unl 44

rm = median{ry, ro,r3...75} (4.5)

The residual value is normalized with the median:

* T
¥ = 4.6
hi Tm + € ( )

€ in equation 4.6 defines the fluctuating level in the measurement data.

Note the presented normalized residual value is for one single component, the process is
repeated for other components and the magnitude of the residual is calculated. A velocity
vector is then considered outlier if the calculated residual magnitude is higher than the user
defined threshold (r};,). The lower the normalized residual threshold, the stricter the outlier
detection criterion is.
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4.3.3 Filter comparison

Two data filtering strategies have been presented. The confidence level filter is tested with
acceptance levels of 20 and 3¢ with two filter passes each. The confidence interval achieved
with 20 and 30 are 95.4% and 99.6% respectively. The universal outlier detection is tested
with threshold value of 2.5 and 3, and an acceptable fluctuation of 0.2. The filtered data is

then averaged in cubic bin cells of 5 x 5 x 5 mm?.
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Figure 4.3: Comparison of different filter on the ensemble average of PTV data with 300 burst
cycles. The shown plane is parallel to the junction wall at a height of y = 6 mm for the clean
configure.

Different filtered ensemble averages of the streamwise vorticity are shown in figure 4.3. This
quantity is shown because the velocity, regardless the component, has only small changes on
the field which hinder the comparison. Compared to the unfiltered case, the median filters
have concluded that the peak vorticity at the wing’s nose is lower, while it is slightly weaker
for the 20 confidence filter and almost no variation for the 30 one. Another noticeable change
caused by the filters is the shrinkage of the vortex stream at about X = 140 mm. It is
possible that the HSV breakdown occurs at this location as the wide of the vorticity contours
reduces considerably and becomes less coherent. Again, the median filters indicate that the
streamwise vorticity is less intense and only small changes is observed for the confidence
filters.

Other quantities are also revised for determining the most suitable filter. For instance, the
standard deviation and the remaining particles in the cells after filtering. For the median
filters, both quantities are less than all other cases, while for the mean filters, these values
are slightly lower in the 20 case and almost no changes for the 30 mean filter. These values
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at some particular locations, indicated in figure 4.4 are shown in table 4.3. These results
have a strong implication on the filter that will be used to post-process all the data. First
of all, the lower value of standard deviation from the median filter could indicate the data
set is over-smoothed. Although its effect is not reflected on the averaged velocity field, it
reduces the calculated turbulence level. Secondly, if the remaining number of particles in the
bin cells is reduced, the statistical convergence could be not reached. Viewed differently, the
uncertainty of the bin is also higher due to less particle samples.

Table 4.3: Value of standard deviation and remaining particles of after applying different filters.
The locations are indicated in figure 4.4

Freestream (Point 4) Core (Point 3)

Oy oy o Particles o, oy o Particles

[m/s] [m/s] [m/s] [m/s] [m/s] [m/s]
Unfiltered || 0.855 0.459 0.477 1292 1.179  1.253 1.323 941
20 0.611 0.418 0.461 1250 0.855 1.206 1.319 921
30 0.855  0.459  0.477 1292 1.178  1.252  1.323 933
Ty, = 2.5 0.598 0.348 0.397 1098 0.811 0.815 0.889 672
Ty, = 3 0.665 0.380 0.419 1168 0.896 0.990 1.019 765

For the given observations, the mean filter with 2¢ is applied to the data as outlier detector.
This filter is preferred over the median filter because it is less aggressive in discarding data
samples. Additionally the value of standard deviation is not as heavily biased. The 30 mean
filter is not selected because the confidence level is extremely high. As a result, almost all the

data samples are included for the ensemble average, resulting almost no filtering effect in the
velocity field.

4.4 Grid transformation

The output from the STB algorithm are particles trajectories. This form of velocity data
representation is more precise as each velocity vector represents a unique position in space.
However, this property complicates the analysis process, specially when it involves the calcula-
tion of spatial gradients: as the data is scattered in space the gradient is not uniform between
neighbours. For this reason, it is preferred to transform the trajectories into a structured grid
before proceeding to the analysis. Since the spatial gradient is then uniform across grid cells.
Nevertheless, grid transformation has the disadvantage of spatial averaging. Hence, the cells
or bins must be sufficiently small to minimise the spatial modulation but at the same time
big enough to include sufficient sample points and reduce the uncertainty.

In a first approximation, the grid cell length can be determined by the following equation
proposed by Agiiera et al. (2016):

Nmin

- (4.7)
Nejr-C
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Npin is the minimum number of samples required in a fluid cell, which is defined in the de-
sign of experiment in section 3.4.2, Ny is the number of effective samples and C' the seeding
concentration in bubbles/cm?. In the current study, the number of effective samples can be
approximated as the number of burst cycles. However, in the case of time-resolved measure-
ment, the effective number of samples differs from the number of recorded images because the
flow structures are correlated in space and time. In such situation, the effective number of
samples can be estimated as the ratio of acquisition period (7,4) and the characteristic time
scale of the flow (7).
Toq

Negr == (4.8)

In this work, a bin cell length of approximately 4 mm is resulted by considering N.s; the
number of burst cycles.

The ensemble average of the velocity field on each cell is performed using Gaussian weighted
average, centred on the cell. In other words, a velocity vector has more influence on the final
mean value the closer to the cell centre it is.

4.5 Convergence analysis

After the ensemble average of the particle tracking data, the convergence analysis is per-
formed. This analysis aims to find out the minimum number of samples required to have a
consistent average value. It is important to ensure statistical convergence as otherwise bias
is introduced into the mean value.

The speed of convergence highly depends on the nature of the flow. In laminar flow, the
convergence is reached rapidly because of the low fluctuating level; while in turbulent flow
the convergence is slower. However, it could also be the case that the convergence is hardly
reached by an unsteady flow. For instance, the meandering effect of the HSV in junction flow
keeps the flow oscillating between two extreme positions, resulting high standard deviation.
Therefore, the convergence analysis is performed to various locations to evaluate the effect of
different flow natures on the convergence, see figure 4.4. The locations where the convergence
is analysed are: freestream flow far away from the junction (points 1 and 4), close to the HSV
leg core and its outer region (points 2 and 3) and the junction close to the trailing edge (point
5).

Nevertheless, if the mean velocity converges with less than the total available samples and
the uncertainty value is not a concern, the spatial resolution of the ensemble average can be
increased by introducing a smaller bin size; the other way around, if it does not converge,
one could trade-off the spatial resolution for a better statistically converged result. For this
reason, apart from analysing the convergence with a bin size of 4 mm, it is also analysed for
bin sizes of 3 and 5 mm.

The convergence plot of the normal velocity is displayed in figure 4.5. The quantity selected
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Figure 4.4: Locations in the flow field where the convergence analysis takes place.

as decisive, and thus shown, is the normal velocity (W) as its convergence rate is slower than
the streamwise velocity. It can be observed from the plot that the normal velocity at the
freestream converges almost immediately with a few hundreds of cycles regardless the cell
size. The turbulent regions also converge relatively quickly after approximately 300 cycles for
the 5 mm bin size, and about 400 for the 3 and 4 mm bins. More cycles could be included
to calculate the fields and reducing the uncertainty.

During the experiment, the burst cycles of the VG in spacing configuration were not recorded
correctly. However, the ensemble average could still be calculated with the time resolved
measurement. Since each frame of the TR data is correlated between each other, the effective
number of samples has to be calculated with equation 4.8 with the successive equation 4.9.
The TR ensemble average is converged if the resulted number of samples is close to the
convergence value. The characteristic time scale of the flow can be calculated by means of
autocorrelation. Autocorrelation is a mathematical tool that measures the time for a pattern
to repeat itself on a given time signal (Box and Jenkins, 1976). The autocorrelation coefficient
is defined as:

N—T
SU@)-U(t+71)
=1
N
>
=1

R(r) = (4.9)

U’ (t)2

7 and U’(t) are the time delay and the fluctuating part of the velocity signal respectively. The
autocorrelation coeflicient is calculated for all three velocity components and the component
that presents the longest characteristic time is adopted for the characteristic time scale. The
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Figure 4.5: Convergence plot for the different location and different bin cell length.

velocity-time series is acquired by Gaussian averaging velocities vectors that are within a large
cubic interrogation volume for each time step. The need for a large volume is to compensate
the low particle concentration of the flow, as a large volume has high probability to acquire
particles in all time steps. Figure 4.6 shows the fraction of the time series in which the
interrogation volume has not captured any particle. A volume of 10 x 10 x 10 mm? is
selected to extract the velocity signal as it yields a relatively low empty space fraction. The
times instances which do not have any velocity vectors are interpolated. The location of the
volume is set to be around the vortex core position at 65% of the chord length. At this point,
the meandering effect of the HSV is dominant and its frequency is expected to be captured
by the autocorrelation analysis.

The autocorrelation coefficient is evaluated and presented in figure 4.7. The series is consid-
ered to be uncorrelated in time when the autocorrelation coefficient drops below R = 0.15.
The corresponding integral time scale for this threshold value is 1.8 ms. Note the streamwise
velocity is considered as it returns the longest time scale. The time-resolved measurement has
a total number of ten thousands images acquired at 5 kH z of acquisition frequency, thus, the
acquisition period is 2 s. The effective number of samples is then calculated using equation
4.8, resulting 1,111 uncorrelated samples. Given the fact that the number of uncorrelated
samples is higher than the required for statistical convergence, it can be concluded that the
time-resolved data is suitable for the flow analysis.
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Figure 4.6: Percentage of zero particles in the velocity time series in function of interrogation
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the vortex core in the VG in spacing configuration.
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4.6 Uncertainty analysis

The uncertainty of the measurement can be quantified using equation 4.10. The uncertainty
depends on the standard deviation of the samples, the coverage factor k, which both together
define the confidence interval, and the square root of the number of uncorrelated samples.
ko
Nun

€ =

(4.10)

In the case of the sSPIV measurement, the number of uncorrelated samples is equal to the num-
ber of velocity fields obtained, which is 1000. The uncertainty of the wake field is measured
in three locations: freestream, close to the vortex core wake and in the boundary far away
from the vortex wake. These locations are shown in figure 4.8. The results of the uncertainty
assessment are shown in table 4.4.
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Figure 4.8: Locations in the wake where the uncertainty is measured.

Table 4.4: Velocity uncertainty calculated in the wake measurement.

Freestream (Point 1) Core (Point 2) Boundary (Point 3)
€z €y €2 €z €y €z €z €y €2
%oof the freestream
Clean 0.8 0.7 2.2 3.7 3.3 5.0 3.5 2.8 5.2
Fairing 0.8 0.6 2.1 3.5 3.1 5.1 3.4 2.7 5.0
VG (Series) 0.8 0.6 2.0 4.1 3.6 5.4 3.5 2.8 5.2
VG (Spacing 1.5T) 0.7 0.6 2.0 3.6 3.3 4.9 3.4 2.7 4.9
VG (Spacing 1T) 1.1 0.8 2.8 3.9 3.4 4.8 3.2 2.7 5.2
Antifairing 1.1 0.8 2.8 3.0 3.0 4.5 3.5 3.0 5.6

For the tomographic measurements, the number of burst cycles can be considered as the
number of uncorrelated samples. This reasoning is sound because each burst cycle is separated
from the subsequent ones by a large time separation, hence the cycles are uncorrelated in time.
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In the case of the time-resolve data, the number of effective samples, measured with equation
4.8, is not strictly equal to the number of uncorrelated sample as it depends also on the
concentration. Given a single TR effective sample and transformed into a structured grid,
not all bin cells would have captured at least one particle due to the low seeding concentration
of large-scale PTV. As a result, the velocity field with such sample would have cells that do
not have any velocity information. In such matter, a TR effective sample should not be
considered as an uncorrelated sample as its field is incomplete. A correction factor is defined
to work around this problem. It is shown as the multiplier of equation 4.11. This factor
takes the minimum between particles that are in a bin cell, which depends on the seeding
concentration and the considered cell size, and unity. In this way, if the number of particles in
a bin cell is less than one, more TR effective samples are needed to compose an uncorrelated
sample, otherwise they are equivalent.

Nun = Negp-min{C - 13,1} (4.11)

Applying equation 4.11 on the calculated number of TR effective samples, 390 uncorrelated
samples are obtained. Although the number of valid uncorrelated samples is slightly less than
the convergence value, it is considered to be acceptable for the current study.

The uncertainty is calculate for the ensemble averaged velocity field, for each velocity com-
ponent and each configuration. The ensemble average of the VG configuration is build upon
TR data, thus, higher uncertainty is expected. Various locations(vortex core, freestream and
trailing edge as indicated in figure 4.5) are selected for the uncertainty calculation, whose
values are summarized in table 4.5. Higher numbers are found to be located at the core and
close to the trailing edge regions in all configurations, which could be linked to the turbulence
and unsteadiness of the HSV.

Table 4.5: Velocity uncertainty calculated in the ensemble average of all configurations.

Freestream (Point 4) Core (Point 3) Trailing Edge (Point 5)

€x €y €, €r €y €, €r €y €5

%oof the freestream
Clean 0.6 1.1 14 3.9 4.4 4.2 3.6 2.2 2.8
Fairing 0.6 1.0 1.3 3.2 2.8 3.2 4.7 2.6 3.4

VG Spacing 14 2.6 3.6 9.8 124 121 10.2 5.9 7.4
Antifairing 0.6 1.0 1.2 4.0 4.9 4.4 2.5 1.8 2.2

During the process of grid size assessment, it is observed that the peak streamwise vorticity of
the HSV decreases with the grid size. The diminution is attributed the high velocity gradient
close to the vortex core, which cannot be resolved with the selected bin size and thus, the
vorticity value suffers from the spatial modulation effect. Consequently, a bias on this quantity
is present and is a source of error which should be taken into account. To narrow down the
uncertainty, an estimation on the true peak vorticity is performed and the difference with the
binned data would infer the systematic error in the results.
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Assuming the peak vorticity increases with the cell size and decreases with smaller ones up to
a certain limit (the true peak vorticity), a series of data points can be obtained by constructing

the ensemble average with different size.

To estimate whether the true peak vorticity is achieved, multiple ensemble average with
different cell size are reconstructed around the vortex. The peak vorticity value is then
recorded for each grid size. Smaller grid is preferred as its vorticity value is closer to the true
one, but it should be bared in mind that the noise level also increases due to less particles
are in the bin. Once the data points are obtained, it can be fitted with a polynomial and
extrapolated to smaller grid size. The result of the estimation is shown in figure 4.9. It can
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Figure 4.9: Peak vorticity value in function of cell size.

be concluded that the peak vorticity has not been reached yet, as the measured peak vorticity
in function of the grid size is continually decreasing with the smaller cell size. No further
data points are obtained as the noise level surpasses recognisable level. In the worst case
scenario, the true peak vorticity takes the value of -1000 s~! at zero grid size. The difference
with the peak vorticity measured in the same location but with a grid of 4 mm is -530 s~ 1.
Although the peak vorticity difference is relatively high, it reduces only the local accuracy
of the vorticity field, which is a relatively small area of about 1.5 x 1.5 mm? (the vortex
core size). Nevertheless, the limit in calculating the peak vorticity does not suppose a major
shortcoming when comparing different configuration, as it is more relevant the difference in
vorticity across configuration than measuring the absolute value.
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4.7 Flow Analysis

The processing techniques discussed so far are adopted in order to obtain the time-averaged
velocity fields of the junction flow as precise as possible. Then, the flow is analysed to reveal
the vortical structures. In the subsequent sections, the analysis techniques such as wake
characterization, vortex identification method, and turbulent level determination are briefly
explained.

4.7.1 Momentum Deficit

This flow analysis only applies to results from the sPIV measurement, as the momentum
deficit survey is more accurate at the wake region where influences of the model is minimum.

The momentum deficit analysis estimates the force which contributes the most to the drag.
The results from the different configuration will be used to compare the performance. The
idea of this analysis is that an undisturbed flow loses its kinetic energy after passing through
an obstacle. The energy lost is attributed to the friction with the model and the effect of
the reduced velocity (wake) is captured downstream. By applying the momentum balance
between the freestream and the wake, the difference yields the drag.

MD = p/S U (Us — U)dS (4.12)

This quantity is defined as the surface integral of the product of streamwise velocity at the
wake and its difference with the freestream velocity (equation 4.12). The application of the
equation is valid if certain assumptions are considered. For instance the flow is incompressible
and the plane of measurement is perpendicular to the streamwise velocity Anderson (2010).
Only velocity in the streamwise direction is considered because this is the component relevant
to the drag. Following this basis, the lift force or side force could also be determined if the
normal and spanwise velocity are considered respectively.

4.7.2 Vorticity

Vorticity is defined as as the curl of the velocity field. This quantity describes the rate of
change in the flow direction (circulation) and velocity gradient (shear). Nonetheless, for a
given vorticity value, it cannot distinguish the source of either as the two effects are coupled.

dw dav

dy dz

- 7 |dW _ dU

G=Vxiu= |0 — % (4.13)
av dau

dx dy
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4.7.3 Q-criterion

Facing the shortcoming of vorticity on identifying vortices or shear layers, Hunt et al. (1988)
proposed a method which decouples the two effects called Q-criterion. This method begins
with the calculation of the velocity gradient tensor, which is then decomposed into a symmetric
tensor S and antisymmetric tensor 2. Each elements of the two tensors are defined as:

1 Gu, auj
= = 4.14
1 auz 8’LL]'
gbﬂ“i(amj"axi) (4.14b)

The Q-criterion, symbolized as @), is expressed as the difference in magnitude of S and €.
1
Q=§ﬂm2—ﬁﬁ) (4.15)

The modulus of 2 and S defines the local vorticity magnitude and the shear rate. Hence, a
positive value of @ implies the presence of a vortex and negative for a shear layer.

4.7.4 Circulation

It has been shown that a vortex can be recognized using the Q-criterion. Nevertheless, the
value of Q does not report the vortex strength. In account for this limitation, the circulation
(") can be employed to estimate the vortex strength.

r—f@&—/wds (4.16)
C S

The circulation is defined as the line integral of the scalar product of velocity and the tangent
of the closed curved. By applying the Stokes theorem, the same expression can be written in
function of the vorticity and the area enclosed by the curve.

As the circulation highly depends on the selected area for its determination, it is recommended
to calculate it in an area enclosed by a contour line of a certain vorticity value. In such a
way a larger vortex would have higher contribution due to the increased area. Nevertheless, a
rectangular shaped integral surface, centred to the vortex core, could be adopted for a simpler
calculation. As then it mainly accounts for the the peak vorticity. This window must have
the same surface area if a comparison between configurations is performed.

4.7.5 Turbulence level

The intensity of the velocity fluctuation around the junction is studied by means of the normal
components of the Reynolds stress (R;., Ryy and R, for each component). The reason for
studying the three components separately is due to the anisotropy of the flow. This analysis
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has a special interest in the practical application such as a junction flow introduced in a wind
tunnel, which is the motivation of this thesis. In such configuration, the disturbances could
be increased in certain direction, hence the uncertainty. Consequently, the results obtained
from an experiment performed in this wind tunnel would be biased, specially if it is more
sensitive toward the disturbed direction.
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Chapter 5

Results and discussion

This chapter describes the results on the performed junction flow experiments. First of all,
the flow conditions are introduced and the flow at the wake region, measured with sPIV, is
characterized. This initial analysis allows the recognition of the outperforming configurations
among all. These configurations are the ones further studied by measuring their junction
flow with large-scale tomographic PTV technique. To conclude this chapter, the working
mechanism of the control devices on the HSV is proposed based on the obtained results.
The results presented in this chapter are normalised with the Rood wing maximum thickness
and/or freestream velocity.

5.1 Flow Condition

As mentioned in the experimental setup in chapter 3, all tests are conducted with a flow
velocity of 10 m/s. The flat surface is tripped at the beginning of the transparent test section.
The boundary layer profile is assessed with planar PIV at the presumed wing’s leading edge
position without the model.
. . Table 5.1: Boundary layer properties.

The BL profile is shown in figure 5.1. The BL
thickness (J) is about 0.6T, the calculated dis-
placement thickness (0*), momentum thickness
(#) and the Reynolds based on these number are
summarized in table 5.1. The boundary layer is
turbulent as according to Schlichting et al. (1955), the shape factor is around 1.4.

§ 06T |285[mm] |H 148
5% 0.096T | 4.6 [mm] | Res- 3194
6 0.065T | 3.1 [mm] | Rey 2153

The turbulence level increases the closer to the wall is up to a peak value, then it drops to
zero on the wall as no velocity exist. The measured maximum value is about 10%, however,
it might not represents the peak turbulence level due to the limited spacial resolution of PIV.
The freestream turbulence level is about 1%.
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Figure 5.1: Boundary layer profile at the wing's leading edge position.

5.2 Wake Survey

Results of the wake measurements are displayed in this section. The discussion is focused
on the time averaged velocity, vorticity and the associated momentum deficit and turbulence
level at the wake at x/T = 7.67 downstream from the wing leading edge. These measurements
are taken in a plane normal to the freestream velocity. The results of the clean configuration
are discussed first in order to define the reference flow features of the junction flow.

5.2.1 Clean Configuration

Velocity and vorticity field

The streamwise velocity of the clean configuration, displayed in figure 5.2, shows a reduction
of freestream velocity at two locations: the wake of the wing (z/T = 0) and the flat plate
boundary layer (y/T < 0.5). Note the velocity field is not exactly symmetric with respect
to the symmetric plane (z/T = 0), given that the wing model has one side rougher than the
other due to manufacturing issue. As a result, the flow transitions at a different point on
each side and a small cross flow is induced downstream of the trailing edge. To force the
flow transition to occur at a similar point, zigzag tape has been used. Although the cross
flow intensity is reduced, a small effect is still present. Given such situation, less attention is
given to the wing’s wake as this effect is repeated in all configurations and does not change
significantly.
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A swirl flow is observed at the juncture area and the streamwise velocity is higher than the
surrounding. This flow is transporting high momentum flow to the BL junction. As a result,
the momentum deficit is reduced locally. This observation is the result of the HSV wake,
whose presence is barely visible. In addition, the vortex also introduces a cross flow at the
boundary, creating hence a three dimensional boundary layer.

At about z/T = 0.75, the height of low streamwise velocity region is faintly greater than the
outer region and the flow deflection occurs around this point. This infers the location of the
time averaged HSV. The vorticity field can also be plotted to support this basis, where a
region of high intensity is expected.

The streamwise vorticity contour is provided in figure 5.3. The intensity is indeed higher in
absolute value at the aforesaid position than in other regions. The vorticity associated with
the HSV has a negative sign and counter-clockwise rotation in the represented results, on
the measured side of the wing. Nevertheless, the vortex is not located in a single point but
in a area. This could due to the fact that the HSV does not hold a coherent structure at
the wake but has already broken down into smaller structures. More details are discussed in
section 5.3.2. As the product of the vortex breaks down, the flow becomes more turbulent.
Besides, due to the high turbulence level, the vorticity field is not completely converged, which
introduces additional difficulties in the interpretation of this quantity.
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5.2.2 Comparison with other Configurations

Velocity and vorticity field

The wake measurements of the junction with passive flow control devices are presented in
figure 5.4.
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(a) Fairing. (b) VG in series.

(d) VG in 1.5T spacing.
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(e) Antifairing.

Figure 5.4: Streamwise velocity of the wake with different control devices
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The streamwise velocity of the fairing configuration is relatively similar to the clean config-
uration. The only appreciable difference is that the freestream velocity close to the juncture
region (z/T = 0.4) is not intruded to the boundary as strongly as in the clean configuration.
Nevertheless, the cross flow intensity appears to be similar. These observations suggest that
the vortex associated with the fairing configuration could be located closer to the flat surface.

In regards to the vortex generators configurations, all three have a more pronounced silhouette
of a vortex. The vector fields indicate the vortices have higher influence on the boundary layer
than the clean configuration, as a small amount of flow immediate to the plate is slightly lifted
up. Due to the presence of vortices, the thickness of the boundary layer appears to have a
wavy shape. In addition, a region of low streamwise velocity surrounds the assumed vortex
position, causing the BL to be thicker. However, the BL is thinner than the reference further
away from the vortex. This action is the consequence of the vortex generated by the control
device. As the vortex has an opposite rotation than the HSV, see figure 5.5, it pulls the
freestream flow towards the boundary at the outer region.

For the antifairing, the velocity loss in the junction wake is less pronounced. Furthermore, the
magnitude of the downwash and deflecting flow adjacent to the trailing edge is diminished
compared to the reference. In addition, an upwash larger than in most configurations is
observed next to the wall in the range z/T = [0.5, 1.2]. Both, the higher streamwise velocity
and the upwash flow, are the outcome of the antifairing design, as the dented surface has a
positive slope in the x direction downstream of the wing model.

The streamwise vorticity fields are shown in figure 5.5. Starting with the fairing configuration,
the region with negative vorticity is similar to the one obtained in the clean configuration.
However, the peak vorticity value is found closer to the TE immediate to the flat plate. This
finding explains the crossflow observed on the flat plate.

In the cases of the VG generators, a positive vorticity, or clockwise rotating vortex, associated
with the control device is observed almost coinciding with the HSV core, segregating the
negative vorticity region in two parts. A strong negative vorticity is observed at the inner
part of the junction for the series configuration, but the trace of a positive vortex is relatively
low. This observation is due to the artificially created vortex has not merged with the HSV
core but has only approached to the HSV leg, increasing hence its strength.

The VG in spacing configurations appear to be more effective than the series configuration.
First of all, the intensity of the HSV has not increased; secondly, the positive vorticity is
also introducing high momentum flow from the freestream to the BL. It can be observed as
well as the spacing distance plays an important role in the removal of the HSV: with one
thickness spacing, the positive vortex is closer to the HSV core and both are interacting with
each other, resulting in a smaller and weaker vortex. However, the HSV appears to be larger
when the VG are placed too far away. It can also be noted that the strength of the positive
vortex is higher for the larger spacing, as it has less interaction with the main vortex.

The antifairing configuration has similar characteristics to the fairing case, the only difference
is that the assumed vorticity peak is positioned further away from the wing. This finding ex-
plains why more high momentum fluid is transferred closer to the chord line in the antifairing
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(a) Fairing. (b) VG in series.

(e) Antifairing.

Figure 5.5: Streamwise vorticity of the wake with different control devices
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configuration.

Momentum Deficit

The momentum deficit measured in the wake is a good indicator of the drag, even though
only a small part of the wake is accounted for in the current study, it allows for comparison
of the control devices performance. In order to calculate this quantity, an area enclosing the
HSV is adopted (yellow dashed line in figure 5.2). Additionally, the omission of the far field in
the calculation reduces the possible error linked to the small differences in freestream velocity
or the asymmetric flow.
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Figure 5.6: Momentum deficit normalized with clean configuration.

In figure 5.6, the measured momentum deficit of the control devices is shown as a fraction
of the clean configuration’s momentum deficit. The fairing shows a small reduction of about
2%. All VG cases are performing worse than the clean configuration, with the small spacing
configuration the one with the least increment. The largest reduction is recorded for the
antifairing with up to 17% less momentum deficit in the studied area.

In view of these results, both the VG in series and large spacing configurations are discarded

for the tomographic measurement of the junction flow around the model.

5.2.3 Turbulence Intensity

The implementation of a control device depends on its purpose. For instance, reducing the
drag or the turbulence downstream of a junction flow. Hence, the performance study based
on the turbulence level downstream of the junction flow is assessed in this section.
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The principal components of Reynolds stress of the remaining four configurations are shown
in figures 5.7-5.9. Regardless the direction, the results indicate the boundary layer has higher
values than the freestream region, especially at the vortex location where the highest turbu-
lence level is located.
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Figure 5.7: Streamwise Reynolds stress of the wake with different control devices

In terms of the streamwise Reynolds stress (Ryz), the fairing configuration has a comparable
fluctuating level to the clean reference case. The VG case has a localized high turbulence
region but reduces quickly in the normal to wing direction. The antifairing has the least
streamwise turbulence. It appears that all configurations, excluding the VG one, have a more
distributed turbulence along the boundary.

For the spanwise direction (R,,), all configurations have a similar Reynolds stress values in
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the boundary with the exception of the VG, which is the worse performer.
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Figure 5.8: Spanwise Reynolds stress of the wake with different control devices

Lastly, the Reynolds stress in the normal direction (R,,) is discussed. The clean and the
fairing configurations are outperforming the other two in this direction. Again, the VG
has high turbulence confined in a small region while the antifairing has it distributed along
the plate. Besides, the turbulence level in the normal direction is almost double than the
streamwise and spanwise direction for all configurations. This effect could be linked to the
meandering effect, which is still recognized in the wake.

The peak Reynolds stress is summarized in table 5.2. In view of the results, it can be concluded
that the VG configuration generates the most turbulence intensity levels downstream in all
directions. The fairing is better than the antifairing in suppressing the fluctuations in the
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Figure 5.9: Normal Reynolds stress of the wake with different control devices

direction perpendicular to the freestream; while the antifairing works better in the streamwise
direction.

Table 5.2: Peak Reynolds stress in the junction wake.

Rm/Ugo Ryy/Ugo RZZ/Ugo

Clean 3.94 3.03 8.78
Fairing 4.08 2.83 8.36 _3
VG 3.97 363  10.26 | 10

Antifairing 3.63 3.02 8.62
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5.3 Flow around wing-flat plate junction

Results of the tomographic measurement are presented in this section. Only those configura-
tions which present less momentum deficit, the reference clean configuration, fairing, VG in
1T spacing and antifairing, presented in section A, are experimented. To begin with, results
on the time averaged velocity of the flow are given, followed by the presentation of the HSV
vortex structure. The closing of this section focuses on the circulation of the vortex and the
turbulence level at different locations.

5.3.1 Time-averaged velocity field

To simplify the representation of the volumetric velocity field, multiple contour planes will
be displayed.

Clean Configuration

Results of the clean configuration are displayed first to set the reference flow structures. The
displayed planes are perpendicular to the freestream (x-planes) located at x/T = 0, 0.75,
1.5, 3 and 4 as shown in figure 5.10, which corresponds to the location of the leading edge,
maximum thickness and others.

U/J_: 05 07 09 1.1 1.3

Figure 5.10: lllustration of the multiple planes.

At the plane of the leading edge, see figure 5.11a, the incoming freestream velocity has reduced
its strength on the flat plate and also at the wing’s leading edge, where the stagnation region
is located. The velocity at the position of maximum thickness is shown in figure 5.11b. The
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flow surrounding the wing accelerates and so does the flow at the wing-flat plate juncture.

On the plate boundary further away from the wing, the velocity is maintained relatively low
as the effect of the wing’s curvature is reduced with distance. After the maximum thickness
point, at x/T = 1.5, the flow decelerates again as the thickness of the airfoil is reduced. The
tapering also causes the velocity component normal to the wing to have a negative sign. A
vortex is visible at this plane location. The vortex is drawing high momentum flow towards
the juncture, and the same time pushing the boundary flow outward. Because of the rotation,
some of the boundary flow close to the vortex is also lifted up. Moving towards the trailing
edge, the contours of the streamwise velocity are similar to the one observed at the previous
location such as x/T = 1.5. Nevertheless, the velocity magnitude is continually decreasing
the closer it is to the trailing edge. Additionally, the prints of the vortex also become less
noticeable downstream.

u/u,

(a) Contour of streamwise velocity at y/T = 0.1

i i i 1.5 u/U

1 5

] 1.4

1.2

0.8
0.6

(b) Contour of streamwise velocity at y/T = 0.5

Figure 5.12: Streamwise velocity of the clean configuration at different spanwise planes.

Viewed from the top of the junction, see figure 5.12, at a height of y/T = 0.1, a stream
of stronger streamwise velocity can be appreciated close to the wing. Such stream is the
result of the vortex which brings the high momentum from the freestream to the inner region.
More details is explained in section 5.3.2. At the outer region, the lower momentum can be
associated with the combined effect of the plate boundary layer and the transported flow by
the HSV. This features cease to exist for a height above y/T = 0.5, where the streamwise
velocity field assimilates to a 2D isolated airfoil.
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Comparison with other configurations

The velocity fields of other configurations are shown in this section. Results on the velocity
field are focused at planes x/T = 0, 1.5 and 4.

(c) Antifairing.

Figure 5.13: Streamwise velocity of different configuration at x/T = 0.

At the leading edge plane, the streamwise velocity measured at the outer region (away from
the flat plate) is lower for the fairing configuration than all the others, see figure 5.13. The
velocity in the normal direction is also slightly lower at the leading edge, possibly due to the
gradual deflection of the leading edge fairing. Apart from these observations, the fairing has
a similar contour to the clean configuration. The antifairing also has a similar streamwise
velocity contour, but due to dented surface, the flow close to the plate surface is flowing
upward lightly. Most changes are observed for the VG configuration. Although the vector
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field does not give an indication of a clear vortex, a contour area of low velocity is found at
the boundary, which looks alike to the field found at the wake.
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Figure 5.14: Streamwise velocity of different configuration at x/T = 1.5.

The next location to be discussed is at x/T = 1.5. The vector fields in this plane show a
well defined vortex across all the configurations. It can be deduced that the vortex from the
fairing configuration has a weak rotational intensity, while both VG and the antifairing have a
stronger one. As the fairing has a weak vortex, the induced downwash is more gradual along
the normal to wing direction compared with the latter configurations. At z/T = 1.2 of the
VG case, the in-plane velocities, shown as vector field, indicate the flow is going inward on
the boundary, which is the opposite direction than in other configurations. This aspect is the
result of the vortex from the control device, which has reversed rotating direction compared
with the main HSV.
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At the trailing edge region, see figure 5.15, the contour plots have a comparable appearance
to the previous plane with a reduced intensity. Once again, the boundary layer of the fairing
configuration stands out from the others, as its characteristics look like a recovered boundary
layer with a faintly wake from the vortex. The in-plane velocities do not indicate a clear
presence of the HSV.

(c) Antifairing.

Figure 5.15: Streamwise velocity of different configuration at x/T = 4.

Viewed from the top at y/T = 0.1, see figure 5.16, the fairing configuration presents a slower
velocityof about 0.1U /Uy, times less than the other configurations at the point of maximum
thickness. The antifairing does not have major differences compared to the clean configura-
tion. In regards to the VG configuration, the velocity field appears to be divided into two
sections normal to the wing. As the division is located around z/T = 1, the two regions are
mainly separated by the pair of vortices from the VG and HSV. This flow pattern is resulted
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from the pair of common-up-flow vortices that draw high velocity fluid from the freestream
towards the boundary, leaving a region of low velocity in between them. This explanation is
represented in figure 5.24.
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(c) Antifairing.

Figure 5.16: Streamwise velocity of different configuration at y/T = 0.1.
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5.3.2 Topology of vortical structure

Clean Configuration

The velocity field of the junction flow and some features of the generated HSV have been
introduced in section 5.3.1. However, the location of this vortex is still unclear. In order
to find out its location, contour of the streamwise vorticity is plotted. To complement the
identification of the vortex location, the Q-criterion is applied and an isosurface with a proper
value is displayed.

Contours of the streamwise vorticity at selected planes normal to the streamwise flow are
shown in figure 5.18. Note the colorbar level changes depending on the location in order to
appreciate the decreasing value. At the leading edge plane, a clear area with negative vorticity
is found at the junction, which corresponds to the main HSV. A positive vorticity region is
created by the HSV at the boundary, which can be appreciated at planes x/T = 0.75 and 1.5.
The positive vorticity indicates the presence of a shear layer, caused by the induced velocity
from the HSV. Besides, the peak vorticity value of the main HSV vortex decreases down-
stream. Close to the trailing edge, the vortex does not have a coherent structure anymore,
which suggests the vortex has broken down into smaller structures.

Figure 5.17: Isosurface of Q = 0.2 flooded with streamwise vorticity.

The isosurface of ﬁ = 0.2, flooded with streamwise vorticity is displayed in figure 5.17.
Note that an isosurface is also present on the surface of the wing. Nevertheless, such surface
does not indicate the presence of vortices but is originated due to curvature effect, hence, the
isosurface of Q on the wing is discarded from the discussion. The HSV can be seen wrapped
around the wing surface. Close to the leading edge region, a small structure parallel to the
main vortex is present. This structure is a secondary HSV vortex, discussed in the literature
review (section 1.1.1), which is isolated from the main vortex by the line of low shear. From
x/T = 2, the size of the vortex tube becomes thinner and it ceases to exist after x/T = 3.
Nevertheless, a population of small structures with the same Q value is clustered downstream.
Such observation confirms the breakdown of the main HSV.
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(d) x/T = 3.

(e) x/T = 4.

Figure 5.18: Vorticity field across multiple planes.
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Comparison with other configurations

The results of the vorticity field are shown in figures 5.19-5.21. The displayed planes are the
same as the ones presented in the averaged velocity, x/T = 0, 1.5 and 4.

0 0.5 1 1.5
zIT

(c) Antifairing.

Figure 5.19: Streamwise vorticity of different configuration at x/T = 0.

Starting the discussion on the results from the leading edge plane, the fairing configuration
presents the least vorticity intensity. Besides, the countour of the vorticity is stretched along
the fairing and the flat plate. The vorticity contour and intensity of the antifairing configu-
ration assemble to the reference case. The vorticity field from the VG configuration displays
three locations where vortices could take place: two corotating negative vortices close to the
wing’s leading edge and a positive one at z/T = 0.9. The less intense negative vortex could
be a secondary HSV whose strength is intensified by the action of the third positive vortex
from the VG.




5.3 Flow around wing-flat plate junction 81
v
— — 5
| | :‘
B B 3
-
1 1 :
S L 5 :
0.5 0.5 i
| ' |
B B 3 -
P R
0 0 .
N N N RN \
0 0.5 1 15 0 0.5 1 15
z/T z/T
(a) Fairing. (b) VG.
— ¥
1 S | | w/(U/T)
— . 0.75
B ¢ 0
= | "
= -0.75
Y} —
B 15
— | -2.25
- ‘ = 4 o
0 ‘ —
N RN
0 0.5 1 15

2/T
(c) Antifairing.

Figure 5.20: Streamwise vorticity of different configuration at x/T = 1.5.

Following by the plane at x/T = 1.5, note that the vorticity level scale is adjusted to better
represent the fields, as the minimum value now is halved compared to the one at the lead-
ing edge. The fairing configuration is still the one which has the smallest value in vorticity
magnitude, but also more spread along the z direction. Both the antifairing and VG config-
urations have a more localized high vorticity region. A common feature, with the exception
of the antifairing, is that a positive vorticity, which has been discussed to be a shear layer, is
created in the normal direction from the main HSV, at about z/T = 1.2. The reason for the
antifairing to have a less intense shear layer could due to the slower velocity at that region
as the flow is expanded inside the dent. As a result, the flow is steadier. However, it could
also be the case that the flow in the sloped region is not well captured due to limited optical

access.
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Figure 5.21: Streamwise vorticity of different configuration at x/T = 4.

The vorticity intensity at the trailing edge, shown in figure 5.21a, is reduced considerable
across all configurations. Once again, the contour level is adjusted to appreciate the small
differences. The fields appear to be noisier especially for the VG case. This effect is due to the
scale of the color level used, and the higher fluctuation associated with the vortex breakdown.
For the VG case, fewer effective samples are used to compute it, thus, the vorticity field could
be not converged in this high fluctuating region. Regardless the noise, it can be noted that a
negative vorticity is concentrated close to the trailing edge juncture in all configurations, fact
that gives the downwash flow pattern observed in the wake.

Isosurfaces of Q criterion with value (UOO%T)Z = 0.2, flooded with vorticity, are shown in
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(a) Fairing.

oJUST): 2 1 0

(b) VG.

Figure 5.22: Isosurface of normalised Q = 0.2 flooded with streamwise vorticity for different
configurations.

figure 5.22. The HSV in the fairing configuration breaks downs in a shorter distance, before
reaching x/T = 2, than other configurations. For this reason, the vorticity field intensity
reduces quickly downstream. For the VG case, the presence of the secondary vortex is more
pronounced than in the clean configuration, mainly due to the interference from the positive
vortex of the VG device. The secondary vortex merges with the main HSV around the
maximum thickness region. The combined HSV is slightly larger in size than the reference
and holds the coherent structure longer before breaking down. However, the structures created
after the break down appear to be relatively large as well. Parallel to the main HSV, the
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(c) Antifairing.

Figure 5.22: Isosurface of normalised Q = 0.2 flooded with streamwise vorticity for different
configurations. (cont.)

vortex generated by the control device with positive rotation can also be observed. The
structure of the positive vortex is less coherent and is also diffused at a similar point to the
main HSV. Finally, the antifairing has a HSV which holds its circular shape similar to the
clean configuration one. In terms of size, it is thicker in the spanwise direction, but this does
not delay the point of HSV breakdown.

W/(UJT): 2 1 0 1 UU_: 06 08 1 12 1.4

Figure 5.23: Superposition of streamwise velocity contour at y/T = 0.15 and isosurface of
@ 31’)2 = 0.2 flooded with streamwise vorticity of the clean configuration.

It has been shown in section 5.3.1 that the contour of the streamwise velocity has a high
velocity stream feature when viewed from above. Such stream is the result of momentum
transfer from the freestream to the boundary by the action of the HSV. It is shown clearly
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in figure 5.23 that the vortex tube separates the high and low velocity regions, while the
streamwise velocity is lower in the same position of the vortex.

A similar image is displayed for the VG configurations to complement the explanation. In this
case, it can be noted that the outer high momentum region is accompanied by the positive
vorticity. This evidence confirms the pair of vortices are transferring momentum from the
freestream to the boundary. Besides, it is observed also that the secondary vortex leaves a
trace of lower streamwise velocity at its location close to the leading edge.

w/(UJT): -2 -1 0 1 UU_:o06 08 1 12 1.4

Figure 5.24: Superposition of streamwise velocity contour at y/T = 0.15 and isosurface of
ﬁ = 0.2 flooded with streamwise vorticity of the VG configuration.

5.3.3 Circulation

The flow kinematics and the vortical structures have been shown in sections 5.3.1 and 5.3.2.
In order to quantify the HSV strength, circulation is used in addition to the vorticity, as it
takes into account the size of the vortex as well.

The approach of the circulation calculation is explained in section 4.7.4. First, the location
of the vortex core has to be determined. In order to obtain such information, the vortex core
is considered to be at the peak vorticity value within the vortex tube. The circulation value
is calculated on all the planes normal to the streamwise direction, as the HSV is composed
mainly by streamwise vorticity.

The location of the HSV is plotted in figure 5.25. Note the curves start to oscillate for x/T
> 1.5, as the vortex begins the transition to the breakdown process. This effect can also be
observed in the Q-criterion figures. Additionally, the measured peak vorticity is shown in
figure 5.26. As it has been discussed in the previous sections, the fairing is the configuration
with least vorticity. The HSV from the antifairing configuration begins with a value similar
to the one in the clean configuration, but is maintained higher in absolute value through the
streamwise direction. The VG also has a comparable vorticity magnitude close to the leading
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Figure 5.25: Position of the peak x-vorticity.

edge region. However, it has larger value downstream. At the trailing edge, the vorticity
values of the latter three configurations converge again.
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Figure 5.26: Peak streamwise vorticity Figure 5.27: Circulation value calculated
value measured across the x-direction. on a radius of 3mm around the peak vor-

ticity location.

The results of the circulation are shown in figure 5.27. The fairing configuration exhibit
the least intensity. The VG and the antifairing configurations are the ones to have higher
circulation. Since the HSV associated to the antifairing is larger in size, its circulation is close
to the VG case regardless the lower vorticity value.

From these observations, it can be concluded that the VG and the antifairing configurations
produce a vortex stronger than the clean wing-flat plate junction. A maximum difference of
about 42% and 13% in the peak vorticity is observed at x/T =1.1. The fairing configuration
is the most efficient in damping the HSV with up to 40% less peak vorticity at the vortex
head. In terms of circulation, the fairing still holds the configuration with least value across
the x direction with an average of 45% less than the reference. For the VG and the antifairing,
an average of higher circulation value, 21% and 17% respectively, are calculated.
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5.3.4 Turbulence level

The last quantity to discuss is the turbulence level. The results from the reference configu-
ration are displayed in this section together with other configurations in order to facilitate
the comparison. The normal components of the Reynolds stress are examined on two planes,
x/T = 1.5 and x/T = 4.

y/T
\

0.5

(b) Fairing.

(d) Antifairing.

2,
R /U 0.25 0.75 1.25 1.75 x10%

Figure 5.28: Streamwise Reynolds stress at x/T = 1.5.

The streamwise component of the Reynolds stress is shown in figures 5.28 and 5.29 for each
configuration. At x/T = 1.5, the Reynold stress at the flat plate boundary and at the wing
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surface is relatively high compared to the freestream or even at the vortex location, with the
exception of the antifairing, which is capable of maintaining it relatively low. Additionally,
the silhouette of the vortex is reflected in this quantity. For the clean, VG, and antifairing
configurations, a fairly distinguishable shape of the HSV legs is appreciated, while for the
fairing it takes a more flatten shape. This last observation is preserved along all the planes to
the trailing edge. The fluctuating intensity at the vortex core location does not vary consid-
erably but it does reduce on the boundary. It can be said that the antifairing configuration
has the least streamwise Reynolds stress on the plate, followed by the fairing, clean and VG
configurations.

(d) Antifairing.

BN | h

2,
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Figure 5.29: Streamwise Reynolds stress at x/T = 4.
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The Reynolds stress in the spanwise direction behaves equally as the R..: a silhouette of
the vortex confines a region of high fluctuation. At x/T = 1.5, the R,, values around the
vortex of the VG configuration resemble to the one from the antifairing, which is higher
than in the reference clean configuration. The fairing presents a much lower R, value.
Further downstream at x/T = 4, the contour level is adjusted in order to visualize the small
changes. The clean, antifairing and VG configurations have a similar performance, restraining
the fluctuations around the HSV core. On the other hand, in the fairing configuration the
fluctuations resultant from the HSV are spread out over the plate surface.

y/T
\

0.5

(b) Fairing.

(d) Antifairing.

RJUZ 025 050 075 100 x10°

Figure 5.30: Spanwise Reynolds stress at x/T = 1.5.

The evolution of the Reynolds stress in the normal direction along the streamwise direction
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(d) Antifairing.

36 4.4 X107

Figure 5.31: Spanwise Reynolds stress at x/T = 4.

follows a similar trend as in other directions. The VG configuration is the one with the
strongest fluctuation and the antifairing the one with least fluctuation. This classification
follows until the end of the junction. The high fluctuation in the normal direction suggest
that the vortex has some sort of oscillating action like the meandering effect defined in the
literature. However, this effect cannot be proven with the time-averaged data presented in
this work.

Overall, it can be said that when the HSV wraps around the wing model, the generated
fluctuations has higher intensity in the spanwise and normal to wing direction than the
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streamwise direction. This effect is observed in all configurations and the fairing is the one
which can overcome the high fluctuations most efficiently in the first half of the wing-flat plate
juncture, but performs moderately downstream. Despite the vortex induced fluctuations are
lower in the streamwise direction, it is masked by the streamwise turbulence in the boundary
layer which is higher. In this aspect, the antifairing is capable of eliminating the boundary
turbulence. However, it could also be the case that the boundary layer is not well captured.
Moreover, the Reynolds stress intensity in the wing’s normal direction is almost double the
strength of the spanwise direction. From this results, it can be deduced that the meandering
effect occurs mainly such direction. For an overview on the turbulence level, the peak Reynolds
stress around the vortex core is recorded in table 5.3.

Table 5.3: Peak Reynolds stress around the vortex core location at x/T = 1.5 and 4.

x/T= 1.5 4
Ryz /U3, Ryy/U3  R../UL  Ru/UZ Ry /UZ  R../U%
Clean 2.26 1.00 1.47 1.97 0.42 0.80
Fairing 1.93 0.51 1.31 1.49 0.39 0.75 _2
VG 2.54 1.05 1.91 2.12 0.46 0.85 10

Antifairing 0.73 1.03 1.29 1.08 0.39 0.80
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(d) Antifairing.

N |

2, N
R,/UZ 025 0.75 1.25 175 x10*

Figure 5.32: Normal Reynolds stress at x/T = 1.5.
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Figure 5.33: Normal Reynolds stress at x/T = 4.

(d) Antifairing.
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5.4 Comparison with literatures

Numerous researches on the topic of junction flow have focused in the inception of the HSV
system, while have left unstudied the vortex legs regions. For this reason, only a few literatures
are comparable to this study.

5.4.1 Clean configuration

The clean configuration is compared to the research done by Fleming et al. (1993), in which the
flow around a Rood wing-flat plate junction was studied with hot-wire technique at multiple
planes (see figure 5.34). The experiment was conducted at Rey = 6300, and although the
Reynolds number based on the momentum thickness is almost three times higher than the
one in the current research, the momentum thickness is still comparable (0/T = 0.0548).

The results of the current research are shown in figure 5.35, the different planes are adjusted
to the same locations as in the literature for a fair comparison, with the exception of the
subfigure f, which is measured at the wake x/T = 7.4.

In figure 5.35 it is observed that the tomographic measurement technique can measure the
velocity close to the wing surface. Apart from the additional information given by the new
measurement technique, the obtained results are relatively similar. To begin with, the height
of the contour line U/Uyx = 1 grows with the streamwise direction in a similar matter. In
addition, the low velocity contour lines (U/Uy < 1) are twisted around z/T = 0.9 in the
planes b-e, observation which suggests the transfer of momentum by the HSV’s action. The
efficiency of the transfer action appears to be more intense in the literature.

The reason for the differences observed between the two works is due to the flow conditions.
In the work performed by Fleming et al. (1993), both the wing model and the freestream
velocity are larger than in the current study. Hence the Reynolds number and the MDF (7.24
x10%) are almost an order of magnitude higher than the present performed experiments. Such
conditions derive to the generation of a stronger vortex which persists downstream. Despite
the distinctions, the velocity around the wing junction is well captured with fair similarity.
In addition, the extra flow characteristics obtained from the tomographic measurement can
effectively define the vortical structures in three-dimensions.

5.4.2 Fairing

Koers (2017) performed both sPIV measurements and CFD analysis in the wake of a
NACAOQ015-flat plate junction. Besides the basic airfoil formed junction, the author tested
as well the implementation of leading edge fairing and antifairing. Results obtained from the
experiments are chosen to be compared with.
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Figure 5.34: Contour of streamwise ve-
locity around a clean junction at different
planes. The locations of the planes (a-g)
are x/T =0.75, 1.8, 2.7, 3.2, 3.9, 6.3 re-
spectively. Image adapted from Fleming
et al. (1993).

Figure 5.35: Contour of the streamwise
velocity at the same locations as in fig-
ure 5.34 a-e. Subfigure f is the velocity
contour of the sPIV wake measurement
at x/T = 7.4.
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In the experiments, the junction was tested at various freestream velocity. Among all, the
slowest speed (Us, = 10m/s) is selected for the comparison. At this velocity, the Rer =
7.2 x 10%, with Reg = 927, resulting a MDF of 6.67 x107. It closely matches with the value
obtained in the experiments performed in this project. The results of the fairing configuration
are displayed in figure 5.36.
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Figure 5.36: Streamwise velocity con- Figure 5.37: Reproduction of figure 5.4a.

tour of the fairing configuration. Image
adapted from Koers (2017).

The wake of the fairing, which is shown previously in figure 5.4a, is shown again in figure 5.37
for an easier side-by-side comparison. In the proximity of the chord line, at z/T = 0.25, the
inrush of high momentum fluid can be found in both cases. In the same region, the lowest
point that can be reached with a streamwise velocity of U/Uy = 1 is y/T = 0.2. In the
direction normal to the wing, it is observed that the boundary layer recovers to its original
thickness in a gradual manner. Nevertheless, this recovery is quicker in Koers (2017) work
than the current one.

The fact that the MDF in the two cases is similar but the velocity fields are slightly different
imply the strength of the created HSV are different. Since the NACAO0015 airfoil model has
a bluntness factor of 0.045, the produced HSV is by default weaker than the one produced by
a Rood wing, which has BF = 0.32. In combination with the leading edge fairing, the effect
is further minimized. For these reasons, the observed wakes are comparable in terms of the
flow contours but a lesser effect of the vortex is observed in the literature results.

5.4.3 Vortex Generators

A wake assessment with vortex generators in spacing configuration was performed by Andoh
et al. (2009) using X type hot wire probes. Two spacing configurations ,0.75T and 1.8T, were
tested in the experiment. The VG were positioned 2.75T upstream of the junction leading
edge. The experiment was conducted at Rer = 6.5 x 10* and Rey = 1670, with a MDF of
1.1 x108.
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In the experiment, the X-probe was rotated for each acquisition point in space so it could
measure the three components of velocity. The velocity data obtained at the wake, x/T =
6.3, was averaged and displayed in figure 5.38.

The streamwise vortex generated by the control device has a larger area of influence than the
current results, as the vortex generators in Andoh et al. (2009) experiments are taller (0.15T
compared to 0.1T). The same results show that the small spacing VG configurations yields
a strong streamwise deceleration at the chord line. According to the author, it is caused by
the interaction of both HSV and the streamwise vortex wake. On the other hand, the large
VG spacing configuration presents a strong interaction of the HSV with the low momentum
boundary layer flow.

Y/T
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(a) VG separated 0.75T apart. (b) VG separated 1.8T apart.

Figure 5.38: Velocity contours of a junction flow wake subjected to the effects of VG in different
spacing. Source: Andoh et al. (2009)
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Figure 5.39: Reproduction of the wake velocity contours of the VG in spacing configurations.

The differences observed between the two configurations in the present study are less pro-
nounced. In addition, they are strongly different from the literature. Nonetheless, it can
be conjectured that finding the optimal spacing for the VG is not trivial. As it is shown in
figures 5.38 and 5.39, various VG spacing are tested and none have eliminated the presence
of the low momentum region. Nevertheless, it can also be the case that VG cannot eliminate
completely the HSV. Focusing in between the literature and the current study, it can be
concluded that the small vortex generator from this study is less efficient in contributing to
the elimination of the HSV and the momentum transfer. As it is shown in figure 5.38b and
5.39b, less interaction between the boundary layer and freestream is observed for the shorter
VG.
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5.4.4 Antifairing

The only open literature on the antifairing is from Koers (2017). In this configuration, the
flow condition is slightly different from the fairing condition discussed previously due to the
installation of the antifairing plate on the existing wind tunnel walls. As a result, the boundary
layer thickens, resulting a Reg = 1785 and a MDF of 1.3 x108.

The velocities of the wake measurement with sPIV, both from the literature and the present
work, are presented in figures 5.40 and 5.41.
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Figure 5.40: Streamwise velocity con- Figure 5.41: Reproduction of figure 5.4e.
tour of the antifairing configuration. Im-
age adapted from Koers (2017).

As a general review on the comparison, the results from both sources closely match. A high
momentum region is observed close to the junction region, from z/T 0.1 to 0.5. Besides, the
presumed vortex is also found to be moved away from the chord line in the literature, where
the streamwise velocity decreases in approaching the point of z/T = 1.1 on the flat surface.
The boundary layer thickness between the two studies is also similar and decreases the further
to the chord line is.

5.5 Working Mechanisms of the Control Devices

Following the analysis of the measured velocity field of the different configurations, a series
of hypothesis are proposed to explain the working mechanisms of the control devices.
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5.5.1 Fairing

It has been shown that the fairing is the configuration which reduces the most the strength
of the HSV. It also reduces the Reynolds stresses in the first half of the wing-flat plate
juncture, before the HSV breakdown occurs. However, the stresses are not as low as expected
downstream.
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Figure 5.42: Velocity contours of the fairing's leading edge at y/T = 0.07.

The weak HSV formed at the leading edge is associated with the less intense leading edge
separation. Oil-flow visualisation was performed in Koers (2017) thesis and it shows that
the flow on the flat plate reaches the fairing leading edge and separates afterwards. The
separation point can be deduced from figure 5.42, at the leading edge z/T = 0.1 where the
streamwise and spanwise velocity have close to zero value. The reasons for the HSV to be
weaker in the fairing than in the clean configuration are, first of all, the downwash velocity is
partially counteracted by the upward flow from the fairing. Secondly, as the fairing surface
is curved, the recirculation region of the HSV head is reduced, hence the circular shape of a
normal HSV cannot be formed but limited to a more flatten one. Furthermore, the vortex
peak vorticity is reduced as the non-circular shape vortex does not hold efficiently the swirl
motion.

Starting with a weaker and more flatten vortex, it breaks down soon after passing through the
maximum thickness region. It has been seen in the Reynolds stresses that high fluctuating
regions on the plate are spread along the wing’s normal direction downstream. This effect is
due to the flow, which now contains small vortical structures resulted from the HSV break
down, reattaches on the wing as the thickness is tapering downstream. In this matter, it
implies that a strong HSV prevents the reattachment of the flow on the wing downtream, as
the vortex pushes the boundary flow away from it. Recalling the oil-film measurement from
Koers (2017), it can confirm this statement: the flow on the flat plate reattaches on the wing
towards the tail. As a result, the unsteadiness derived from the vortex breakdown is spread
and contaminates a larger area.
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5.5.2 VG

The VG in spacing configuration has shown minimum improvement in terms of drag reduction
or turbulence level. The idea of combining the counter rotating vortices is effective if and
only if the VG spacing is set concentric to the vortex leg, and taking into consideration the
curvature effect close to the leading edge.

From results on the vorticity contours and Reynolds stresses, the diameter of the vortex is
slightly larger in size and intensity. Nevertheless, although the positive vortex is located in
the vorticity contour, it is not reflected in the contours of the Reynolds stresses. In fact,
its effect is merged with the main HSV, despite its influence is minimum. Comparing the
Reynolds stresses of the VG configuration with the clean configuration, the contour level is
reduced at about z/T = 1.25, see figure 5.32. Nevertheless, since the vortex originated from
the VG is located parallel to the HSV, the swirling motion of the HSV increases, and so does
the turbulence level at the main vortex core.

5.5.3 Antifairing

The dented surface design does not prevent at all the inception of the HSV. Nevertheless, this
is the configuration which returns the least streamwise Reynolds stress among all. Addition-
ally, it has been shown in the wake survey that the wake of the vortex is pushed away from
the wing-plate juncture. At the same time, the juncture is compensated by high streamwise
momentum flow. The combination of all these effects indicates this is the design with the
most drag reduction.

The boundary layer profile at (X,Z) = (0, 1.2T) is shown in figure 5.43. The normalised
streamwise velocity is higher than unity away from the wall due to the proximity to the
wing model, which causes the flow to accelerate. From the figure it can be estimated that
all configurations with exception of the antifairing have a boundary layer thickness in the
order of 0.6T, which is the same as measured in the boundary assessment with PIV. On the
other hand, the antifairing presents a velocity profile with a positive slope beyond the height
of 0.6T. Such observation suggests the boundary layer is thickened by the antifairing plate,
primarily in the beginning of the dent where the flow experiences an adverse pressure gradient.
The same observation can be found in other locations upstream of the model. Although the
boundary layer immediate to the wall is not resolved, as the boundary layer is thickened, it is
expected that the value of velocity gradient (du/dy) at the wall is lower. Consequently, the
wall shear stress is also lower for the antifairing than the clean configuration in the fore part
of the junction.

According to the literature (Fleming 1991), the strength of the HSV scales with the incom-
ing boundary layer momentum thickness. Hence, momentum thickness is calculated for the
measured velocity profiles and the results are shown in table 5.4. The momentum thickness
of the antifairing configuration is thicker than the other configurations, in combination with
the stronger HSV observed in the results, it is in agreement with the literature. For the
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Figure 5.43: Boundary layer profile at (X,Z) = (0, 1.2T)
Table 5.4: Boundary layer properties measured in figure 5.43

Displacement thickness Momentum thickness

Clean 0.068T | 3.21 mm 0.053T | 2.51 mm
Fairing 0.064T | 3.06 mm 0.049T | 2.32 mm
VG 0.059T | 2.79 mm 0.046T | 2.19 mm
Antifairing 0.075T | 3.56 mm 0.060T | 2.83 mm

reason that the HSV is stronger, it can maintain its structure slightly longer than the clean
configuration.

As the HSV is located in the dent, the induced velocity experiences a small acceleration when
it recovers from the dent to the flat plate level in the normal direction of the wing. Due to
this acceleration, the wake of the HSV follow the same trend after the trailing edge. Thus, the
low momentum region appears to be shifted away from the chord line in the wake. Besides,
at the most downstream region of the dent, the surface also recovers to the flat level in the
streamwise direction, hence, the surface has a positive slope which accelerates the flow on the
boundary. The outcome of such is the high momentum flow at the juncture observed in the
wake survey. The combined effect of the acceleration and the shifted away wake of the HSV
yield a lower value when computing the momentum deficit.

Although the HSV strength is enhanced, it has to be said that the contours of the streamwise
velocity and vortical structure for the antifairing does not differ considerably compared with
the clean configuration around the wing. This finding suggests that the drag reduction effect
has no relation with the flow features in the proximity of the junction, but has to do with
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the beginning and the end of the dented surface. Referring to the works from Koers (2017),
drag distribution over the clean and antifairing configuration is obtained with numerical
analysis. The results show the drag coefficient is decreased for the antifairing in the beginning
of the dent and increased in the rear end. For the section in between, where the wing
model is located, minimum differences are observed. In such matter, the flow characterization
performed in this work is not sufficient to understand the drag reduction effect, as the field of
study is limited to around the wing-flat plate juncture. Nevertheless, the momentum deficit
calculated in the wake can give a glimpse on the global effect of the antifairing.



Chapter 6

Conclusions and recommendations

When the flow on a flat surface encounters an obstacle, it yields an unsteady three-dimensional
vortex at the fore part of the protuberance, which wraps around the object. This fluid
phenomenon is known as Horseshoe vortex. Extensive studies have been conducted in order
to understand and control it, as the apparition of the HSV comes accompanied with side
effects, such as: increment in drag force and turbulence level in an aircraft fuselage-wing
configuration, scouring of the riverbed around a bridge pier and more. Besides, the newly on-
site developed seeder for large-scale PIV application is essentially a protuberance introduced
in a wind tunnel, modifying hence the facility performance. For this reason, the present work
aims to understanding the flow structures of a junction flow, and study the viability of passive
flow control devices as means of corrective methods.

6.1 Conclusions

An experimental study is performed in order to achieve the project goals. A wing-flat plate
junction is created in a wind tunnel and various passive flow control devices, leading edge
fairing, vortex generators and antifairing, are tested. The flow field around the junction is
captured with large-scale tomographic PTV measurement with the so called Helium Filled
Soap Bubbles as seeding particles. The PTV data is processed with the Shake-The-Box
algorithm. An auxiliary measurement in the wake region and posterior calculation of the
momentum deficits assist the determination of the control devices with least drag force.

The measured velocity around the junction suggests that the fairing has the least distorted
velocity contour across different streamwise planes. For the VG and the antifairing, the
contours are strongly distorted due to the action of the HSV legs. The momentum deficit
calculation at the wake indicates that the VG, regardless the configuration variants, show an
increment in the drag force compared to the clean configuration. The VG in 1T spacing is
the least compromised among its variants with only a 4% of increment. The fairing and the
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antifairing show a drag reduction of 2% and almost 17% respectively.

The vorticity fields, with support of Q-criterion vortex identification method, show the vortical
structures of the different configurations. The measured peak vorticity value and also the
calculated circulations around the vortex core indicate that the fairing generates the weakest
HSV. The corresponding circulation value is about 45% of the clean reference case. The VG
and the antifairing present a stronger vortex, with circulation values of approximately 21%
and 16% higher than the clean one.

Among the three control devices and at the wake region, the VG creates about 15% higher
peak turbulence level than the clean configuration. The antifairing presents a streamwise
turbulence level reduction of about 8% from the reference, and almost no improvement in
the directions normal to it. The fairing has higher turbulence in the streamwise of roughly
4%, but about 7% less fluctuating level is observed in the other components in respect to the
baseline.

To conclude, the HSV system associated with the junction flow can be reduced with the use
of leading edge fairing, while the vortex is still present for the VG and the antifairing configu-
rations. Although the HSV exists in the antifairing configuration, the calculated momentum
deficit is lower than in the fairing configuration. The fairing is effective for reducing the
turbulence level in the spanwise and normal to wing direction; while the antifairing reduces
mostly the streamwise turbulence at the wake of the junction.

6.2 Recommendations

The use of large-scale tomographic PTV technique is proved applicable for the characterization
of the wing-flat plate formed junction flow. With this technique, the junction region is studied
as a whole and the visualization of the associated HSV is possible. This visualization allows
the better interpretation of the flow behaviour when passive flow control devices are applied.
Nevertheless, some limitations and flaws are found and the possible solutions are suggested.

It was observed in the results that the antifairing has an exceptionally low streamwise
Reynolds stress close to the plate. A reason for this observation is that the flow inside
the dent has lower velocity and is more steady. Nevertheless, it could also be the case that
part of the dented region is within a blind zone of the cameras. Hence, to ensure the entire
dented region is viewed by all cameras, they should be positioned with higher pitch angle
than the current setup if a similar experiment is repeated to avoid ambiguity.

In connection with the antifairing, it was observed that it has a similar flow topology as the
clean configuration. Thus the drag reduction mechanism might not be focused around the
wing-plate junction itself but in the fore and rear position of the dent. In order to prove this
hypothesis, high resolution measurements such as sPIV or classical tomo-PIV/PTV with fog
particles should be performed to these regions. The reason for using such technique is to
ensure the boundary layer is resolved, as it plays a strong role in the drag reduction effect of
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the antifairing.

Moreover, if a more detailed drag analysis is intended, it should be further supported by
other measurement techniques such as balance measurement. This practice is recommended
because the FOV of the current wake measurement is relatively small, so it might not capture
completely the wake of the junction. For instance, the wake of the antifairing configuration
appears to drift away from the chord line.

Finally, as the junction flow system is highly dynamic, the possibility to obtain instantaneous
field would give a better insight of the flow mechanism. It is not possible in the current work
due to the seeding concentration is relatively low. Hence it cannot fully define the flow field
with just a single snapshot. Nevertheless, this flaw might be overcame in the future when a
new seeding system with higher production rate is developed.

A new perspective to the understanding of junction flow is explored in this project with the
state-of-the-art large-scale PTV technique. Passive flow control devices are implemented to
test their influences on the junction flow. A clear strength reduction of the HSV is found for
the classical leading edge fairing but the working mechanisms of the novel antifairing is still
unclear. With the according recommendations, this drawback is expected to be overcame and
the flow topology is defined with greater details. In the end, the applicability of this control
device in engineering applications could be possible if it is proved to be effective.
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Appendix A

Momentum deficit in larger area

It is discussed in section that the calculated momentum deficit encloses only the wake of the
HSV. In this way, it only accounts for the effects derived from the HSV. However, if the
drag force exerted on the model is interested, a larger integration area should be considered.
Hence, the momentum deficit is calculated for other regions, shown in figure A.1, and the
corresponding momentum deficit, normalised with %proS is displayed in table A.2, denoted
as drag coefficient (Cy). The calculated values are represented as fraction of the clean configu-
ration as well in the same table. S is the integration area of the different regions, summarized
in table A.1. It can be see that the ratio of the drag coefficient to the reference case increases
with larger integration region. In the end, the antifairing has a lower drag reduction effect
than the discussed value in the results chapter.

Table A.1: Surface area of the various integration regions.

Region A B C D
Area [em?] | 13.34 1524 31.23 55.03

Table A.2: Drag coefficient of the wake and the relative value to the clean configuration for the
different control devices and integration area.

Cy Relative to the clean configuration
Region Region
Configuration A B C D A B C D
Clean 0.0222 0.0230 0.0144 0.0109 - - - -
Fairing 0.0220 0.0225 0.0144 0.0116 0.99 0.98 1.00 1.06
Series 0.0244 0.0252 0.0159 0.0122 1.10 1.10 1.10 1.11
Spacing 1T 0.0231 0.0244 0.0164 0.0131 1.04 1.06 1.14 1.20
Spacing 1.5T | 0.0239 0.0246 0.0162 0.0125 1.08 1.07 1.12 1.15
Antifairing 0.0183 0.0195 0.0126 0.0101 0.83 0.85 0.87 0.92




116 Momentum deficit in larger area

Region A — -Region C
— - Region B — -Region D

U/u_
1.05

0.95
0.85
0.75

e af e ————————

ol

0.65

S\
N
~
N
~N
N
N
N\

N\

———— =

Figure A.1: Different integration regions.
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