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Abstract

The interest in manipulating particles, droplets and bubbles have garnered significant
attention in recent years, owing to the advantages offered by micro-fluidics and the
advancement in micro-fabrication technologies. These manipulation activities have
found its applications in myriad fields of engineering, ranging from medical diagnostics
to chemical industry to drug discovery. This has increased demand for the development
of devices such as ’Lab on a chip’, which performs laboratory-sized experiments and
analysis on a single small chip, with the same speed and accuracy as its room-sized
counterpart. However, manipulation activities carried out in these devices has fixed
channels, designed to serve purpose for specific manipulation tasks. This makes the
device suitable for a specific application. Addressing this aspect, a device designed
without having any real channels would give an opportunity to integrate multiple
functionalities onto a single-chip in the long run. As a first step towards reaching
this ’bigger picture’, it is necessary to explore the feasibility of manipulating particles,
droplets and bubbles by generating so called ’virtual channels’.

The present thesis focuses on an attempt to manipulate particles without the use of
any real channels or external field. Although such manipulation is desired in the micro-
scale, a top down approach is preferred and hence, the manipulation is carried out in a
scaled up model. First, a Hele-Shaw flow cell is designed with sources and sinks in the
millimeter scale to deviate streamlines in the same range. Thereafter, four different
velocity fields are studied under different combination of sources and sinks, which are
then compared to the computational ones. The property of a Hele-Shaw cell that the
averaged velocity over the height of the channel is irrotational, makes it possible to
compute velocity fields by the use of potential flow theory. The same velocity fields
are hence, computed using a discrete source based Panel Method. A good agreement
is found between computation and experiment, making PIV measurements not a nec-
essary option for evaluation of velocity fields under these sources and sinks. Finally,
individual particle is inserted into the Hele-Shaw cell and manipulated using unsteady
fields. The manipulation includes tasks such as diverting particles having same initial
position to different end locations; trapping particle for different instances of time and
then releasing them into different directions; flipping positions of two particles; and
deflecting a particle by ninety degrees. The individual particle trajectory for the above
manipulation activities are tracked down using a particle tracking code and then com-
pared with the ones generated using the Panel Method. This, however, excludes the
activities where particles need to be trapped because of particle fluctuation near stag-
nation point. Overall, the Panel Method serves well in predicting particle path-lines
and can be used as a tool for manipulating particles.
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Chapter 1

Motivation

In recent years, manipulation of particles, droplets and bubbles in micro-fluidic de-
vices have been widely investigated and developed, owing to their applications in
several fields of engineering, ranging from medical diagnostics to chemical industry to
drug discovery. Advances in micro-fabrication technologies have catalyzed the pace of
research in the realm of micro-fluidics. The manipulation of bio-particles have become
ubiquitous in the field of biological and bio-medical analysis. The different applica-
tions within the biological domain where particle manipulation is at the core include
particle synthesis[1][2], bio-synthesis[3], cell-biophysics[4][5], cell-drug response[6][7],
cell-cell interaction[8][9], single-cell analysis[10] and circulating tumor cell isolation
and analyses[11][12] in blood. All of these areas include fundamental operations such
as particle separation, focussing, filtering, concentration, trapping, detecting, sorting
etc. For these operations to be facilitated, the major task involved is the manipulation
of particles. Several new techniques have been deployed and extensive research has
been done in order to carry out the aforementioned manipulation tasks. Besides parti-
cles, droplet manipulation has also garnered significant attention because of the ability
of micro-droplets to ship fluid volume samples through lanes of micro-fluidic networks.
Owing to the small scale dimension of a micro-device, it allows small sample volumes,
rendering cost-effective and low-risk analysis in drug-discovery, bio-technology and
chemical analysis. In oil and gas industry, research have been carried out to predict
stability of emulsions through droplet coalescence[13], characterize content of crude
oil samples[14], measuring equilibrium gas-oil ratio[15], studying interfacial properties
of crude-oil brine[16] any many more. In all of these cases, the underlying princi-
ple involved is the manipulation of droplets(production, transport, interaction with
other droplets etc.). To this end, the precise manipulation of small particles and
droplets has opened new avenues into viewing biological and physical processes with
unprecedented levels of control. Recently, there has also been great interest in the
manipulation of particle components in the field of self-assembly [17][18][19] for the
fabrication of micro-scale and nano-scale devices. The manipulation techniques used
for the above tasks are divided into two categories, namely, active and passive. The
passive method utilizes the flow field, aided by the channel geometry to manipulate the
particle/droplet motion, whereas the active counterpart uses the aid of external fields
in order to control their trajectory. Although the existing available techniques show
promising performance, they are either too costly in terms of materials or equipments
or quite complex. Also, the devices designed for these purposes have fixed channels,
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2 Chapter 1. Motivation

the walls of these channels are micro-fabricated and the channels serve the purpose
for only one particular application. Addressing this aspect, if a chip can be designed
where no real channels exist, but ’virtual’, flexible and multi-purpose channels can
be generated, it could potentially integrate the operations mentioned above into one
single chip. From performing bio-particle manipulation to characterizing properties of
oil, performing multiple chemical reactions/analysis at the same to fabricating micro-
machine components, would all be possible on a single platform. Although these are
the benefits that could be garnered in the long run, it is first important to check
whether generating ’virtual channels’ and manipulation of particles/droplets/bubbles
is at all possible without having real channels. The current thesis work is dedicated
to explore the possibility of particle manipulation without the use of any real channel,
but by conforming to the idea of generating ’virtual channels’. A ’top-down’ approach
is anticipated for this purpose, meaning the manipulation is first intended to be carried
out in a scaled-up device before reaching the micro-level.

1.1 Outline of the Report

The report has the following outline. Chapter 2 includes a brief-review of existing
manipulation tasks and techniques. The methods used to design the flow cell and
the experimental set-up are elucidated in chapter 3. Chapter 4 includes PIV study of
steady experimental flow fields and its comparison with computational ones. Particle
Manipulation tasks using unsteady flow fields generated by sources and sinks have
been described in chapter 5, followed by general conclusions and recommendations in
final chapter 6.



Chapter 2

State of the art Particle
Manipulation in Micro-fluidics

Micro-fluidic systems have played a major role in performing chemical, biological and
analytical analyses in small scales. Along with the advancement in micro-fabrication
technologies, the role of micro-fluidics in technologies such as ’Lab-on-a-chip’ has be-
come indispensable. In short, ’Lab on a chip’ refers to technologies that perform
laboratory synthesis and chemical analysis in smaller scales and in a portable device.
In addition to this, in-situ analysis and detection of samples are also some of the
major tasks that these devices could perform and as fast and accurately as its room-
sized counterpart. These devices utilizes the benefits offered by micro-fluidics, with its
area of application ranging from life sciences, defense industry, atmospheric science to
pharmaceutical science.

2.1 Microfluidic physics

The field of micro-fluidics deals with the movement of fluids in channels with typical
dimensions ranging from tens to hundreds of micro-metres. In addition to this, the
dynamics of the flow field associated with such magnitude of length scales aids in the
effective manipulation of particles and droplets as desired. The important characteris-
tics of flow inside a micro-device includes : negligible inertial and gravitational effects
which results in a laminar flow, significant contributions from surface related forces
owing to large surface to volume ratio and most importantly diffusion being the most
important transport phenomena.

2.2 Particle manipulation methods

Micro-fluidic based particle and droplet manipulation techniques can be broadly di-
vided into mainly active and passive techniques. In the majority of the applications
where particle and droplet manipulation is carried out, some of the important parti-
cle manipulation tasks involves focusing, separating, trapping and isolating particles,

3



4 Chapter 2. State of the art Particle Manipulation in Micro-fluidics

whereas droplet manipulation tasks involves droplet production, fusion, fission and
mixing. Similar principles are used in order to perform these manipulation tasks for
both particle and droplets. In the active technique of manipulation, the property of
the entity(particle or droplet) is exploited to execute the manipulation, whereas in the
passive technique it is the geometry and topology of the micro-channel that is used to
manipulate them.

2.2.1 Active Manipulation

In the active manipulation technique, the manipulation is carried out based on the
forces exerted by the external interface. The forces used are:

a) Magnetic :The magnetic manipulation technique uses external magnetic field, due
to which a magnetic force is imposed onto the particle and can be steered accordingly.
Applications such as CTC capture[20] and isolation[21], removal of malaria infected
RBC’s have been reported using this technique.

b) Electrical :The electric field technique, commonly called dielectrophoresis incor-
porates a non-uniform electric field to affect the particles based on the medium and
particles’ electric properties. Hu et al.[22] performed cell sorting by labelling them
with polymeric beads. Concentrating and sorting of cells [23] have also been per-
formed using dielectrophoresis.

c) Optical: Radiation pressure of light has also been used to displace and trap micron-
sized dielectric particles. This phenomena commonly termed as optical tweezers has
been used for single cell, molecule manipulation[24] and also sorting[25].

d) Acoustics: The use of ultrasonic standing waves for bio-particle manipulation
relies on the creation of ultrasonic standing waves within the channel.A particle in a
standing wave field experiences a radiation force which is dependent on the pressure
amplitude, volume of the particle and the wavelength. Acoustophoresis has been
used in applications such as concentrating bacteria[26] and size based cell separation
[27].

2.2.2 Passive Manipulation

Passive methods for particle manipulation relies on hydrodynamic based manipulation.
In sch methods, the manipulation is performed by the drag force generated on the
particle through specially designed channel geometries and topologies. The different
passive methods used in practice are:

a) Deterministic Lateral Displacement: Particles are steered into different stream-
lines by the introduction of pillars and other obstacles. This technique has been de-
ployed in opertions such as isolating cancer cells[28] and separating parasites from
blood[29].

b) Pinched Flow Fractionation: Introducing contraction/expansion (pinch seg-
ment) within the microchannel and in conjugation with the laminar flow profile, parti-
cles can also be manipulated to flow at different streamlines,which is known as pinch-
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flow fractionation. This technique exploits the property of a particle to follow stream-
lines passing through its centre-of-mass. This technique has been used for continuous
particle separation[30] and focusing[31].

c) Inertial micro-fluidics: When in a micro-channel or pipe, the Reynolds number
reaches unity and beyond, the inertial effect becomes significant and particle undergoes
two types of inertial lift forces. One lift force comes from the shear gradient(acts
towards the wall) of the parabolic profile and the other originates from the wall-induced
lift(acts away from the wall). The particle comes to an equilibrium position due to
the interaction of these two forces. This phenomena is used for particle separation[32],
focusing[33], sorting[34] and isolation.

2.3 Droplet manipulation

Similar to particle manipulation, droplet manipulation plays an important role in con-
ducting numerous chemical and biological assays. This is due to the fact fact that
when different droplets merge, it facilitates very fast and efficient chemical and biolog-
ical chemical reactions. This has a distinct advantage over conventional micro-fluidic
system for chemical reaction, which suffers from the limited consumption of samples
and reagents, less efficient mixing of the samples(mixing only limited to diffusion) and
occurrence of dilution and cross contamination of samples resulting from dispersion.
Primary operations for droplet manipulation includes droplet formation, droplet fis-
sion, fusion , mixing and sorting with applications in the field of single cell analysis,
chemical reactions, controlled drug delivery, lab-on-a chip applications and oil-and-gas
industry. Similar to particle manipulation, droplet manipulation tasks are accom-
plished by active and passive techniques.

2.3.1 Passive techniques

Using the channel geometry various droplet manipulation tasks can be performed. Just
as the flow velocity inside a micro-channel is directly proportional to the pressure dif-
ference and inversely proportional to the hydraulic resistance, the pressure drop across
interfaces of droplets can be used to steer droplets. This pressure drop can be directed
by confinements created in the micro-channels. This confinement induced interactions
can be used to manipulate droplets[35][36]. Using channel geometry technique droplets
can be brought into contact with each other, by narrowing the channel, thereby in-
creasing the fluid resistance, which stops the leading droplet and allows the trailing
droplet to catch up [37]. Droplets can also be stopped and trapped by an enlargement
in the channel [38].Coalescence of droplets can be done even at T-junctions of a chan-
nel geometry [39]. Slowing down of droplets, in order to facilitate droplet coalescence,
rather than completely trapping them can be done by widening the channel geometry
significantly larger than the droplet diameter[40][41]. Using T-junctions[35][42] and
Y-junctions[43][44], droplets can also be used for fission.

In another technique, lowered structures(’rail system’) are embedded in the micro-
channel to trap droplets. These droplets remain trapped to these structures by lowering
their interfacial energy[45].
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Droplets are also sorted by utilizing the hydrodynamic flow profile . The important
feature which this technique utilizes is that, droplets very small compared to the
channel height tends to have a higher velocity than the average mean flow of the
continuous phase whereas it is opposite for the larger droplets. Sufficiently small
droplets traveling close to the center of the flow profile,however, move faster than the
continuous phase and will be trapped at the side walls of the channel behind the large
droplet traveling ahead of the small droplets. Droplet sorting has been done in this
way[46]. Droplet fission can also be triggered by symmetric micro-fluidic cross flow,
leading to the elongation of droplets and eventually into droplet fission in the fluid
flow direction[47].

2.3.2 Active techniques

Dielectrophoresis: The process of dielectrophoresis, which refers to the phenomena
that a material with a larger dielectric constant that the surrounding medium is at-
tracted to the direction of increasing electric field, can be used to actuate droplets. It
has been used for tasks such as redirecting droplets[48] and merge droplets in a flowing
medium [49].

Magnetic fields: Magnetic particles impinged onto droplets is used to steer droplets,
with the droplets tending to follow the induced magnetic particles [50]. Droplets can
be directed through orifices and can also be merged by the above technique. Similar to
dielectrophoresis, using magnetic particles in a liquid carrier that will exhibit higher
magnetic permeability than the surrounding medium, the droplets can be steered in
an inhomogeneous magnetic field as well[51].

Thermo-capillary effect: It uses the principle that the flow of liquid is directed
towards region of larger surface tension. Hence, varying the local temperature results
in a perturbation of the interfacial tension which results in a movement of the droplet.
Trapping and steering of droplets by local heating with a focused laser has been done
[52][53].This technique can also be used to coalesce droplets by trapping the first
droplet until the second droplet arrives and merges with the first.

Mechanical valves: Droplets can be sorted by increasing the flow resistance of a
channel or by blocking the channel entirely using mechanical valves placed outside
the micro-fluidic channel. Positions of all droplets within a micro-channel have been
freezed by closing all inlets and outlets [54].Recently, the valves has also been embedded
into the device. The valves use a second inflatable channel separated by a deformable
lamellae. By varying the pressure in the inflatable chamber, the cross-sectional area
of the micro-channel can be increased or decreased. A firsthand manipulation of
continuous streams of flow was reported in [55]. The technique has also been deployed
to sort droplets at frequencies upto hundred hertz [56].

Acoustic streaming: Droplets has also been manipulated using ultrasonic field[57]
or surface acoustic waves[58].
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2.4 Approach

In this thesis, manipulation of particles is intended to be carried out with the use of
sources and sinks. The general aim is to be able to manipulate particles or droplets
in a platform which is devoid of any physical channels, so that the same chip can be
operated for multiple ’Lab on a chip’ based applications. This concept of manipula-
tion, evolves from the works of Tobias M. Schneider, [59] who, inspired by the need to
develop novel methods for assembling complex structures from small particles devel-
oped a numerical algorithm for assembling complex structures. Their method stems
from the observation that a time dependent velocity field will be able to advect par-
ticles along arbitrary paths and to arbitrary locations at a fixed time, allowing them
to construct micro-structures of high complexity. Based on their algorithm, they suc-
cessfully manufactured the entire English alphabet using 7 controlled flow rates in two
dimension. The present thesis work has a similar approach, as to be able to generate
velocity fields that will lead particle to different pre-defined locations. This is done
with the aid of sources and sinks, where velocity fields are designed with the aid of
Potential flow theory in order to to manipulate particles.

2.5 Research Objective

The present work has the following objective:

a)Designing and constructing a scaled-up micro-fluidic platform(a Hele-Shaw cell)with
sources and sinks for particle manipulation in the millimeter range.

b)Comparing experimental steady velocity fields generated by these sources/sinks with
computational ones to check the robustness of the code.

c)Finally, introducing individual particle into the flow domain and perform manipula-
tion tasks using unsteady velocity fields.
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Chapter 3

Design of the flow cell and
Experimental set-up

3.1 Introduction

In order to manipulate particles, a suitable platform is required. The manipulation is
intended to be carried out in a Hele-Shaw cell. In this chapter, general considerations
in designing the cell, the fabrication process and the experimental set-up is described.
The dimensioning used for the design are validated by considering the flow around
a Rankine body and the flow due to a dipole, which is described at the end of the
chapter.

3.2 Design and fabrication of the flow cell

Before mentioning the general design consideration, a description of the Hele-Shaw
cell and its flow -characteristic is given below.

3.2.1 Hele-Shaw cell

A Hele-Shaw cell represents a channel, in which length scales in the stream-wise and
span-wise directions of the flow are large compared to the length in the wall normal
direction. Figure 3.1 shows the schematic of a Hele-Shaw cell. If U represents a
characteristic velocity scale of the flow, with L and h representing two characteristic
length scales, non-dimensionalization of the Navier-Stokes equation will reduce it to
the Stokes equation, provided the following two conditions are met:

L >> h (3.1)

ReL(
h

L
)2 << 1 (3.2)

9
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Figure 3.1: Schematic of a Hele-Shaw cell

The final Navier-stokes equation in a Hele-Shaw cell in the absence of body force reads
as

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (3.3)

∂p

∂x
= µ

∂2u

∂z2
∂p

∂y
= µ

∂2u

∂z2
∂p

∂z
= µ

∂2u

∂z2
(3.4)

With w smaller than the horizontal flow speed by a factor of order O( h
L

), makes
pressure a function of x and y alone. This makes integration possible with respect
to z for the x and y momentum equation. Integrating and applying no-slip boundary
condition at z=0 and z=h, results in a velocity field which is given by

u = − 1

2µ

∂p

∂x
z(h− z) (3.5)

v = − 1

2µ

∂p

∂y
z(h− z) (3.6)

The averaged velocity over the height of the cell is obtained by integrating the above
two equations over the height of the cell and is read as

u = − h2

12µ
∇P (3.7)

As the averaged velocity is the gradient of the pressure field, this means that the
velocity field averaged over the height of a Hele-Shaw cell is irrotational. A detailed
derivation of the above equations is given in Appendix D.

3.2.2 Flow around a Rankine body and cylinder

Flow around a Rankine body: In potential flow theory, the flow around a Rankine
body is produced by superimposing a uniform flow with the flow generated by a source.
A source refers to a point of singularity in an incompressible fluid domain where the
divergence of the velocity is not equal to zero. It is at this location where a finite
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amount of fluid mass is introduced into the domain. A schematic of the flow around a
Rankine body depicting its maximum half-width is shown in figure 3.2. The maximum
half-width of the Rankine body is given by

hmax =
m

2U
(3.8)

where m is the mass flow rate per unit depth at the location of the source and U is
the upstream uniform velocity.

Figure 3.2: Uniform flow
superimposed over a flow created

by a source.

Figure 3.3: Uniform flow
superimposed over a flow created

by a dipole.

Flow around a cylinder: Similar to the flow around a Rankine body, superimposi-
tion of a uniform flow and the flow due to a dipole results in a flow around a cylinder.
Dipole refers to a combination of a source and a sink separated by an infinitesimal
distance. The direction of the dipole strength is such that it is aligned in a direction
opposite to the flow direction. Similar to the concept of source, sink refers to a sin-
gular point where a finite amount of fluid mass is consumed from the fluid domain.
Schematic of the flow around a cylinder is given in figure 3.3. The strength of the
dipole to create a radius of ’a’ is given by

d = 2πa2U (3.9)

where,
d = 2mε (3.10)

which represents the strength of the dipole, m represents the flow rate per unit depth
at the location of the source and sink, and ε represents the separation distance between
the source and sink.

3.2.3 General consideration and design constraints

Following considerations are taken into account in designing the Hele-Shaw flow cell:

a)A scaled up-device is intended from a micro-level. This implies streamline diversion
used for manipulation is also expected in the same range. The flow around a Rankine
body and the flow around a cylinder is considered for that purpose. The dimension of
the maximum half-width of the Rankine body and the radius of the cylinder gives an
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estimate of the order of magnitude of the uniform streamline diversion. Hence, it is
considered to keep these dimensions in the millimeter range.

b)Hele-Shaw flow conditions as mentioned in eq(3.1) and eq(3.2 has to be satisfied, if
particle manipulation is to be carried out with the aid of Potential flow theory.

The design constraints include:

a)The syringe pumps, with a maximum delivering capacity of 99 ml/hr.

b)The syringes with a capacity of 50 ml.

c)The drilling equipments available and their size. Sizes are of order O(1) mm.

d)The type and size of the fittings used to connect pipes to the source/sink.

3.2.4 Designing and dimensioning the flow cell

The Hele-shaw cell is designed with two glass plates mounted on top of one another.
An aluminium spacer sandwiched between these two plates serve as the gap(height) of
the flow cell, in addition to forming the side walls. It is within this gap where fluid flow
takes place. This design allows for the gap between the plates to be varied according
to the thickness of the spacers used. The gap thickness used is 1.5 mm, owing to less
leakage from the flow cell at this gap spacing. The width of the flow cell is kept at
100 mm, as streamline deflections within the flow cell are intended to be in order of
O(10)mm. An order of O(10)mm is chosen for the deflection, owing to the fact that
sources/sinks have a diameter of 2 mm. Also, a 100 mm width ensures that side walls
of the flow cell does not have significant impact in the ’area of interest’. Three fluid
sources on the top plate are intended to drive the flow within the gap of the flow
cell. Three fluid sources are chosen considering the fact that an individual syringe
has a volumetric capacity of 50 ml, which is not sufficient to maintain the fluid flow
for a longer time. The length of the Hele-Shaw cell is kept at 300 mm. Two factors
influence the choice of this length. First, the flow from the upstream three sources
become parallel only after 30 mm from them. Second, the area where the manipulation
task is to be carried out is intended to be at a considerable distance from the end of
the flow cell. Initial design of the flow cell consisted of a single downstream source
to deflect uniform streamlines, situated at a distance of 165 mm from the ’upstream
sources’ . The final design consists of four downstream holes(to be used as sources and
sinks) in the ’area of interest’, arranged in a diamond shaped pattern . These holes
are separated by a distance of 16 mm in the horizontal and vertical direction. The
dimensions of connectors used to insert pipes into these holes are taken into account
while choosing this dimension. A schematic of the final design with its dimension are
shown in figure 3.4.

3.2.5 Fabrication

The Hele-Shaw flow cell is constructed with two Plexi-glass plates of length 310 mm
and width 120 mm which are mounted on top of the other. Three aluminium spacers
of width 10 mm and thickness 1.5 mm are sandwiched between these plates to serve
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Figure 3.4: The Hele-shaw flow cell, where three filled blue circles at the top
representing the upstream sources that drive the uniform flow. The red rectangle

represents the ’area of interest’. The red filled circles are downstream sources/sinks
used to deflect uniform streamlines. The blue filled circle on this area was used for

the initial design.

as walls of the flow cell. These spacers maintain a gap between the Plexi-glass plates,
thus, serving as the fluid domain. The spacers are placed in a U-shaped pattern,
covering three sides of the Plexi-glass. One end is left open to the atmosphere for the
fluid to drain out. Plastic clips are used to suppress the two plates. The clips are
placed uniformly along the perimeter of the plates to maintain uniform compression.

Holes of size 2 mm are drilled to act as sources and sinks. Pipes of 4 mm inner diameter
are used to deliver fluid in or out of the flow cell. One end of the pipes are inserted
into these holes via connectors shown in figure 3.7, while the other end is connected
to syringes. The syringe pumps used to deliver the uniform flow can be used only
as sources, whereas those used to divert streamlines in the downstream region can
be used both as sources and sinks. The connectors (luer)which connects holes to the
pipes, consists of a male and a female luer. The male luer is shown on the right of
figure 3.7 whereas the female luer on the left. The threaded side of both the luers
are fitted to the bottom plate of the Hele-Shaw cell. With respect to the male luer,
one end is fitted to the hole whereas the other end is connected to the pipe used for
draining fluid in or out of the flow cell. Whereas for the female luer, a check valve is
connected to its other end instead of a pipe. This check valve blocks the fluid to drain
in or out of the flow cell through the hole to which it is attached. The female luer is
used when a source is not in operation either as a source or a sink.
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Figure 3.5: The Hele-Shaw cell and its components.

Figure 3.6: a)The Aluminium spacers used to separate the plates b)The plexi-glass
plates c)Syringe pumps used to deliver fluid into the set-up d)The clips used to

supress the plates.

3.3 Experimental set up and methods

The experimental set-up is shown in figure 3.8. The Hele-Shaw flow cell along with its
components is mounted on top of two beams so that it remains perfectly horizontal.
The camera is placed directly above the ’field-of-view’ or the ’area of interest’. The
field-of-view is illuminated by LED light which is also placed above the flow cell.
Syringe pumps are placed on the side of the flow cell to deliver the fluid. In the
present work, experimental studies of different steady velocity fields are performed,
using optical imaging technique called Particle Image Velocimetry. A brief description
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Figure 3.7: The connectors fitted to the holes drilled on the plate.

Figure 3.8: The experimental flow cell and PIV set-up.

of the technique is provided in this section.

Particle Image Velocimetry is a non-intrusive flow measurement technique that
has been routinely used to procure quantitative information about two-dimensional
velocity fields by analyzing the motion of tracer particles suspended in the fluid. It
uses a statistical approach to measure the velocity fields. Contrary to the methods
where individual particles are tracked, this method evaluates the displacement vectors
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by dividing the area of interest into so-called interrogation regions. The intensity
field of each of such interrogation region are cross-correlated with the corresponding
regions of subsequent images to obtain a cross-correlation function. The location of
the peak of the function provides the displacement of the particles and hence, the
direction and magnitude of the velocity. For more details on PIV, the following book
[60] is to be referred. Conventionally, the illumination of two-dimensional PIV is
done by a light sheet whose thickness is less than the depth of field of the image
recording system, in which case the depth of the measurement plane is determined by
the thickness of the light sheet. Volumetric illumination is an alternative approach
where the area of interest is illuminated by a volume of light. Volume illumination is
a suitable mode for the present study owing to the fact that optical access is limited
to only one direction and the separation between the plates is only 1.5 mm. As far
as the correlation technique is concerned, ”sum of correlation” is used for the present
purpose, considering the fact that seeding density of the particles should be kept low
in order to avert clogging of particles and particle jamming at the inlet hole.

Volume illuminated PIV measurements are performed to obtain the experimental
streamlines of four different combinations of sources and sinks. The flow is illumi-
nated by LED light, with the images being acquired by a single frame CCD camera
(LaVision, Imager Intense). For every PIV measurement, the carrier fluid is seeded
with 90-106 micron grey polyethylene micro-sphere tracer particles. The particles
have a density of 1.002 g/cc. The particles are well suspended in water before being
used for the experiment. Before evaluating the vector fields, background subtraction
is performed to remove noise as an image pre-processing step. This is done by first
inverting the image, and subsequently applying a time series filter with a background
average subtraction. The resulting images are interrogated in a 32X32 pixels window
size with a 50 percent window overlap. A sequential cross correlation is used to obtain
the vector fields, where one correlation function is obtained from a pair of images and
then subsequently added to obtain the final vector frame. As is the case with ’Sum of
correlation’, the quality of the correlation function is directly proportional to number
of images taken, maximum number of images possible were acquired. The number of
images possible for all experiments are a result of the frequency of image acquisition
and the capacity of the syringe pumps. As the syringe pumps have a capacity of 50
ml, and the frequency of image captured is 2Hz, images in the range of 3000 are pos-
sible to be taken. Spurious vectors are removed by applying a median test(universal
outlier detection). The image density for the experiments are found to be 3 pixels
per 32X32 interrogation window, with a typical particle image diameter obtained as 2
pixels.

3.4 Design Validation

In order to validate the design of the flow cell, two experiments are performed with
water as the working fluid, namely, the flow around a Rankine body, generated by a
single downstream source and its interaction with the uniform flow. Secondly, the flow
around a cylinder, which is generated by a source and sink in the downstream area
interacting with the uniform flow.
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3.4.1 Superimposing uniform flow with a source

According to equation 3.8, if a maximum half width of Rankine body of order O(10)mm
is to be obtained, the uniform free-stream velocity should be of order O(0.1) mm/sec
on using a downstream source strength of 70 ml/hr. Figure 3.9 shows the trend. It
is important to note that the Hele-Shaw flow condition, on maintaining an average
velocity of the above magnitude reads as ReL( h

L
)2 = 0.0015, for the dimensions con-

sidered in the flow cell design. Streamlines obtained on superimposing a uniform flow

Figure 3.9: Plot of the Maximum Rankine body Height and the free-stream Uniform
Velocity at three different flow rates of 50, 70 and 90 ml/hr

of average magnitude 0.2 mm/sec, with a flow generated by a downstream source of
strength 70 ml/hr is shown in fig 3.10. It can be clearly seen from the image that
dimensions of the maximum half-width fall into the expected range. It is, however, to
be mentioned that PIV measurements are not done for this experiment. To get such an
image, the flow is seeded with same particles to be used for PIV measurements, with
subsequent acquisition of around 2000 images. The minimum background intensity of
all images are then subtracted from individual images to acquire the above one.

3.4.2 Superimposing uniform velocity with a dipole

It has been mentioned previously that superimposing a uniform free stream flow with
a dipole results in the ’flow around a cylinder’. From equation 3.9 and 3.10, a relation
between the diameter of the cylinder, and the separation distance between the source
and sink(dipole) of the resulting dipole can be obtained. This relation reads as mε=π
a2U . Ideally, to replicate a full circle ε tends to zero, which is not possible physically.
Maintaining a finite value of ε will lead the circle to deviate to an oval body. In the
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Figure 3.10: Flow around a Rankine body. The red line has twice the length of the
maximum height of the Rankine body.

present case, however, we approximate the oval body to be a circle. A plot showing
the relationship between the separation distance and the radius of the circle is shown
in figure3.11. Three different flow rates of 50,70 and 90 ml/hr are considered, which
are normalized by the gap of the flow cell (1.5 mm) to obtain the value of m. The
free-stream uniform velocity is taken as 0.2 mm/sec. An experiment is performed with

Figure 3.11: Plot showing the relation between ε(distance between the source and
the sink)and the radius of the circle.

a free stream uniform velocity of around 0.2 mm/sec, and the individual source-sink
strengths of the dipole as 70 ml/hr. The separation distance between the source and
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the sink is maintained at 8 mm. Figure 3.12 shows the result of the experiment. The
diameter of the oval body as highlighted by the red line falls into the expected range
when compared with the previous plot.

Figure 3.12: Flow around an oval body. The red line shows the ’diametric’ span of
the oval body

3.5 Strength distribution of sources for delivering

uniform flow

In order to find the strength distribution of upstream sources that would procure
a uniform velocity magnitude of order O(0.1)mm/sec, a discrete source based Panel
Method is used. The results from the Panel method sets a strength distribution of
50 ml/hr for each source near the side walls and 25 ml/hr for the middle source
to obtain velocity of the aforementioned magnitude. Also, it is found that uniform
parallel streamlines are obtained at approximately 30 mm from these sources. This
value, which sets the lower limit, is considered while deciding the length of the flow
cell.
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Chapter 4

PIV study of steady flow fields

In this chapter, four different steady velocity fields obtained from PIV measurements
are shown. The working fluid is water. These velocity fields are a result of the operation
of four different source/sink configuration in the ’area of interest’. Velocity fields of
the same source/sink configuration are then computed using a discrete source based
Panel method. A detailed description of the Panel Method is given in Appendix C.
The experimental and corresponding computational velocity fields are then compared,
in order to check the robustness of the code. In all of these experiments, the upstream
uniform flow is driven by three sources having strengths of 50ml/hr, 25ml/hr and
50ml/hr. As obtained from the Panel code, these three sources yield a uniform free-
stream velocity of around 0.2 mm/sec, as long as the gap of the flow cell is maintained
at 1.5 mm.

4.1 Diverting fluid streams

The sources/sinks in the area of interest are shown in figure 4.1. Different velocity fields
are obtained in the experiment by utilizing these sources distinctly. The numbering
of sources/sinks provided in the figure will be used in the remainder of this chapter.
The image acquisition details of the four experiments is listed in table 4.1.

Table 4.1: Image Acquisition details

Experiment
number

Acquisition
Fre-
quency(Hz)

Magnification Focal
Length(mm)

f-
stop

Field of
view(mmXmm)

1 2 0.133 35 8 78.220 X 85.331
2 2 0.13 35 8 68.018 X 74.202
3 2 0.13 35 8 68.018 X 75.293
4 2 0.13 35 8 68.018 X 75.293

21
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Figure 4.1: Numbering used for sources/sinks. The direction of the free upstream
uniform velocity is from left to right.

4.1.1 Fluid diversion using sources and sinks

Two experiments are performed using only sources to procure different steady velocity
fields. In these two experiments, configuration of active sources remain the same, only
the strength varies.

Experiment 1 produce streamlines of ”Dual Rankine body” type, with both down-
stream sources, denoted by 1 and 3 in figure 4.1 having the same flow rate of 70 ml/hr.
The actual image of the velocity field at a given instant after background image sub-
traction is shown in figure 4.2. Fig 4.4 shows the computational streamlines using the
Panel Method, while figure 4.3 shows the experimental one. The deviation comes in

Figure 4.2: Flow around ”Dual Rankine Body”

the region where the deactivated source (4) is located. Because of its presence, parti-
cles flowing over this source are not properly captured. As a result, velocity vectors
deviate from the computed ones in the area surrounding the above source. The second



4.1. Diverting fluid streams 23

Figure 4.3: Experimental sreamline Figure 4.4: Computational streamline

discrepancy occurs in the region surrounding the stagnation point(more precisely very
low velocity region, as a clear stagnation point might not be present for the above
configuration) in front of sources 1 and 3. This is because PIV particles surpassing
this region are not completely held static. Instead, they tend to fluctuate at and
around stagnation points, in addition to being constantly bombarded by the incoming
upstream flow of particles and particles emanating from the nearest source. When
these fluctuating particles, present within the area of very low velocity region are hit
by incoming group of particles, they tend to follow different streamlines of the flow.
These motion of particles lead to spurious vectors in the area surrounding stagnation
point. However, apart from these regions, a reasonable agreement is found between
theory and experiment in the rest of the domain.

Experiment 2 includes the same configuration as that in experiment 1, with the
strength of the lower source being reduced to half the value of the upper source. As
can be seen from figure 4.6 and 4.7, a good match is observed between computation and
experiment, with both velocity fields being able to capture the differences in width of
the upper and lower Rankine Body. Similar to the previous experiment, there exists
a mismatch of streamlines in the region where source 4 is located. This can again
be attributed to the presence of the source and stagnation region. Figure 4.5 shows
streaks of particles in the velocity field of experiment 2.

Experiments 3 and 4 includes the introduction of sinks in order to divert uniform
streamlines. In experiment 3, source 1 and 4 operates at 70 ml/hr whereas sink 5
operates at -70 ml/hr. Similar to previous experiments, there exists a mismatch in
the area where stagnation region is located. The experimental and computed velocity
fields are shown in figures 4.9 and 4.10. Excluding the area near stagnation point,
the computed streamlines conform to the experimental one in the rest of the domain.
Figure 4.8 shows the raw image of particle sreaks.

In experiment 4, source 1 and 3 operates at 70 ml/hr and sink 4 at -70 ml/hr.
Although there exists a very small velocity region in front of source 1 and source 3,
the particles at this region are constantly under the influence of sink 4, and hence does
not accumulate. In the absence of particle accumulation due to the presence of sink 4,
it can be seen that the measurement obtained from PIV and computation is in good
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Figure 4.5: Flow around ”Dual Rankine Body” of different widths.

Figure 4.6: Experimental sreamline Figure 4.7: Computational streamline

agreement in the entire domain. This experiment serves well to manifest the effect of
particle accumulation within stagnation regions into the PIV result. Figure 4.11 shows
the streamlines in the actual image. Fig 4.12 and Fig4.13 shows the experimental and
computational streamlines derived from PIV measurements and the Panel Method
respectively.
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Figure 4.8: Flow field in the presence of sources and sinks.

Figure 4.9: Experimental sreamline Figure 4.10: Computational streamline

Figure 4.11: Flow field in the presence of sources and sinks and devoid of any seeding
particle accumulation.
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Figure 4.12: Experimental sreamline Figure 4.13: Computational streamline



Chapter 5

Particle manipulation under
unsteady fields

In this chapter, attempts made to manipulate individual particles have been described.
These individual particles have been manipulated using unsteady fields. Particle ma-
nipulation tasks involving unsteady velocity fields include diverting individual particle
having same initial position to different locations, trapping a single particle and di-
verting it in different direction, and flipping the position of two particles.

5.1 Flow cell, Particle suspension and particle track-

ing

5.1.1 Flow cell for manipulating individual particle

In order to manipulate single particle using unsteady fields, an additional hole has been
drilled at a distance of 100 mm from three upstream sources generating the uniform
flow. This distance is chosen such that particles have sufficient time to adjust itself to
the upstream uniform flow as it enters the ’field of view’. Moreover, the flow cell gap
is reduced to 0.5 mm, in addition to increasing the total flow rate used to deliver the
upstream uniform flow. The strength of each source, following the steady experiments
has been increased to twice the magnitude. This is done such that sufficient drag is
generated in order to accelerate the particle to attain the velocity of the uniform flow.
A schematic of the modified 2-D diagram is shown in figure 5.1. The green filled circles
near the side walls have a flow rate of 100 ml/hr and the middle green filled circle has
a strength of 50 ml/hr. Also, the actual image of the field-of-view region is shown
in figure 5.2, with the numbering of sources/sinks. The sources and sinks would be
referred to by these assigned numbers in the rest of the chapter.

27



28 Chapter 5. Particle manipulation under unsteady fields

Figure 5.1: The modified 2-D top view of the set-up.The green filled circle represents
the sources used to deliver the uniform flow. The black filled circle represents the
insertion hole for individual particles. The red filled circles represent sources/sinks

used to manipulate individual particle. The red area is the region of interest for
particle manipulation.

Figure 5.2: The top-view of the ’area of interest’ with the ’sources and sinks’ used to
manipulate particles.
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5.1.2 Suspending particles in the fluid

Particles used for manipulation are polyethylene micro-spheres, with diameters ranging
from 355 to 425 microns, and having a density of 0.993 g/cc. In order to suspend them
into the fluid, the following procedure is followed: A container is filled with the desired
amount of de-ionized water and heated until the water reaches a rolling boil. The water
is left boiling for approximately 5 minutes. While the water is heating, 0.10 grams of
Tween per 100 ml of water is mixed with a magnetic mixer. Once mixed, 0.1 percent
Tween solution is prepared. When finished, the solution looks clear and uniform. Once
the solution is prepared, using a vial, 0.5 grams of micro-spheres are taken, and 2 ml
of the 0.1 percent Tween solution is added. The solution is then centrifuged for 5–10
minutes to get the spheres wetted and into solution.

5.1.3 Image acquisition and Particle tracking

In all experiments, the images of particles have been recorded similar to PIV mea-
surements. The images have been acquired with a frequency of 2 Hz using LaVision
Imager Intense camera. A 35 mm lens has been used for recording. Once images are
acquired, individual particles have been tracked by developing a particle tracking code
in MATLAB. The images acquired are first inverted, and then background subtraction
is performed in DAVIS 7.2, before performing further processing to track them. Once
an individual particle is tracked in every image, the positions are connected to con-
struct path-lines. The experimental path-lines are then compared with the computed
ones using a discrete source based Panel Method.

5.2 Observation of individual particle behaviour un-

der the influence of Uniform flow

Before proceeding with experiments involving individual particle manipulation, it is
necessary to check the magnitude of their uniform velocity, or whether particles move
with a sufficiently uniform velocity at all. In order to observe the particle behaviour
under the uniform flow in the ’area of interest’, a series of particles are released and
their displacements in the stream-wise direction(y-direction) are noted down. A plot
of the measured y-displacement with respect to time is shown in figure 5.3. The
measured plot are straight lines with uniform slopes. Hence, almost all particles that
are released have a velocity constant in time when driven by upstream sources, except
that there is a difference in the measured velocity magnitude. This can be attributed
to the different equilibrium positions that particle tend to occupy based on their size.
From the above experiment, it is also clear that particles adapt itself to the flow by
the time it reaches the field of view. In addition to this, particles released were also
seen to have a certain skewness from its straight trajectory. This is because of the
pinning of the contact angle at the outlet of the Hele-Shaw cell, which led the fluid to
be drained out of the cell from a single point rather than the entire outer edge. This
skewness is shown in figure 5.4.
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Figure 5.3: The y-displacement of particles with respect to time in the ’area of
interest’ released under the velocity field generated by the upstream sources. The
black and light blue lines denote the displacement if particles had moved with the

average velocity and maximum centre-line velocity respectively.

Figure 5.4: The path-lines inside the yellow box skewed at a small angle due to the
pinning of the contact angle at the end of the Hele-Shaw flow cell.
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Figure 5.5: Flowrate-time curve of the
source used to manipulate the first

particle

Figure 5.6: Flowrate-time curve of the
source used to manipulate the second

particle

5.3 Experimental generation of unsteady flows and

particle manipulation

5.3.1 Sorting particle into different outlets

In the following experiments, two separate individual particles are diverted into differ-
ent outlets by using unsteady fields. In the first experiment, only one source has been
used to implement the ’diversion and sorting’ process whereas in the second experiment
a source and a sink has been deployed to execute the same.

Diversion using a single source

Manipulation Description:A single source has been used to manipulate two differ-
ent particles into two different end locations. Both particles have approximately the
same initial position within the ’field of view’. With respect to the first particle, source
1 is operated at a strength of 100 ml/hr for the first 47 seconds of its entry, after which
it is changed to 250 ml/hr till the particle’s exit. As with the second particle, a similar
trend is maintained, but the strength is increased from 250 ml/hr to 450ml/hr, after
44 seconds from its entry within the field-of-view. The flow-rate versus time curve of
the source used to manipulate above two particles are shown in figures 5.5 and 5.6.

Observation and discussion: The computed and experimental path-lines of the
two particles are shown in figures 5.7a and 5.7b. Both particles have an initial x-
position of approximately 38 mm. The stream-wise distance for particles to traverse
is taken to be 56 mm. A comparison between x and y displacements with respect to
time between the experiment and computation for both particles are given in figure5.8
and 5.9. In case of the first particle, the time span in the experiment is found to be
approximately 79 seconds, whereas the computed time is approximately 80 seconds as
is clear from figure 5.8b. The x-position at the end location is found to be around
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(a) Computational Pathlines (b) Experimental Pathlines

Figure 5.7: Pathlines of the two particles diverted into different outlets.

(a) Horizontal displacement of the first
particle.The vertical blue line represents the
time when the source strength changed from

100 ml/hr to 250 ml/hr.

(b) Vertical displacement of the first
particle.The vertical blue line represents the
time when the source strength changed from

100 ml/hr to 250 ml/hr.

Figure 5.8: Computational and Experimental Displacement versus Time of the first
particle manipulated using a single source.
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(a) Horizontal displacement of the second
particle.The vertical blue line represents the

time after which the source strength was
changed from 250ml/hr to 450ml/hr.

(b) Vertical displacement of the second
particle.The vertical blue line represents the

time after which the source strength was
changed from 250ml/hr to 450ml/hr.

Figure 5.9: Computational and Experimental Displacement versus Time of the
second particle manipulated using a source

10.3 mm, whereas in the computation it is found to be around 18.3 mm(figure5.8a).
As with the second particle, the experimental time span in the field-of-view is 69.5
seconds and the corresponding computed value is around 75 seconds( figure5.9b). The
x-position at the end of the field-of- view is about 5 mm and 12.5 mm for the experiment
and computation respectively(figure5.9a). The deviations in the path-lines of both
particles become more pronounced about the vertical blue line, where the steady value
of the source changes in the displacement-time curves (figure5.8 and figure5.9). The
variations in both the time span and eventual position of the particle can be attributed
to the following possible factors : a)The ’skewness effect’ which makes the particle
biased to a direction; b)The time required for the particle to adjust itself to the new
flow field when the flow rate changes; c)The unsteady effect of the flow field itself
when the flow rate changes; and d) The finite size of the source which tends to push
the streamlines more. These effects are not taken into account while computing. A
glimpse on the path-line plots in figure 5.7 also shows that experimental path-lines are
wider than computed ones due to the cumulative effect of the above factors.

Diversion using a source and a sink

Manipulation Description:In this experiment, a sink, along with a source has been
deployed to guide two separate individual particles into different end locations. The
first particle, on its entry, is under the influence of the uniform flow for 25 seconds.
After this time, both source-1 and sink-4 are turned on simultaneously, operating at
a strength of 150 ml/hr and -150 ml/hr respectively till the particle’s exit. For the
second particle, which enters the ’field-of-view’ from approximately the same initial
position, source-1 and sink-4 continues to operate at the above flow rate of 150 ml/hr
and -150 ml/hr, but is deactivated after 69 seconds from the particle’s entry. The
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Figure 5.10: Flowrate-time curve of the
source and sink used to manipulate the

first particle

Figure 5.11: Flowrate-time curve of the
source and sink used to manipulate the

second particle

above unsteady flow field make the particles regain its initial straight trajectories on
their exit. The flow-rate time curves are shown in figure 5.10 and 5.11.

Observation and discussion:Figures 5.12a and 5.12b show the computed and ex-
perimental path-lines. The displacement-time profiles of both particles are shown in
figures 5.13 and 5.14. The total steam-wise length(y-position) is kept at 80 mm. The
first particle covers the given distance at approximately 114.5 seconds in the experi-
ment whereas the computed particle time is approximately 117.5 seconds (figure5.13b).
The x-position of the first particle at the end of the domain is approximately 28 mm in
the experiment, whereas from the computation it is found to be 34.2 mm (figure5.13a).
As for the second particle, the time span in the experiment is 129 seconds whereas on
computing, the time span is around 134 seconds (figure5.14b). The x-position at the
exit is 39.8 mm in the experiment while the computed value is 43.6 mm (figure5.14a).
It is to be mentioned that for this particular experiment, although the pinning of the
contact angle cannot be completely prevented, the pinning position shifted approxi-
mately to the middle of the exit edge of the flow cell, thereby, reducing the skewness
angle and hence the biasness. This impact can be observed in figures 5.13a and 5.14a,
where the experimental curve remains horizontal and overlaps the computed curve
reasonably well over the time particles remain under the influence of the uniform flow,
before getting deflected by the dipole. Once the flow field is changed suddenly, slight
differences occur between the experiment and computation curves. This is due to the
unsteady effect of the particle, when the velocity field is changed and the change in
the velocity field itself, in addition to the finite size of the source/sink which are not
taken into account while computing.

5.3.2 Trapping and steering

Following the manipulation of particles into different directions, stagnation point in
velocity fields have been utilized in order to trap particles and then steering them into
different directions.In this section, results of experiments where particles are trapped
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(a) Computational Pathlines (b) Experimental Pathlines

Figure 5.12: Pathlines of the two particles. The magenta filled circle represents the
sink and the cyan filled circle represents the source used to divert the particles.

(a) Horizontal displacement of the first
particle.The vertical blue line represents the
time at which sources and sinks operating at

150ml/hr is deactivated.

(b) Vertical displacement of the first
particle.The vertical blue line represents the
time at which sources and sinks operating at

150ml/hr is deactivated.

Figure 5.13: Computational and Experimental Displacement versus Time of the first
particle manipulated using a source and a sink.
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(a) Horizontal displacement of the second
particle.The vertical blue line represents the
time at which the source and sink of equal

strength of 150 ml/hr is activated.

(b) Vertical displacement of the second
particle.The vertical blue line represents the
time at which the source and sink of equal

strength of 150 ml/hr is activated.

Figure 5.14: Computational and Experimental Displacement versus Time of the
second particle manipulated using a source and a sink.

(a) Particle steered straight
after being trapped

(b) Particle steered left after
being trapped.

(c) Particle steered right
after being trapped

Figure 5.15: Pathlines of the trapped particles

and diverted are shown. However, comparison with computations are not performed
for the rest of the experiment for reasons explained later in this section. Instead, steady
velocity fields used to trap and divert particles are demonstrated. Three experiments
exploiting stagnation regions are performed, where a given particle is held for different
duration and then subsequently released straight, left and right. The raw images of
the above three experiments are given in Appendix A. The path-lines of the three
cases are shown in figure 5.15.

As mentioned earlier, computations pertaining to the above three cases have not been
performed by the discrete source based Panel method due to fluctuations in the position
of the particle around the time it gets trapped. This fluctuation is shown in figure
5.16, which is the magnified image from the path-line figure 5.15a, at the location
where the particle is trapped.
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Figure 5.16: Particle fluctuation during the time the particle is being trapped. This
is the magnified area around the stagnation region.

Figure 5.17: Flow-rate time curves of sources used to trap and steer a particle
straight.

Trapping and steering straight

For trapping and steering a particle straight, uniform flow is maintained until 22
seconds from the particle’s entry. Thereafter, a steady velocity field as shown in figure
5.18 is generated. This is done by activating source 1 to 200 ml/hr and source 2 to
150 ml/hr. Activating these two sources generate a velocity field which has a very
low velocity magnitude in the area marked by the rectangular box in figure 5.18. It
is important to mention that a single stagnation point is not able to trap a particle
because of the fluctuation the particle undergoes, leading to its eventual release.
Hence, the idea is to instead create a substantially low velocity field with the use of two
sources. Both sources remain active until 56 seconds from the time of the particle’s
entry into the ’field of view’. Thereafter, uniform flow is maintained to release the
particle straight. The time interval between vertical green lines in figure 5.19 is the
total time span the particle remains trapped. The flow rate versus time diagram is
shown in figure 5.17.
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Figure 5.18: Particle is trapped in the area inside the rectangular box where a very
low velocity region is created.The direction of the flow is from bottom to top.

(a) Horizontal displacement of the particle
which is trapped and released straight. The
region between the vertical green lines show
the duration the particle remains stagnant.

(b) Vertical displacement of the particle
which is trapped and released straight. The
region between vertical green lines show the

duration the particle remains stagnant.

Figure 5.19: Displacement versus time of the particle trapped and steered straight.
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(a) The span-wise velocity of the particle
which is trapped and released straight.

(b) The stream-wise velocity of the particle
which is trapped and released straight.

Figure 5.20: Velocity versus time of the particle which is trapped and steered
straight.

Trapping and steering left

Next, an attempt is made to trap and steer a particle to the left. This is done by
generating a field similar to the previous one. After 14 seconds from the particle’s entry,
source 1 is activated to 250 ml/hr and source 2 to 150 ml/hr. Similar to the previous
field, a stagnation region is generated in the area marked by the red rectangular box
in figure 5.22, inside which the particle gets trapped. Both sources remain activated
from 14 to 23 seconds from the particle’s entry, thereby trapping the particle. After 23
seconds, source 2 is changed to a sink operating at -300 ml/hr, with source 1 reduced
to 100 ml/hr. The resultant velocity field is shown in figure 5.23, from which it
becomes apparent that the particle gets deflected to the left. Combining above two
steady fields, individual particle is trapped and steered left. The time interval between
vertical green lines in figure 5.24 represents the total time span until which the particle
remains stagnant. The flow-rate time curve is shown in figure 5.21.

Trapping and steering right

In order to trap a particle and steer it right, source 1 and 3 are activated to 200
ml/hr and 150 ml/hr respectively. This field is generated after 10.5 seconds from the
particle’s entry and maintained until 30 seconds, during which the particle remains
trapped. Thereafter, source 3 is changed to -200 ml/hr to divert the particle to the
right with source 1 reduced to 50 ml/hr. The velocity fields are shown in figure 5.27
and 5.28. The time duration, during which the particle remains stagnant is shown
between green vertical lines in figure 5.29.
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Figure 5.21: Flow-rate time curves of sources used to trap and steer particle left.

Figure 5.22: Particle is trapped in the
area inside the rectangular box where a
very low velocity region is created.The
direction of the flow is from bottom to

top.

Figure 5.23: The velocity field will
deflect the particle to the left.
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(a) Horizontal displacement of the
particle.The region between vertical green

lines show the duration the particle remains
stagnant.

(b) Vertical displacement of the particle.
The region between vertical green lines show
the time duration which the particle remains

stagnant.

Figure 5.24: Displacement versus time of the particle trapped and steered left.

(a) The span-wise velocity of the particle. (b) The stream-wise velocity of the particle.

Figure 5.25: Velocity versus time of the particle trapped and steered left.
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Figure 5.26: Flow-rate time curves of sources used to trap and steer particle right.

Figure 5.27: Particle trapped inside the
area of the rectangular box.

Figure 5.28: The velocity field will
deflect the particle to the right.
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(a) Horizontal displacement of the
particle.The region between vertical green

lines show the duration the particle remains
stagnant.

(b) Vertical displacement of the particle.The
region between the vertical green lines show
the duration the particle remains stagnant.

Figure 5.29: Displacement versus time of the particle trapped and steered right.

(a) The span-wise velocity of the particle. (b) The stream-wise velocity of the particle.

Figure 5.30: Velocity versus time of the particle trapped and steered right.
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Figure 5.31: Flow-rate time curves of sources used to flip particle position.

Figure 5.32: Particle positions after 2
seconds.

Figure 5.33: Particle positions after 7sec
seconds.
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Figure 5.34: Particle positions after 18
seconds.

Figure 5.35: Particle positions after 40
seconds.

5.3.3 Flipping particle position

The third manipulation task that is carried out is flipping the position of two particles.
The idea of flipping two particles include trapping the ’leading’ particle into an area
of very low velocity region, until the ’trailing’ particle overtakes it. Under the given
velocity field, the leading particle follows the streamline which leads directly into the
area of very low velocity region. The trailing particle, on the other hand, has an
offset with respect to the leading particle in its initial position. As a result, the
streamline to which it resorts to deflects it away from the stagnation region, hence,
evading its entrapment. The position of two particles at different instances of time,
after particle tracking is carried out are shown in figures 5.32, 5.33, 5.34 and 5.35.
Particles are initially under the uniform flow for 10 seconds. Thereafter, source 1 and
source 3 are activated simultaneously. Source 1 operates at 200 ml/hr whereas source
3 at 150 ml/hr. Velocity fields similar to figure 5.27 is produced, so as to trap the
’leading particle’ and allowing the ’trailing particle’ to overtake. After approximately
23 seconds from the time of their operation, source 3 is turned off, so that the trapped
particle is able to move. The flow rate of the sources in the ’manipulation area’ with
respect to time is given in figure 5.31. The two velocity fields are shown in figures
5.38 and 5.39. The particle path-line is given in figure 5.37.

5.3.4 Diverting particle by ninety degrees

In order to divert a particle by ninety degrees, source 1 and source 3 are activated
simultaneously after 9 seconds from the particle’s entry. The strength of source 1 is
kept at 250 ml/hr whereas source 2 is used as a sink, operating at -300 ml/hr. 10
seconds from their operation, after the particle has shifted to a position where the
influence of sink 2 starts to be more appreciable, sink 2 is switched to a source of
strength 300 ml/hr which operates for further 6 seconds before maintaining uniform
flow again.
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Figure 5.36: Flow-rate time curves of sources used to deflect a particle by ninety
degree.

Figure 5.37: Path-line of the particle deflected by ninety degree.



5.3. Experimental generation of unsteady flows and particle
manipulation 47

Figure 5.38: Velocity field used from 9
to 19 seconds from the particle’s entry

where source 2 is used as a sink.

Figure 5.39: Velocity field used from 19
to 25 seconds from the particle’s entry
where source 2 is switched back to a

source.
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Chapter 6

Conclusions and
Recommendations

This thesis has focused onto the possibility of manipulating particles in a Hele-Shaw
cell with the use of sources and sinks. The main contribution of this thesis is towards
application in micro-flows, although the work is carried out on a millimeter scale, to
check the feasibility of such a technique before reaching the micro-level.

As a first step, a Hele-Shaw cell, suitable for particle manipulation with the aid of
source and sinks is designed and constructed. The flow around a Rankine body and the
flow around a cylinder are considered for the validation of the design. The maximum
half width of the Rankine body and the diameter of the cylinder, as obtained from
experiments fall well within the estimated dimensions computed from potential flow
theory, thereby, confirming the design validation of the flow cell.

A discrete source based panel method is developed to compute velocity fields that
would aid in manipulation of particles. To validate how efficiently the Panel code
could replicate streamlines from experiments, volume illuminated PIV measurements
of four different steady velocity fields are taken and matched with computation. A
good agreement is found between computational streamlines and the experiment. The
streamline measurement deviates in the area at location of sources and region having
low velocities. This happens due to fluctuations in particle position in and around
stagnation regions, causing the particle to move in random direction assisted by con-
stant bombardment of incoming stream of particles. This process leads to yielding
spurious vectors. From comparisons between experimental and computational stream-
lines, it can be inferred that the Panel code can be used to generate streamlines for
particle manipulation without delving into PIV measurements.

Finally, individual particles are introduced into the Hele-Shaw flow cell for manipula-
tion. Particles are manipulated using unsteady velocity fields. Based on these velocity
fields, individual particles starting from the same initial position have been made to
deflect into different end locations. A particle tracking code has been implemented in
order to detect individual particle position and generate path lines. These path-lines
are then compared to the ones derived from computation using the Panel code and are
found to be similar. The difference is found in terms of the total time span and the
end position of the vector as the particle exits the field-of-view. The difference may be

49
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attributed to the following possible factors which are not present in the computation:
a)The ’skewness effect’ due to the pinning of the contact angle at the end; b)unsteady
effects of the flow field and the particle when the flow field is changed; c)the finite
size of the sources/sinks which pushes streamlines further than expected. Further-
more, ideas stemmed from steady fields generated using The Panel method have been
utilized in order to trap individual particles for different duration and subsequently
releasing them left, right and straight. Manipulation activities such as flipping the
position of two particles and deflecting a particle by ninety degree have also been
executed successfully.

6.1 Recommendations for further research

The manipulation of particles(deflections) carried out in this thesis lies in the order
of O(10)mm. The deviations between the Panel Method and the experiments are
found to be in the order of O(1)mm as far as manipulation with unsteady fields are
concerned. Further improvisation on this error can be carried out by working on
the three conditions, a)getting rid of the contact-angle pinning at the end of the
Hele-Shaw cell. Although measures were taken to get rid of this effect, it cannot be
completely prevented. An alternate way to minimize this effect is by increasing the
length of the Hele-Shaw, so that the area of interest is far away from the exit where
the contact angle pins; b)taking into consideration the unsteady effects of the velocity
field and the particle while computing;c)drilling smaller holes for the sources/sinks
used to manipulate particles.

Observing the results from particle manipulation, if an error of O(1)mm for deflection
seems reasonable for deflection of order O(10) mm, research can be carried out with
droplets as well as bubbles, at the scale of the Hele-Shaw cell used for the present
thesis.

The current set-up can also be scaled down with the above parameters, as a second
step towards reaching to the micro-level. However, for such a case it is recommended
to start with particle before using bubble and droplets, as complex flow dynamics are
expected for bubbles and droplets.
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Appendix A

Images

A.1 Particle diversion under unsteady field using a

source

Raw image of the first particle

Figure A.1: First Particle positions at different instances of time.

Raw image of the second particle

Figure A.2: Second Particle positions at different instances of time.

57



58 Appendix A. Images

A.2 Particle diversion under unsteady field using a

source and a sink

Raw image of the first particle

Figure A.3: First Particle positions at different instances of time.

Raw image of the second particle

Figure A.4: Second Particle positions at different instances of time.

A.3 Trapping and steering straight

Raw image of the particle being trapped and steered straight.



A.4. Trapping and steering right 59

Figure A.5: Images of the particle getting trapped and then being released straight.

A.4 Trapping and steering right

Raw image of the particle being trapped and steered right.

Figure A.6: Images of the particle getting trapped and then being released right.

A.5 Trapping and steering left

Raw image of the particle being trapped and steered left.
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Figure A.7: Images of the particle getting trapped and then being released left.

A.6 flipping particle position

Raw image of the particles being flipped.

Figure A.8: Images of flipping two particles.

A.7 Diversion of particle by ninety degree

Raw image of the particle being diverted by ninety degree.
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Figure A.9: Images of the particle deflected by ninety degree.
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Appendix B

Mass flow rate per unit depth

Choosing mass flow rate per unit depth in the Panel Method

The important parameter while computing is the mass flow rate per unit depth in
the Panel Method. In order to choose an appropriate value of the mass flow rate
per unit depth in the Panel code, it is necessary to check what velocity the PIV
data is measuring. For this data, the PIV results for uniform flow is shown in figure
B.1. In this measurement, the uniform flow is driven by three sources of 50ml/hr,
25ml/hr and 50 ml/hr. This gives a total flow rate of 125 ml/hr. The width of the
Hele-Shaw cell is 100 mm and the height is 1.5 mm. This should given an average

Figure B.1: PIV measurements of the uniform flow

velocity of 0.23 mm/sec. For a Hele- Shaw flow, the maximum center-line velocity is
1.5 times the average velocity, which means the maximum center-line for the above
case is approximately, 0.35 mm/sec. However, PIV measurements return a value of
approximately 0.3 mm/sec which is 85 percent of the maximum center-line velocity.
Coming back to the Panel code, we refer to the mass flow rate per unit depth by
Q
h
∗ k, where Q is the mass flow rate, h is the height of the Hele-Shaw cell which is
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1.5 mm and k is the pre-factor. When k=1, a uniform profile is assumed instead of
a parabolic profile and hence, the average flow velocity is returned. The Panel code
gives a velocity of 0.21 mm/sec on choosing k=1. Hence, to get a value similar to the
PIV measurements which is approximately 0.3 mm/sec, different values of k are tried.
On choosing k=1.5, the Panel code returns a value which is approximately equal to
the PIV data (0.3 mm/sec). This value of k is chosen in the computation to compare
with PIV measurements.



Appendix C

Panel Method

The Panel Method is used to solve flows around arbitrarily shaped bodies in both two
and three dimensions. In this method, the body is generally discretized in terms of a
singularity distribution of either sources, doublets or vortices. The strengths of these
singularities are initially unknown, but are then solved for by enforcing the boundary
condition on the body. In the present work, a discrete source based Panel Method is
used, in order to take the effect of the side walls, while solving the algebraic Potential
flow equation within the flow cell. In order to do this, discrete points called ’source
points’ are arranged in a U-shaped pattern as shown in figure C.1. However, an offset
is maintained from the boundary of the flow cell. The strength of these sources are
initially unknown but are to be solved for. In order to do this, group of discrete points
called ’collocation points’ are introduced on the exact boundary of the flow cell. It is
at these points where the ’no penetration’ boundary condition is to be satisfied. For
the horizontal walls, it is the vertical velocity which has to be zero at the collocation
points, whereas for the vertical wall, the horizontal velocity has to be zero. Next step

Figure C.1: The computational domain of the flow cell with source and collocation
points. The three green filled circles represent upstream sources used to drive the
uniform flow. The red circle represents the source points whereas the blue circle

represents the collocation points.

is to consider the flow field created by the ’source points’ and the actual sources in
the domain. Here the case of only three actual sources that drives the uniform flow
is considered. In potential flow theory, the flow field due to a single source is given
by

u =
mx

2π(x2 + y2)
(C.1)

65



66 Appendix C. Panel Method

v =
my

2π(x2 + y2)
(C.2)

where ’m’ represents the strength or the flow rate per unit depth. The velocity field of
the three actual sources and ’source points’ are added to obtain the resultant velocity
field, with the strengths of the ’source points’ still unknown. To solve for this, the
boundary conditions at the ’collocation points’ are implemented to obtain a set of
linear algebraic equations. Once, this system is solved to obtain the strengths of the
’source points’, the final velocity field in the flow cell is computed by superimposing
the velocity fields due to the ’source points’ and the actual three sources.



Appendix D

Hele-Shaw flow cell equations

Let U be a typical horizontal speed in a domain bounded by z = 0 and z = h(x, y). It
is assumed that the length scales in the x-y plane have the same order of magnitude
given by L, and the variations in the velocity on this plane are of order U. The time
scale of the flow is of the order O(L/U). It is also assumed that

L >> h (D.1)

The effect of gravity is also neglected because of the small height of the channel
compared to the other scales. The continuity equation reads as

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (D.2)

The non-dimensional form becomes

U

L

∂ũ

∂x̃
+
U

L

∂ṽ

∂ỹ
+
W

h

∂w̃

∂z̃
= 0 (D.3)

From the non-dimensionalized equation scaling for the w-velocity is obtained as O(Uh
L

).
The x-momentum equation is given by

ρ(
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
) = −∂p

∂x
+ µ(

∂2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2
) (D.4)

On non-dimensionalizing the x-momentum equation we get

ρU2

L
(
∂ũ

∂t̃
+ ũ

∂ũ

∂x̃
+ ṽ

∂ũ

∂ỹ
+ w̃

∂ũ

∂z̃
) = −π

L

∂p̃

∂x̃
+ µ(

U

L2

∂2ũ

∂x̃2
+
U

L2

∂2ũ

∂ỹ2
+
U

h2
∂2ũ

∂z̃2
) (D.5)

Applying condition D.1, we get

ρU2

L
(
∂ũ

∂t̃
+ ũ

∂ũ

∂x̃
+ ṽ

∂ũ

∂ỹ
+ w̃

∂ũ

∂z̃
) = −π

L

∂p̃

∂x̃
+ µ

U

h2
∂2ũ

∂z̃2
(D.6)

Now if we consider the condition where (UL
ν

)( h
L

)2 << 1, the left side of equation

D.6 drops out and the pressure scales with O(µUL
h2

) The y-momentum will have same
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similar characteristic as x-momentum due to similar scaling, hence, the z-momentum
equation is considered for further analysis. The z-momentum equation reads as:

ρ(
∂w

∂t
+ u

∂w

∂x
+ v

∂w

∂y
+ w

∂w

∂z
) = −∂p

∂z
+ µ(

∂2w

∂x2
+
∂2w

∂y2
+
∂2w

∂z2
) (D.7)

Using the scaling of pressure from the previous equation and scaling of w from the
continuity equation, the non-dimensionalized form reads as

ρU2h

L2
(
∂w̃

∂t̃
+w̃

∂w̃

∂x̃
+w̃

∂w̃

∂ỹ
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hL
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∂z̃2
(D.8)

Using conditions L >> h and (UL
ν

)( h
L

)2 << 1 shows that the above equation reduces
to

∂p̃

∂z̃
= 0 (D.9)

The final set of equation now reads as

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (D.10)

∂p

∂x
= µ

∂2u

∂z2
∂p

∂y
= µ

∂2u

∂z2
∂p

∂z
= 0 (D.11)

This means that pressure does not vary in the z-direction and x and y momentum
equation may be trivially integrated with respect to z. On integrating, the following
two equations are obtained from the x and y momentum equations.

u =
1

2µ

∂p

∂x
z2 + Az +B (D.12)

v =
1

2µ

∂p

∂y
z2 + +Cz +D (D.13)

Applying no-slip boundary conditions at the walls, the constants are solved. In the
present thesis work z is bounded by z = 0 and z = h, hence the solution is of the
form

u = − 1

2µ

∂p

∂x
z(h− z) (D.14)

v = − 1

2µ

∂p

∂y
z(h− z) (D.15)


