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SUMMARY

NOx is a group of emissions originating from combustion systems using atmospheric air. These emis-sions affect human health, vegetation and buildings, and the chemical composition of the tropo- andstratosphere. NOx is formed via many chemical mechanisms, where the thermal NOx pathway is themain contributor to its emissions. The impact of NOx emissions only becomes greater with time, becauseof the continuous growth expected for the aviation industry. Stringent regulations are set to decreasethese emissions from aviation. Due to strict and though engineering requirements for aero engines, onlyfew NOx reducing solutions will be suited to meet these regulations. One promising solution is opera-tion in a combustion regime called flameless combustion.
Operation in the flameless combustion regime requires a low oxygen concentration and high reac-tant temperature. Key in this is the recirculation of hot flue gases, mixing with and diluting the reactants.Low oxygen availability and a decrease in temperature peaks reduces NOx production. The aim of thisthesis is quantifying the recirculation zones and their recirculating rates and the influence of variableson them for a FLOX® design. These variables are the combustion chamber length, the nozzle diameterand the jet velocity.
The aerodynamics have been investigated experimentally using planar Particle Imaging Velocimetryand numerically using Reynolds-averaged Navier-Stokes models. One major modification made to thesetup is interchanging the steel combustion chamber by an acrylic transparent one to provide a full viewof the flow field. Two different plane locations have been used in the experimental analysis, allowing tosee both the primary and secondary flow structures.
The research has shown that changing the combustion chamber length does not influence the flowstructure if it does not interfere directly with the recirculation zone. Changing the jet velocity also doesnot change the flow structure for a constant nozzle diameter. The jet momentum is seen to influencethe recirculation behaviour the most. Increased jet momentum increases the reynolds shear stresses,increasing the momentum exchange perpendicular to and parallel to the jet. This increases entrainment,leading to more recirculation. As such, smaller nozzle diameters cause an increase entrainment and therecirculation of the flue gases, for equal inlet mass flows. Comparison with the numerical results hasshown that the peripheral recirculation zone contributes for almost 30% to the recirculation of gasesand should not be neglected. However, this zone is hard to quantify experimentally due to optical dis-tortion along the sides of a transparent cylinder.
The numerical analysis has shown that using the approach of Reynolds-average Navier-Stokes mod-els does not yet provide an accurate solution. Specifically the jet outlet conditions need improvementwith regards to turbulence levels and velocity profile. Promising results came from the Standard k-εmodel using c1ε = 1.44, with respect to c1ε = 1.3 or 1.6. The k-ω SST model did not show improvementsover the Standard k-ε model. The Realizable k-ε model and the Reynolds Stress Model of the k-ε modelboth showworse results than the Standard k-εmodel, but are thought to be promising with adjustments.The Realizable k-ε model could be improved by decreasing the c2ε parameter and the Reynolds StressModel is thought to benefit the most from improved jet outlet conditions.
Previous research and current results on recirculation show that these conditions are sufficient to ob-tain the flameless combustion regime. From this research it can be concluded that for equal mass flows,smaller nozzle diameters improve the aerodynamics for increasing the range of the flameless combustionregime. This will come at a pressure loss cost though, meaning optima will have to be sought. Designsthat open or close nozzles during operation could aid in this, allowing for optimal jet momentum withminimal pressure losses. The numerical Reynolds-averaged Navier-Stokes approach still shows room forimprovement and a possibility of accurate modelling. If this succeeds it is perhaps not needed to switchto the Large eddy simulation approach, meaning great savings in computational time.
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1
INTRODUCTION

In this chapter, the reader is introduced to the problem at hand and the research that is proposed. Sec-tion 1.1 shows the relevance of the problem and the role of the aviation sector. Section 1.2 briefly pointsout prior work that has been done on handling the problem. Section 1.3 states the contribution of thecurrent work. Finally, Section 1.4 explains the structure of this report.
1.1. CONTEXT AND RELEVANCE
The issue of air pollution started already during the industrial revolution. Although processes have be-come cleaner andmore efficient since then, the immense scale ofmodern industry hasmade the problemmore relevant. Specifically, high-temperature processes that involve the combustion of fuels contributeto this. One of the main pollutants is NOx , a common emission gas that causes acid rain and changesthe ozone levels in the atmosphere with harmful consequences. One of the contributors to NOx emis-sions are aircraft and the combustion processes in their aero engines. Acid rain effects, ozone leveldisturbances and the way the aviation sector plays a role in NOx production shall be highlighted in thissection.
1.1.1. EFFECTS OF NOxNOx is a collective noun for two different mono-nitrogen oxide emissions, namely nitric oxide (NO) andnitrogen dioxide (NO2) [17, 18]. When NOx comes into contact with water it reacts to nitric acid, acid-ifying the water and causing acid rain[19]. This is harmful for vegetation, wildlife, the quality of openwaters and it also affects our buildings and statues.

Next to this, NOx is involved in chemical reactions with ozone in the atmosphere in multiple ways.In the troposphere and lower stratosphere it leads to the creation of ozone or tropospheric ozone, in theupper stratosphere it depletes stratospheric ozone [20, 21]. Tropospheric ozone is formed from UV-Aradiation reacting with NOx in the vicinity of species such as CO and unburned hydrocarbons (UHC’s),which are also products of combustion processes. Ozone has a global warming potential (GWP) thatincreases greatly for higher altitudes (see fig. 1.1) contributing to the anthropogenic global warmingproblem. The figure shows that the greenhouse effect of ozone is more than 250 times stronger at air-craft cruise altitudes than CO2. Tropospheric ozone is also a main agent in smog, present in many cities.Smog is a very reactive and aggresive substance that causes eye and lung irritation, respiratory problemsand damage to vegetation.
Stratospheric ozone is present in large quantities (up to 11 µmole/m3[21]) in the middle part of thestratosphere (see fig. 1.2). In this ozone layer, ozone is broken down under the influence of UV-B andUV-C radiation, as such blocking this harmful radiation from reaching the earth’s surface. NOx acts asa catalyst in this reaction mechanism, increasing its reaction rate [22], decreasing the amount of ozoneavailable to stop this radiation. Due to the atmospheric stability of the stratosphere the effect of anyaddition of NOx will be present for many years after [23, 24], increasing its impact.
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Figure 1.1: GWP of NOx versus altitude, where the GWP ofCO2 is set as 1. Edited from [1]. Figure 1.2: Atmospheric ozone abundance versus altitude [2]

It is clear that both in the tropo- and in the stratosphere, NOx has direct and indirect unwantedeffects on global warming, vegetation and human health. It is thus desired to reduce its emissions.
1.1.2. NOx FROM AVIATION

Aero engines are very restricted to their size and weight, and need to operate in many conditions andpower settings. Incorporating new technologies to such engineering marvels is therefore complicated.However, as has been shown in the previous paragraph aero engines should not remain unchanged.The harmful effects of the aviation sector are almost certain to grow in the future. The average annualgrowth of aviation passenger traffic has been 5.3% between 2000 and 2007, yielding a total 38%. Air-bus expects that the aviation market is to grow an annual 4.5% between 2015 and 2035, meaning itwill more than double in these 20 years. As such, over 33000 new aircraft will be needed in the next20 years, which will all need a mode of propulsion [25]. In 2005 it was estimated that the total radia-tive forcing by aviation was 4.9% of the total anthropogenic radiative forcing. Due to increased NOxemissions, the radiative forcing of O3 has increased between 2000 and 2005 with 11.1% and this willcontinue to increase [17]. Figure 1.3 shows the problematic impact of the emissions on O3 in 2006. Itis evident from this data that NOx emissions will become an even larger problem in the future if wedo not act against it. In order to motivate aero engine manufacturers, the European Union has set upgoals via the ACARE Flightpath 2050 project to “decrease NOx emissions by 90% in 2050, relative tothe capabilities of typical new aircraft in 2000.", as is shown in fig. 1.4.

Figure 1.3: Annual average zonal ozone perturbation due tofull-flight aviation emissions versus pressure altitude [3] Figure 1.4: The ACARE 2050 flight path for Europe [4].
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One of the main ways to reduce NOx emissions is by lowering the combustion temperature. This hasled to the development of different combustion technologies that operate under low equivalence ra-tios (φ) or in the lean regime. Figure 1.5 shows the different emitted species versus equivalence ratiofor a conventional combustor. It can be seen that for 0.25 < φ < 0.75 a low emission window exists,where NOx values decrease for lower values of φ. A problem that arises here is that too low valuesof φ cause blow-out[9]. Another way of reducing the NOx emissions is by lowering the availability ofoxygen, it is therefore also tried to recirculate the (inert) combusted or so-called flue gases back to thecombustion zone and mix with the fresh fuel-air mixture. This lowers the oxygen concentrations creat-ing a distributed flame zone and also lowers the energy needed to reach the activation energy, reducingchances of blow-out.

Figure 1.5: Equivalence ratio and power setting versus emitted species in conventional combustion [5]

One combustion regime that combines both ways to reduce NOx emissions is called flameless com-
bustion (FC). In flameless combustion, the reactants are diluted brought to auto-ignition temperature.This is done by using large recirculation regions that supply hot flue gases to the burner zone. Here itmixes with the incoming air and fuel such that a diluted and homogeneous combustion mixture is cre-ated. This zone has a low O2 concentration and high temperatures, minimising NOx formation whileenabling combustion at these lean conditions[26].

Flameless combustion with low NOx emissions is difficult to establish and maintain in the high heatdensity environment of gas turbines [27]. As one can see from the explanation of operation in thiscombusion regime, the mixture should not ignite too early, but also not too late to prevent incompletecombustion [28]. Still, it is a promising reasearch area and its challenges should be investigated. Ways totackle these disadvantages are establishing strong recirculation zones and ensuring high enough mixingof the recirculating air and incoming air-fuel mixture.
In 2007, Dr. Daniel Cardoso Vaz has obtained his PhD degree by designing, building and performingresearch on a flameless combustion setup at the Delft University of Technology (DUT) [9]. This setup isnow in use by the research section of Flight Performance & Propulsion at this faculty and is stationed inthe Propulsion Lab in the High Speed Laboratory. This setup, as well as his already obtained results, havebeen used in this thesis to further investigate the application of flameless combustion in gas turbines.
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1.3. CURRENT CONTRIBUTION
This thesis concentrates on investigating ways to obtain strong recirculation zones and mixing of the re-circulated air and the combustion gases. To investigate these properties, the inner aerodynamics of thecombustion chamber have been visualised. This has been done experimentally using Particle ImagingVelocimetry (PIV). Planar vector images of the velocity field inside the chamber have been made, show-ing the recirculation zones, jet development and turbulence characteristics. This has not been donebefore for a flameless combustor similar to the DUT setup and will therefore present unique findings.Also, since the DUT setup is designed to have flexibility in its geometrical parameters, the impact ofthese variables on the aerodynamic flows are characterised and quantified.

In addition to this experimental investigation, the aerodynamics of the combustion chamber havebeen modelled numerically using Computational Fluid Dynamics (CFD). This allows for better compre-hension of the PIV data in 3-D and has identified the first main discrepancies between CFD and PIVfor this setup. This can later be improved upon until a completely validated CFD model exists of thecombustion chamber. Once achieved, quicker and cheaper preliminary experiments can be run usingCFD, giving insights that are sometimes hard or expensive to acquire from the real setup.
1.4. REPORT STRUCTURE
The structure of this thesis report is as follows. First, Chapter 2 discusses the details of NOx productionin combustion processes and how to reduce its emissions with different technologies. It is followed byan analysis of the flameless combustion research that has already been performed around the world ondifferent setups. The chapter ends with the knowledge gap present and how this thesis research fills thisgap, stating the research question and objectives. Chapter 3 presents the DUT FLOX® setup and how itworks and its limitations. Chapters 4 and 5 describe the PIV and CFD methodology, respectively, usedby this research to come to answers to the research question. This includes the way the error analysisis performed. Chapter 6 displays the results from the experimental runs, including the quantification ofthe errors and a verification of results. It is logically followed by Chapter 7 in which these results areanalysed and discussed. The thesis report is brought to an end in Chapter 8, where the conclusions arepresented, including the assumptions made and the limitations of the research. This chapter also givesrecommendations for future research on flameless combustion and the DUT setup.



2
THEORETICAL BACKGROUND

This chapter presents the theoretical background behind the thesis. This starts by explaining how NOxis formed on a chemistry level and then identifies solutions and respective design approaches to reducethese emissions, all in section 2.1. One area of combustion research that is most promising is identified.The experimental research that has been done up to now in this area is summarised in section 2.2.Using this foundation of knowledge and a clear overview of the possibilities and challenges, section 2.3identifies the research that is needed and defines the research objective and question of this thesis.
2.1. NOx REDUCTION
NOx can be reduced in many ways and some design approaches already exist to achieve this. To under-stand their working ways, the chemical pathways of NOx creation are first investigated.
2.1.1. NOx FORMATIONMainly four mechanisms that create NOx can be identified: Thermal NOx , fuel-bound NOx , prompt NOxand N2O-intermediate NOx [9, 29, 30].
THERMAL NOXxThe formation of thermal NOx is described by the Zeldovich mechanism (see eq. (2.1)), where dissoci-ated oxygen or nitrogen atoms react with nitrogen molecules or oxygen molecules and form NOx [30].Nitrogen molecules are abundantly present in any air-breathing processes, because it makes up 78.1%(volume-based) of the atmospheric air [31], making it an emission that is hard to eradicate.

Oxygen starts to dissociate at high temperatures of approximately 1600◦C, with an exponential in-crease of the reaction rates for increasing temperatures. The required residence time to form NOxchanges from seconds for 1600◦C to milliseconds for 2000◦C [32]. Due to the search for higher (ther-mal) efficiencies in the thermodynamic cycle of industrial applications, temperatures have been pushedto the region where thermal NOx production becomes the main source of the emission [18]. For thismechanism the oxygen concentration in the combustion chamber has a larger influence on the NOxemissions, than the nitrogen concentration. This is due to the oxygen being a more limited source andthe reaction rate for fuel oxidation being higher than for the formation of NOx . Meaning that the avail-able oxygen shall be used more quickly for oxidation of fuel and lowering the concentration of oxygenshall first impact NOx formation. Furthermore, the dissociation temperature of oxygen is lower than fornitrogen, making it the more dominant reaction for thermal NOx production around the threshold.
FUEL-BOUND NOXxSome fuels have fuel-bound nitrogen that can react to NOx when it binds to O-radicals. Thus, evenwhen pure oxygen is used as an oxygen supply to the combustion process instead of air, NOx emissioncan arise. Please note that some gaseous fuels do not have fuel-bound nitrogen, but have pure nitrogenas an impurity (such as Dutch natural gas), also giving NOx emissions [9].

5
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PROMPT NOXxPrompt NOx was discovered by Fenimore in 1971, noticing higher NOx emissions than predicted by theprevious twomechanisms. This would only occur in hydrocarbon-air flames, where anH-Cmolecule partreacts withmolecular nitrogen to create atomic nitrogen and consequently formNO (see eq. (2.2))[9, 33].
N2O-INTERMEDIATE NOxIn the N2O-intermediate mechanism, nitrous oxide (N2O) is acting as an intermediate species in thecreation of NOx in an elaborate series of reactions (see a simplified version in eq. (2.3)). This mechanismis the dominant creator ofNOx at lower combustion temperatures, meaning below1500 - 1600◦C[9, 33].

O2 +M ↔O +O +M O +N2 ↔ NO +N N +O2 ↔ NO +O (2.1)
C H +N ↔ HC N +N (2.2)

N2 +O +M ↔ N2O +M N2 +O ↔ NO +NO (2.3)
In eqs. (2.1) and (2.3) M is a third-body species to stabilize the reaction, this can be any inert molecule[34]. Because this is a third-body reaction, it has a low activation energy [30]. The Fenimore mechanismwill also contribute more to NOx emissions, when high mixing rates between fresh reactants and burnedgases are present [35].

2.1.2. SOLUTIONS FOR NOx REDUCTIONBy eliminating some of the requirements for the NOx formation mechanisms presented in section 2.1.1,ways can be sought to reduce NOx emissions. The following ways can be distinguished, including im-portant comments after each statement [10]:
1. Lowering the availability of nitrogen; is hard to establish when using atmospheric air as oxidizer.
2. Lowering the availability of oxygen; can be established in different ways as will be shown.
3. Lowering the combustion temperature; an effectiveway of reducingNOx , since the rate of thermalNOx production reduces quadratically with a temperature decrease.
4. Lowering the residence time at high temperatures; reducing the time available for NOx produc-tion.
5. Handling NOx creation post combustion; chemically taking away NOx emissions from the exhaustgases often presents the need for bringing extra substances or heavy and costly systems on-board.
These ways affecting the NOx reaction mechanisms can be applied in practical solutions. Thesesolutions are listed below, including the corresponding number(s) of the way(s) as mentioned above.

Low N2-fuel (1) Usage of fuel with low concentrations of nitrogen reduces fuel-bound NOx .
Water Injection (3) Injecting water, increases the heat capacity of the flow, lowering the temperatures.This is applied in industrial gas turbines, but not feasible for aircraft engines [9, 32].
Leaner (premixed) mixture (3) Increasing the percentage of air entering the combustor gives a leanermixture, hence lower temperatures. Unfortunately this will reduce the flame stability, give higherconcentrations of UHC’s and CO (indicating incomplete combustion) and increase the possibilityof blow-out or backfire [9]. See fig. 1.5 for a clear representation of these consequences.
Homogeneous air-fuel mixture (3) Combustion of a homogeneous mixture avoids peak temperatures.
Staged combustion (2)(3) Either fuel or air is entered in a staged fashion to operate in the very lean orrich region of combustion, both lowering the NOx emissions [9].
Quenching (4) When the combusted gases are quenched immediately after combustion, stopping thereactions by cooling them, high temperature residence times can be minimised. Having completecombustion before quenching is necessary, if combustion is not present afterwards again.
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Flue gas recirculation (2)(3) When (inert) flue gas is taken from the end of the combustion chamber andentered back into the primary zone, this will lower the concentration of the reactants. As such,lowering the heat release rate and the oxygen concentration. It also enables a more homogeneouscombustion and lowers the energy needed to be added to reach the activation energy [9].
Chemical addition (5) Ammonia can be injected into the burnt mixture to react with NOx . Or using asecondary stream of fuel downstream can be used to form CHN and reduce NOx emissions [29].
Use of non-HC fuels (1) This will reduce the prompt mechanism and also will be less likely to have ni-trogen bound to it, reducing the fuel-bound mechanism [10].
2.1.3. DESIGN APPROACHES FOR NOx REDUCTIONThe solutions presented in section 2.1.2 can be applied both individually as well as together with oth-ers. This section presents and elaborates upon the design approaches and combustion regimes that usethese solutionsm, listing them below. Before doing so, the term ‘equivalence ratio’ is first discussed, asit is crucial for understanding the theory behind these technologies and regimes.

The ratio between the mass of fuel with respect to the mass of air present can be defined. This iscalled the fuel-to-air ratio (FAR) or the air-to-fuel ratio (AFR). Comparing these ratioswith to the stoichio-metric ratio gives the equivalence ratio, where the stoichiometric ratio is the ratio where the reactantsare present in exact proportions. Two versions of the equivalence ratio exist depending on the usage ofFAR or AFR, namely the fuel-air equivalence ratio and the air-fuel equivalence ratio. These are depictedby φ and λ and represented by eq. (2.4) and eq. (2.5), respectively. In their formulation, m is the mass, ncorresponds to the number of moles and the subscript st is short for stoichiometric.
F AR = ṁ f uel

ṁai r
(2.4a)

φ= F AR

F ARst
(2.4b)

φ= ṁ f uel /ṁai r

(ṁ f uel /ṁai r )st
= ṅ f uel /ṅai r

(ṅ f uel /ṅai r )st
(2.4c)

(fuel-air equivalence ratio)

AF R = ṁai r

ṁ f uel
(2.5a)

λ= AF R

AF Rst
(2.5b)

λ= ṁai r /ṁ f uel

(ṁai r /ṁ f uel )st
= ṅai r /ṅ f uel

(ṅai r /ṅ f uel )st
(2.5c)

(air-fuel equivalence ratio)
Please note that in the remainder of this report the term equivalence ratio will be used to denote thefuel-air equivalence ratio φ.

Lean Combustion In lean combustion the equivalence ratio is less than 1. This way the temperature ofthe combusted gases is decreased, because more air is to be heated up with the same amount offuel. Operation at low equivalence ratios near the lean blow-out (LBO) limit, gives rise to problemssuch as flame instability, unwanted emissions and acoustic instabilities.
Lean premixed (prevaporized) combustion, LP(P) LPP is similar to the previous approach, but it pre-mixes or prevaporises the fuel before entering the combustion chamber. This reduces the presenceof high temperature zones during combustion. Prevaporisation is done for liquid fuels resulting ina mixture with similar characteristics as a gaseous one. This enables the use of liquid fuels in a gas-fired turbine, with the same emission behaviour as a gas, resulting in cleaner combustion. Anotheradvantage of LPP is that soot is reduced, giving less radiation to the combustor walls. Drawbacksof this design are chances of flashback and of autoignition for operation in aero engines [6, 9].
Lean Direct Injection, LDI LDI is an alternative to LPP, for which the fuel is not premixed with the air,but both are directly injected into the combustion chamber. Because there is no premixing, there isless chance of auto ignition or flashback. It does operate near the LBO limit, giving stability issues.To prevent high temperature regions, the fuel is atomised and mixed with the air before ignitionoccurs. This is established by injecting the fuel through a venturi and the air through a swirler (seefigure fig. 2.1). This way, the droplet breakup process can be influenced and optimised, the fuel isatomised well and the fuel and air are mixed well before ignition [6].
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Figure 2.1: Nine-element LDI outlet configuration and lay-out of a single air swirler-fuel injector, (modified from [6]).
Rich burn quick quench lean burn combustor, RQL This design approach operates first at rich condi-tions (φ > 1.6), then quenches the flame and afterwards finishes combustion in lean conditions.Thus both combustion zones operate in the low-NOx regime. In rich conditions, too little oxy-gen is available for NOx formation and in lean conditions the temperature is too low for thermalNOx formation. The lean region is less stable, but the rich region anchors the flame. During thetransition from rich to lean conditions, stoichiometric conditions are encountered increasing peaktemperatures, so the quenching process should happen swiftly [9]. A schematic representation ofan RQL combustion chamber can be seen in fig. 2.2.

Figure 2.2: Schematic drawing of RQL with the respective equivalence ratios of the zones. Modified from [7].
Flameless Combustion Flameless combustion exist under low oxygen concentrationswith the reactantsbeing at auto-ignition temperature. Recirculation zones are needed to supply hot flue gases backto the burner zone and mix with the incoming air and fuel. The diluted mixtures yields a moredistributed heat release in a larger volume, minimizing thermal NOx formation. The increasedtemperature of the reactants helps in overcoming the activation energy in the reactions. Due tothe uniformly well distributed combustion zone, the acoustic oscillations are small, yielding a silentflame [9, 32]. The uniform temperature pattern and lower acoustic oscillations also decrease thewear of the materials and as such decrease the mean time between failure and increase reliabilityof operation [10]. Flameless combustion is also investigated with the use of hydrogen(-mixtures)as a fuel, reducing prompt NOx , fuel-bound NOx , CO2 emissions and the use of fossil fuels [27,30]. As this paragraph shows, flameless combustion is not that much of a design approach, butmore of a specific combustion regime. Operation in this regime can be established using differentdesigns, as will be explained in section 2.2. These designs are all potential applications of flamelesscombustion, but are not yet incorporated in gas turbines.

Flameless combustion is more promising than solely lean combustion, LPP, LDI or RQL, because itcombines advantages of these designs.
• Operation at oxygen-deprived conditions without peak temperatures, reduces NOx emissions.
• The fuel is non-premixed, giving less flashback and this allows for better dilution with the fluegases before auto-ignition occurs in these high overall temperatures.
• Operation without temperature peaks and lower acoustic oscillations lowers the material require-ments of the combustion chamber and the high pressure turbine.
• Has the potential to meet the stringent ACARE goals.
Therefore, flameless combustion is chosen as a research area that deserves more attention. Gen-eral problems to overcome are stability issues, establishing the auto-ignition temperature and adequaterecirculation ratios and mixing of the flue gases, since these are all important requirements for flame-less combustion operation. All this should be achieved in a limited volume and over a wide range ofoperations [11].
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2.2. DESIGN APPROACHES FOR FLAMELESS COMBUSTION
Flameless combustion is a promising combustion regime to operate in, but it is yet unclear what theconcept behind it exactly is and how it can be applied in designs. This section shall explain this andsummarise the relevant research that has been performed to understand this regime.
2.2.1. FLAMELESS COMBUSTION CONCEPTFlameless combustion can only be obtainedwith low oxygen oncentration in the combustion zone. It canbe combined with lean conditions as well, however this is not a necessity for flameless combustion andthe increased oxygen levels could also make it harder to obtain. Operation in these low oxygen concen-trations or in very lean conditions, requires the reactants to be at auto-ignition temperature, overcomingthe activation energies. The diluting flue gases bring the reactants to elevated temperatures becausethey have a high enthalpy from the combustion zone. These flue gases aremostly inert gases such as CO2andH2Owhich have higher heat capacities than the reactants, also reducing the temperature peaks [36].

Figure 2.3 presents a good overview of the flameless combustion regime with respect to other typesof flame regimes. It also clearly shows the need for operating at higher reactant temperatures for con-ditions with low oxygen concentrations. To prevent thermal NOx from being produced, it is best tooperate under approximately 1800K, however, if the oxygen concentration is low enough and all avail-able oxygen is used by the combustion reactions, one can go above this threshold. Since oxidation offuel has higher reaction rates than the production of NOx , most oxygen molecules available will be usedto oxidize the fuel in this case.

Figure 2.3: Different combustion regimes [8]

To quantify recirculation, eq. (2.6) has been defined [32], where KV is the recirculation ratio, ṁr ecthe recirculated mass flow, ṁ f uel the fuel mass flow and ṁai r the total air mass flow being put into thesystem.
KV = ṁr ec

ṁ f uel +ṁai r
(2.6)

A large challenge of flameless combustion is preventing the recirculated hot flue gases from com-busting the reactants too early. One way is to dilute the oxidizer and the fuel mixture enough beforereaching the auto-ignition temperature. Another way is by mixing the air or the fuel with the flue gasesbefore the other one is introduced, to prevent concentrated combustion zones.[32]. To control this, therecirculation zones need to be understood well and the way the flue gases then mix with the flow ofreactants coming from the jets.
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2.2.2. DIFFERENT DESIGNSFlameless combustion has been obtained in experimental setups using a number of design approachesthat have been developed over time. The main distinction that can be made between these approachesis that some have jet induced recirculation, others geometry induced recirculation and a few supply theair in a staged manner [8]. Of these three approaches, the most known names of designs are FLOX®,FLOXCOM and COSTAIR, respectively. Next to these designs, experimental setups have also been builtwith just single simple burners, not giving rise to a patented technique. The designs mostly differ ingeometry and the way air and fuel are added. They all try to accomplish the needed recirculation ratios,low oxygen levels and timely mixing, in their own way.
FLOX®FLOX® can be an acronym for flameless oxidation, a synonym for flameless combustion, but has alsobeen used to depict a certain patented design approach by WS Wärmeprozesstechnik GmbH in Renni-gen (Germany). These designs can be seen in fig. 2.4. The single nozzle design can be seen on the leftin this picture, which first mixes the air and fuel and then aspirates the flue gas. In the middle, the multiair-nozzle is depicted where first mixing of air and flue gas is performed and then fuel is aspirated, usingmultiple air nozzles and a single fuel nozzle. On the right a combination of multiple single fuel and airnozzle is used [9, 32]. The FLOX®-burner design has been incorporated successfully in industrial fur-naces showing extremely low NOx emissions [32]. Research has not matured enough to apply flamelesscombustion to gas turbines and it is thus not yet operative there.

Figure 2.4: Schematic representation of FLOX® burner designs, modified from [9]

FLOXCOMFLOXCOM is a design approach of which the principle can be seen in fig. 2.5. In this concept the inletposition of the stirring air and of the fuel can be given a different position along the circular design.One can see such an alteration in fig. 2.6. As can be seen, also in this design, (stirring) air is mixed withflue gases up to the auto-ignition temperature, then fuel is added and oxidized. Part of the combustionproducts are led to the exhaust and diluted by another (dilution) air outlet. When done correctly, withthe different mass flows in correct proportions and inlets at the right locations, flameless combustioncan be established. Although not always operating in the exact same way, multiple research setups arepresent around the world [37, 38].

Figure 2.5: General scheme of the FLOXCOM burner[10] Figure 2.6: FLOXCOM burner design, modified from [11]
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COSTAIRContinuous staged air combustion, or its acronym COSTAIR, is a design approach where the air is sup-plied in multiple stages. This can be done from a long tube with multiple holes extending from the burneraxis (as depicted in fig. 2.7), or from multiple holes (in the axial direction) along the liner length. Meaningfor the latter that air is added from the wall and not the centreline. This approach spreads out the flamefront [12]. Fuel is supplied either trough a circle around the tube, or trough a jet in the centre of theliner circle. In the COSTAIR design the combustion air is not all supplied directly, which is in contrastto the FLOX® design. As such, in the beginning the equivalence ratio is slightly higher, yielding highertemperatures, which could yield more NOx , but also provides more stability. The COSTAIR design allowsoperation at not only a full diffusion flame, but also partially premixed fuel. However, in both conditions,the combustion air may never contain any fuel [12].

Figure 2.7: COSTAIR burner for flameless oxidation [12]

OTHER DESIGNS AND COMPUTER MODELSNext to these three distinguished design approaches, some researchers develop their own method andexperimental setup to investigate flameless combustion [15, 28, 39–47]. Others use one of the threedesign approaches but use different names than have been presented here [48]. Next to experimentalsetups computer models are also intensively used to try describing the working ways of flameless com-bustion and test the influence of the different variables [10, 11]. Many others write about doing both[9, 12, 26, 30, 32, 37, 38, 42, 43, 45, 47, 49].
VARIABLESImportant to keep in mind when comparing different flameless combustors is that not only differentdesign approaches exist, but also within the designs there can be differences. This differentiation isimportant to know since a different burner design approachwith equal conditions can yield very differentoutputs and hidden research gaps might be present. Important variables to distinguish the design on are:

• Burner type
• Chamber shape
• Dimensions
• Cooling channel

• Nozzle type
• Thermal power
• Operating pressure
• Preheat temperature

• Jet nozzle velocity
• Fuel composition
• Thermal intensity

2.2.3. RELEVANT / DIFFERENT SETUPSAs discussed earlier many different experimental setups exist. However, at the faculty of AerospaceEngineering of the DUT, a FLOX® burner is present. Therefore this setup is most relevant for this liter-ature study. As such, only other setups from around the world that also use a FLOX® burner and havea largely circular combustion chamber, are investigated and portrayed in a clear overview in table 2.1.This limits the relevant setups greatly with respect to, for instance, the ones given by Arghode et al.[50]. Afterwards, overviews of the different setup characteristics and their respective investigations areindividually described as well. The variables that have been investigated, parameters that have beenmeasured, results that have been obtained and which possible uncertainties are left are all identified.
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Table 2.1: Overview of the flameless combustion experimental setups using the FLOX® design approach
Shape Dimensions Cooling Nozzle Pmax,ther mal Pressure φ Tai r Fuel NOx CO Source

[mm] channel type [kW ] [bar ] [oC ] [ppm] [ppm]

Delft University of Technology (DUT), Netherlands
Can 156-156-468 Yes MSN 464 4.74 0.57 - 0.8 15 - 300 NG 10 3000 [9, 26]Can - Yes MSN 464 4.75 0.59 - 0.83 15 - 300 NG 4 10 [51]

WSWärmeprozesstechnik GmbH (WS), Germany
Can 300-300-1000 Yes MSN & SN 250 1.01 0.91 800 - 1050 NG 0 - 160 - [32]

Gas- und Wärme- Institut Essen e.V. (GWI), Germany
Can 100-100-300 No MSN 30 1.01 0.4, 0.5 420 NG 10 10 [12]

University of Cincinnati (UC), USA
Can 100-100-100 No MSN - 1.01 0.3 - 0.6 250 - 550 NG 25 25 [15]Can 100-100-100 No MSN - 1.01 0.3 - 0.6 823 Propane 30 30 [42]

German Aerospace Centre (DLR), Germany
HX Can 100-100-200 Yes MSN 475 20 0.38 - 0.54 588 - 714 NG, NG&H2 37 3 [27]HX Can 100-100-200 Yes MSN 500 20 0.38 - 0.54 703 NG, NG&H2 37 3 [30]

Clarification: CSTR = COSTAIR, FLCM = FLOXCOM, HX Can = Hexagonal can, MSN = Multi single-nozzle, SN = Single-nozzle, NG = Natural Gas
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DELFT UNIVERSITY OF TECHNOLOGY (DUT), NETHERLANDS

Vaz [9, 26]Daniel C. Vaz has designed the flameless combustion chamber at the DUT with the FLOX® burner andhas run experiments with it. This combustor has been designed with future experiments in mind, mean-ing that it is flexible in its use (e.g. it can change its L-D ratio) and has optical ports that allow for visualassessment. Using a cooling channel around the liner, the wall temperature of the combustion chamber(Tw all ), can be regulated and as such regulate the degree to which adiabatic operation is obtained. Notethat this cooling air isn’t mixed with the combustion air until the exhaust.
Experimental variables

P, bar Pther mal , kW φ Tw all , oC Tai r , oC L-D ratio Nozzle d , mm U j et , m/s

1 - 4.75 50 - 465 0.57-0.80 620-870 20 - 300 1.5, 2.25, 3.0 8.37, 11.0 40 - 80
Measured parameters

O2, CO2, CO, NOx species centreline profiles using a quenched gas sampling probe
O2, CO2, CO, NOx species gas temperatures using a suction pyrometer
Radial profiles of the gases’ temperature using a thin-wire thermocouple
Acoustic pressure fluctuations using acoustic sensors
Mean flow patterns using tufts in non-reacting flow

Results

• Increasing Tw all to 870oC lowers the CO concentration by 30%
• Increasing Tw all increases Tg as• A low Tw all with a high φ yields higher CO values, due to a too cold mixture
• An increase of 100oC in Tai r yields only a Tg as increase of 60oC maximum to 30oC minimum
• Extinction happens if U j et < 37m/s, for Tw all=785oC and U j et > 65m/s, for Tw all=775oC and

U j et > 80m/s, for Twall=721oC

• A smaller nozzle diameter enables burning at lower φ, a larger one at lower Tw all• A smaller nozzle diameter yields larger CO concentrations due to smaller residence times, there is
hardly an influence on NO values (within the measurement error)

• At a thermal power input of only 80 kW , Tw all should be at least 850oC

• Higher thermal power inputs yield higher CO concentrations
• Shorter combustion chamber yields fourfold lower CO concentration values, with higher CO2 values,this could indicate more complete combustion
• Higher pressure yield a higher power density and as such also lower CO and NO emission values
• A strong central recirculation zone can be seen with smaller peripheral zones next to it between the

jet and the liner (see fig. 2.8
Uncertainties

• Lower CO concentration could be from lower Tw all or different reaction zone structure
• A higher Tw all with a lower φ yields a lower Tg as , but a lower Tw all with a lower φ also yields a lower

Tg as , but a lower Tw all with a lower φ also yields a lower Tg as
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de Groot et al. [51]For the ’New Combustion Systems for Gas Turbines’ (NGT) project of the European Commission, M.C. de Groot has been responsible for the flameless combustion research performed at the DUT [51].It should be noted that this information is not taken from a reviewed or published paper but the finaltechnical report of the NGT project, dated the 31st of January 2005.
Experimental variables

Pressure Thermal Power φ Tw all Tai r L-D ratio
1 - 4.75 bar 50 - 465 kW 0.59-0.83 550-860oC 20 - 300oC 1.5, 2.25, 3.0

Measured parameters

O2, CO2, CO, NOx species centreline profiles using a quenched gas sampling probe
O2, CO2, CO, NOx species gas temperatures using a suction pyrometer
Radial profiles of the gases’ temperature using a thin-wire thermocouple

Results

• The combustion zone is approximately 1D long
• Sound pressure levels are lower for flameless combustion than flame mode
• NO and CO values of 4 and 10 ppm, respectively

Uncertainties

• Lower sound pressures cannot be exclusively related to the flameless combustion regime, but
possibly also the φ stability limit

Figure 2.8: Computer modeled representation of the Peripheral Recirculation Zone (PRZ) and the Central Recirculation Zone (CRZ)[9]
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WS WÄRMEPROZESSTECHNIK GMBH ( WS), GERMANYThe original inventor and manufacturer of the FLOX® burner, the company WS WärmeprozesstechnikGmbH in Germany, has published a paper in 1997 describing their first results [32].
Wünning et al. [32]

Experimental variables

Pther mal Tai r No. of nozzles Modes
6 - 250 kW 800 - 1050oC 1, 6 Flame / Flameless (FC)

Measured parameters

Axial profiles of the gases’ temperature using a 0.05 mm thermocouple
Flow velocity using the dynamic pressure*
Noise levels not stated

Results

• The near burner temperature field becomes significantly cooler in FC mode
• The postcombustion zone temperature field shows similar behaviour for both modes
• Flame mode noise is at 100 dB(A) w.r.t. 80 dB(A) for base and FC mode noise
• Flame mode produces 160 ppm NO w.r.t. 6 ppm and < 2 ppm in FC mode, for Tchamber of1000oC and 900oC , respectively
• At Tchamber = 850oC , FC mode is attained
• At the best conditions, FC is attained with no visible or audible detection
• FC requires high circulation rates

*It is not stated how this dynamic pressure is measured

GAS- UND WÄRME- INSTITUT ESSEN E.V. (GWI), GERMANYThe setup presented here is of a smaller size and Tther mal than the one from the DUT and does notoperate at elevated pressure levels. This research was also part of the EU NGT project, supervised byFlamme, who is one of the co-authors as well of this paper of Al-Halbouni.
Al-Halbouni et al. [12]

Experimental variables

Pther mal φ Tai r Type of nozzles
15 - 25 kW 0.33, 0.4, 0.5 400 - 550oC 1 SN, several MN and MSN

Measured parameters

O2, CO, NOx , UHC species exhaust emissions not stated
Tai r , T f uel , Tw all , T f lueg as using thermocouples
Combustor inlet and outlet pressure not stated
Flame pictures and OH-self radiation using a CCD (charge coupled device) camera

Results

• MSN burners yield the shortest reaction rate and lowest NOx and CO values
• The MSN burner yields near 1 ppm and 10 ppm NO and CO values, respectively
• These lowest values were obtained for φ=0.4 as well as φ=0.5
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UNIVERSITY OF CINCINNATI (UC), USA
Li et al. [15]

Experimental variables

φ Tai r U j et Combustor diameter Outlet diameter
0.3 - 0.55 250 - 550oC 10 - 25 [m/s] 100, 150 mm 50, 100 mm

Measured parameters

Gas temperatures using thermocouples
Combustion chamber pressures using pressure transducers
Exhaust acoustic signal using a microphone
OH* levels using a fiber optic with an OH* filter
Emission NOx , CO, CO2, O2, UHC species using an emissions sampling probe and chemiluminescence
2D velocity field on the streamwise plane using Particle Imaging Velocimetry (PIV)

Results

• A greater ṁai r promotes the formation of FC and lower NOx emissions for equal T f l ame• High preheat temperature and flow rate help establishing stable combustion and as such FC
• Jet strength and distance between jets and the wall directly influence recirculation strength
• A higher Tai r extends the LBO limit, from φ=0.41 at 250oC to φ=0.28 at 550oC

• The smaller outlet diameter hardly affects NOx emissions, but increases CO values due to increased
flow velocity and reduced residence times

• The larger combustor diameter allowed for larger vortices and mixing structure to develop, reducing
NOx levels twofold and more

• The larger combustor diameter decreased stability, shifting the LBO limit from φ=0.28 to φ=0.42,
by reducing the central recirculation zone strength, crucial for FC stability

• Low CO values are obtained even near the LBO limit, in contrast to normal lean combustion
Duwig et al. [42]Since this setup is the same as for the publication of Li et al, only new results are given.
Experimental variables

φ U j et0.31 - 0.63 10 - 35 [m/s]

Measured parameters

Equal to the setup stated above

Results

• Decreasing φ from 0.6 to 0.3, gradually shifts the combustion mode from flame to FC, to LBO at 0.31
• For lower equivalence ratios, the reaction is more distributed and shifts downstream, until all burners

produce one merged reaction zone
• Despite low emission values, around φ=0.42, acoustic fluctuations are measured rendering it non-FC
• Maximum strength of the recirculation zone is established at X/D=0.5 approximately
• The jet and recirculation zone shapes are similar between the reactive and non-reactive case
• The reactive case reduces the recirculation rate w.r.t. the non-reacting case
• The present stability range is limited, making it yet unsuited for gas turbine operations
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GERMAN AEROSPACE CENTRE (DLR), GERMANY

Lückerath et al. [27]

Experimental variables

φ Tai r Fuel U j et Pmax0.38 - 0.54 327 - 462oC NG, NG&H2 40 - 160 [m/s] 20 bar

Measured parameters

Exhaust temperature using a thermocouple
O2, CO2, NO, NO2 species exhaust concentrations using a suction probe
Reaction zone outline using OH* chemiluminescence (CL) imaging
Relative temperature distribution using planar laser-induced fluorescence (PLIF) of OH*

Results

• A large central and smaller outer recirculation zone are established
• Succesful operation of the FLOX® combustor with low emissions at high pressure
• A higher jet exit velocity increases the low emission operating range
• For the highest Tai r and U j et , NOx emissions of <10 ppm are achieved for φ < 0.48, together with

distributed flame and temperature zones
• CO concentrations are low as well, until the LBO limit at φ=0.37
• Adding H2 to the fuel mixture increases range of stable operation, but NOx emissions rise

Sadanandan et al. [30]In this case U j et is increased by increasing the total mass flow, increasing the thermal power of the setuptoo. This setup is similar to the setup of the publication of Lückerath, thus only new results are given.
Experimental variables

Pther mal φ Tai r Fuel U j et Fuel - jet nozzle distance, dl

141 - 500 kW 0.38 - 0.54 430, 600oC NG, NG&H2 40 - 160 [m/s] 0, 12, 24 mm

Measured parameters

Inside temperature, absolute and differential pressure using different probes
Rest of the parameters is equal to the setup stated above

Results

• With H2 added to the fuel, the flame burners closer to the burner, due to increased reaction rates
• Recirculation rates of burned gases largely influence emission levels
• Heat release zones shift downwards for smaller dl , due to less premixing
• More premixing, or larger dl , leads to a too early ignition of the fuel and higher NO values
• Too high NO values from premixing can be battled using a higher U j et• A dl of 0 gives a too narrow combustion zone
• Higher U j et shortens the residence times

The main conclusion of this paper on achieving optimum combustion range with low emissions is: ”therecirculation rate should be such that the ignition delay is short enough to enable a reliable flame stabi-lization but long enough for burned gas dilution of the fresh fuel/air mixture before the reaction zone.At the same time, the combustor residence times should be short in order to suppress (thermal-)NOformation but long enough to oxidize CO to CO2.”
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CONCLUSIONFrom the results of the overviews shown in the previous section the following conclusions can be drawn,structured into four main categories.
GeneralAll papers have shown very low NO and CO values with respect to conventional combustion. Even nearthe LBO limit, where incomplete combustion is usually present, CO values have stayed lower than fornormal lean combustion. However, the ranges of φ for which FC has been obtained, is still limited toa maximum of 0.3. Flameless combustion mode has also been established at high pressure, with lowNO and CO values, making it more feasible for operation under gas turbine conditions. It has also beenshown that operation with fuel mixtures of NG with H2, instead of solely NG, can reach FC mode andeven increase its range. However, due to the high reaction rates and burning temperatures of H2, NOemissions do rise. FC mode also has less audible and visible detection than regular flame mode.
Lastly, it can be seen that a battle still exist in the combustion chamber between mixing time scalesand reaction rate time scales. Increasing residence times increases emisisons and increasing mass flowsincreases mixing but decreases residence times, increasing emisisons. Inside a gas turbine combustionchamber, flameless combustion is only determined by internal aerodynamic and thermodynamic pro-cesses making it hard to control the regime and ensure low emisisons[11].
Operational temperaturesIt has been shown that higher preheat (Tai r ) temperatures yield higher Tg as values and these give lowerNO and CO values, because of more complete combustion. It is also shown that the temperature gra-dients decrease, rendering a significantly cooler near burner temperature field for FC mode. In additionto this, the postcombustion zone temperature field is similar for both modes.
Jet geometryA smaller jet nozzle diameter enables burning at lower φ, and a larger diameter at lower Tw all . The largerrange for smaller jet nozzle diameters does come at a cost, because it yields larger CO concentrationsdue to shorter residence times. It has also been shown that of the different jet configurations (SN, MN,MSN), MSN burners yield the shortest reaction rates and the lowest NOx and CO values. If more pre-mixing is present within the burner though, because of a larger distance between the fuel nozzle andthe jet nozzle, this will lead to a too early ignition of the fuel and as such higher NO values.
Combustion chamber geometry, recirculation zonesIn all papers it is shown that recirculation zones exist and that FC mode requires high recirculation ratesin order to sustain. Often a strong central recirculation zone (CRZ) can be seen with smaller peripherialrecirculation zones (PRZs) next to it, between the jet and the wall. A larger combustor diameter yields aweaker CRZ decreasing stability by increasing the LBO limit. However, it lowers NOx values because ofthe larger mixing structures that form. The recirculation zone structure is approximately equivalent forthe reactive and the non-reactive case. However, the recirculation rate is reduced in the reactive case. Ithas also been found that a shorter combustion chamber yields fourfold lower CO concentration due tomore complete combustion. It should be kept in mind that the combustion chamber should not becomesmaller than the size of the combustion zone, otherwise the opposite will occur, but this zone was foundto be approximately 1D long.
An important notion on the recirculation intensity is that it should be such that there is enough timefor the three components (air, fuel, flue gas) to mix, but that ignition is established on time to stabi-lize the flame. The residence time in the flame should then again be long enough to ensure completecombustion, but suppress thermal NO-formation. As can be seen, there is a delicate balance present inflameless combustion mode, restricting the stability range. It was concluded that, at the moment, thestability range is unsuited for gas turbine operations.
General challenges that are present now in flameless combustion are understanding the regime andits boundaries of which the definitions are still not agreed upon [8]. In the end applying it in the limitedvolume of an aero engine, requiring high power densities, will also pose a challenge.



2.3. RESEARCH DEFINITION 19

2.3. RESEARCH DEFINITION
This section takes a step back from literature and identifies the grey areas of interest for this research.Based on this a research proposal is written, stating the research objective and the research question,including its subquestions. The feasibility and novelty of this research are discussed at the end.
2.3.1. GREY AREASGrey areas are areas in the research field that are not yet fully developed and where questions anduncertainties still lie. Using the research presented in section 2.2 and with the possibilites of the DUTsetup in mind, grey areas are identified that aid in realisation of flameless combustion actual gas turbinesand aero engines. These are listed below. Some of these are taken from section ’8.2 Suggestions forfuture work’ from Vaz [9].
NON-FLAMELESS COMBUSTION MODE [9]The DUT setup has only been operated using its FLOX® burner. Even at non-flameless combustionconditions, the way it burns is much different from conventional flames. Therefore it is not yet possibleto put emission species values, reaction zone or flow structures of the FLOX® burner into perspective.Designing a conventional burner, with for instance a swirler for flame stabilisation, could help in this.
MEASUREMENTS OF UHC SPECIES [9]The DUT setup cannot yet measure UHCs, and it is therefore sometimes hard to decide whether or notcomplete combustion has taken place. CO values are a way of identifying it, but since they are only anintermediate reaction species, they do not give decisive answers. CO2 values combined with CO valuesgive an indication, but UHC values are to be known in order to draw proper conclusions.
MEASURE OH* [9]Having more information about the reaction zone structure would aid in drawing more decisive answerson the appearance of the lower CO concentration, lower sounds pressures and also the seamingly con-tradicting findings on the influence of Tw all and φ on Tg as . Next to these uncertainties, it would presenta picture of the reaction zone, which is not visually detectable, and as such allow to get results on thestarting and ending point of it. As can be seen from the setups, measuring the OH* cloud can be doneusing a fiber optic with an OH*-filter [15, 42] or by using chemiluminescence [27, 30].
PARTIAL LOAD OPERATION [9]Aero engines need to be able to operate at many different regimes and also at partload. Operatingonly half of the nozzles would change the recirculation zones heavily and investigating this impact onflameless combustion would help a lot to improve its application.
INFLUENCE OF COMBUSTION CHAMBER LENGTH ON THE STABILITY RANGEIn the investigations of Vaz [9], the combustion chamber length has been adapted and its influence on theemissions has been investigated. It showed that CO values dropped dramatically, which was concludedto mean that more complete combustion was attained. However, nothing has been said on its influenceon the stability range. A smaller combustion chamber length would be a competitive advantage, but onewould not want to lose on stability range, makint this is a relation worth looking into.
VISUALISATION OF INNER AERODYNAMICSThe internal aerodynamics of the DUT combustor have already been investigated by Vaz [9], using com-puter simulations and using wool tufts. The wool tufts gave a qualitative validation of the computersimulations, but do not accurately show the exact aerodynamic flows inside the combustion chamber,nor do they display smaller vortex structures. Since recirculation has such a great influence on the work-ing ways of flameless combustion, it would be important to understand the internal aerodynamics well.This could for instance be done using PIV as has also been done by the University of Cincinatti on theirsetup, which is different [15, 42]. Investigating this with PIV could first be done for a non-reactive flow,then for a reactive flow, to see if this indeed doesn’t have much of an influence as Duwig et al. state[42]. This would also allow to see the change in internal flow when using a reduced combustor length.Complimenting PIV with CFD would allow for an even more complete analysis of the flow.
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GREY AREA DISCUSSIONThe largest influence in the trade-off of the grey areas, will be that the setup has not been used atthis moment yet. It shall therefore first need to be tested and operated at cold flow. Operation at ele-vated temperatures or with reactive flow is not feasible within this MSc thesis. Because of this, but alsoamongst other reasons, only the final grey area is possible to be investigated.
Visualisation of the inner aerodynamics using PIV is something that could be performed at the com-bustor setup, since this diagnostics technique is already present in the laboratory. With the use ofliterature and linking this to any findings on the aerodynamics, perhaps part of the 5th grey area couldstill be covered.

RESEARCH OBJECTIVESince PIV equipment and CFD software is present at the moment in the laboratory, this is the only pos-sibility to use for the thesis. Therefore, the goal of this research will be to quantify the influence of theoperational parameters on the flow structure and then link this to improving the application of flamelesscombustion operation to gas turbines. From this the following research question with its subquestionscan be obtained:
How can changes in operational variables of the DUT setup improve the applicability of flameless com-
bustion to gas turbines?

• How can the application of flameless combustion to gas turbines be improved aerodynamically?
• What is the influence of the operational variables on the flow properties in the DUT combustionchamber?
The operational parameters that can be changed for cold flow in this setup are the combustion cham-ber length, the nozzle diameter and the flow velocity or air mass flow. Research has already shown thatquantification of influence of these parameters can be done using PIV and CFD. Since PIV is needed tovalidate CFD, the former should have the main focus and afterwards this can be used to see the feasibil-ity of modeling the DUT setup using CFD. The research-objective, with its subobjectives, of this thesisis therefore:

To improve the application of FC to gas turbines, by quantifying the influence of operational parameters
on the aerodynamics inside the DUT setup, using the experimental PIV technique and a numerical
study.

• Understand how the flow structures inside a combustion chamber can improve the operation offlameless combustion
• Visualise the internal aerodynamics for different operational settings using PIV
• Investigate the influence of operational variables on the internal aerodynamics
• Investigate the feasibility of validating a low-cost CFD model
These four sub-objectives together will make it possible to achieve the main objective and answerthe research questions. When the objective is reached, this will also have enabled a continuation intothis direction, by getting the DUT setup operational again and providing insight on which numerical ap-proaches can or cannot model the setup well.
The combustion chamber has been used before and is therefore known to work. On the other hand,the setup around it is new and has not been operated, also not in combination with PIV. Therefore prob-lems are likely to arise along the way. The novelty and motivation behind this research, shall be that therecirculation zones inside a combustor similar to that at the DUT have not yet been visualised experi-mentally. Since understanding these zones is crucial for the investigation of FC, visualising them shallaid greatly in trying to make FC feasible in aircraft engines and reducing NOx emissions as such.
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DUT FLAMELESS COMBUSTOR SETUP

A FLOX® combustor is present in the Propulsion Lab at the High-Speed Laboratory of the DUT. Theorigin and goal of this research setup is first discussed in section 3.1. Section 3.2 describes all the dif-ferent parts of this setup and their purpose. Lastly the operational capabilities and shortcomings arediscussed in section 3.3 to complete the understanding of this setup that enables the study of flamelesscombustion.
3.1. ORIGIN
In 2007 Daniel Cardoso Vaz obtained his doctorate degree in Mechanical Engineering at the faculty ofScience and Technology of the NOVA University of Lisbon in Portugal. His thesis concerned the design-ing, building and researching a FLOX®- combustor research setup. This setup was built at the Process& Energy Department at the DUT, but not used afterwards. Therefore it was shipped to the PropulsionLaboratory of Aerospace Engineering faculty in 2015 to be commissioned and used for research again.

Dr. Vaz has designed the setup to contribute to the research towards the conception of alternativegas-turbine combustors for low pollutant-emissions. The central research objectives were to experimen-tally evaluate the flameless oxidation technique under conditions representative of micro-gas turbines,in terms of pollutant emissions and combustion noise, and to better understand the near-burner aero-dynamic phenomena associated with this technique. To reach these goals he [9]:
• Developed a can-type combustor with features relevant to the experimental assessment of theimplementation of flameless combustion to this type of combustors. Such features include, for ex-ample: optical access, control of wall temperature independently of operating conditions, variablelength of the combustion chamber, and operating pressure up to 5 bar(abs.).
• Tested this combustor in the flameless regime, under operating conditions relevant to micro-gasturbines: 464 kW and 4.74 bar(abs.), power density up to 70 MW m-3, and air preheating up to300°C.
• Performed a parametric study involving both geometrical (combustion chamber length and nozzlediameter) and operational variables (e.g., air-to-fuel ratio, wall temperature, pressure, air preheat,injection velocity of the reactants, power density). This includes measurements of relevant chem-ical species (O2, CO2, CO, NO), along the centreline or at the exhaust, for different operatingconditions. Study of the combined effect on combustion stability of the air-to- -fuel ratio, walltemperature and jet velocity.
• Compared the combustion-generated noise between conventional flame and flameless oxidationregimes.
• Acquired insight into the flow structure associated with the multiple nozzle configuration of theFLOX® burner under consideration for gas turbine application. Derivation of design guidelines ofinterest to manufacturers.
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Aswil have become clear from section 2.3, this research is in line with what Dr. Vaz had envisioned. Itwill expand on the visualisation of the flow structures inside the combustion chamber and the parametricstudy of geometrical variables on these flow structures, and give recommendations on what parameterswould yield the best results for the flameless combustion regime.
3.2. COMPONENT DESCRIPTIONS
The research setup consists of the following main parts:

• The gas supply system
• The gas conditioning system
• The combustion chamber setup
• The exhaust
• Supporting components to enable (safe) operation of the combustion chamber setup

Air flows from the gas supply system through the gas conditioning system to the combustion chambersetup. It enters the combustion chamber through the FLOX®- burner head, which has 12 concentricallyplaced nozzles, creating the recirculation zones in the chamber. The air then flows through the exhaustinto the atmosphere.
3.2.1. GAS SUPPLY SYSTEMThe gas supply systemdeliveres high pressure air from themain tank outside to the inside of the facilities.
AIRAir for the combustion chamber is supplied by the main tank of the facility. It is pressurised between 20and 42 bar and has volume of 300 m3. Before entering the propulsion laboratory, the air enters througha pressure reducing valve, a pressure relief valve and a ball valve. These safety measures ensure insideair pressures do not exceed 12 bar, limited by the gas conditioning equipment, and that the system canbe depressurised on the outside.
DILUTION GASES AND FUELNext to compressed air, the gas supply system can also feed the dilution gases N2, CO2 and the fuelsCH4 and H2 to the setup. Since these have not been used in this thesis they will not be discussed further.
SOLENOID VALVESThe last part of the gas supply systemare the solenoid valves. They are connected to theDataAcquisitionand Control (DAQ&C) System, so they can be controlled remotely. They are powered using a 24 V DCpower supply incorporated in the circuit and have a response time of 15 – 120 ms. They can handle airpressure of 13 bar(a) and water pressures of 10 bar (a).
3.2.2. GAS CONDITIONING SYSTEMThe gas conditioning system comprises of different components that allow for controlling, adjustingand changing the gas flow from the gas supply system before being delivered to the actual combustionchamber setup.
MASS FLOW CONTROLLERS (MFC)Every pipe in this system has its ownMFC, delivered by Bronkhorst. They are connected to the DAQ&CSystem to be controlled remotely. Two of them are connected to the air supply system. The single pipefrom the air supply system is split into two pipes to allow for one low mass flow and one high mass flowsupply. This is necessary since the MFC’s have a reduced accuracy below 5% of their maximum massflow. The rating of the two MFC’s are 3000 l npm and 500 l npm, for air, with a pressure loss of 2 bar atmax. flow and operating temperature of 20 degrees Celsius. Important to explain here is the unit l npmor liters normalised per minute. Bronkhorst delivers MFC’s with two different units, where the other oneis l spm or liters standardised per minute.
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Normalised and standardised refer to a certain set of conditions under which the instrument is cal-ibrated. For both cases this the same pressure, but a different temperature is taken. This is shownin eq. (3.1).
P = 101325 Pa (3.1a)

T = 273.15 K = 0oC (3.1b)
(Normalised)

P = 101325 Pa (3.1c)
T = 293.15 K = 20oC (3.1d)

(Standardised)
If these are set conditions under which a certain volum flow of liters per minute occurs, this auto-matically implies a certain mass flow. This is explained by looking at the formula relating the volumeflow, V̇ and the mass flow, ṁ in eqs. (3.2) to (3.4) and incoporating the ideal gas law.

m = V ·ρ (3.2)
ṁ = V̇ ·ρ (3.3)

ṁ = V̇ · P

R ·T
(3.4)

Since R is known, and through either the normalised or the standardised way, also P and T are known,allowing for the calculation of the mass flow, when the volume flow is given in lnpm or l spm.
MIXER, HEATER, SEEDING PARTICLES INPUTBehind the mass flow controllers, the air pipes and dilution gas pipes are united in a manifold and passthrough a mixer. The effect of this SMI-W mixer is to create a homogeneous gas. The gas mixture thenflows through the 48 kW heater, that can heat a volume flow of approximately 3500 lspm up to 900 Kat a maximum static pressure of 10 bar. This heater has not been used in these experiments. After theheater the gas flows through a bend and then passes the seeding-flange. This flange has an input thatleads to the seeding system, to allow the seeding particles to mix with the dilution gas and air flow fromthe gas conditioning system and be transported towards the combustion chamber.
3.2.3. COMBUSTION CHAMBER SETUPThe combustion chamber setup exists of a total of 3 separate sections, the burner head, the combustionchamber and the exhaust section, as depicted in fig. 3.1 by the three separate squares (a large versioncan be found in appendix A).

Figure 3.1: Schematic overview of the combustion chamber setup [9]
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BURNER HEADThe burner head has two separate inputs, namely a fuel inlet and a gas inlet. The gas inlet is connectedto the pipe coming from the heater. The fuel inlet is connected to the hydrogen and methane pipescoming from the gas conditioning system. Figure 3.2 shows how the two different inputs come togetherin the burner head. ‘1’ shows the air inlet, ‘2’ shows the fuel inlet and ‘3’ is a hole where the pilot burneris to be put. The latter hole is closed with a dummy made of steel in case the pilot burner is not used.The jets of the fuel inlet fit right into the concentric set of nozzles located on the front of the burnerhead.

Figure 3.2: Inside of the burnerhead showing different inputsand the fuel nozzles Figure 3.3: Front of the burnerhead showing the gas nozzles

The nozzles located on the front of the burner head can be changed. For this research three differ-ent diameters have been investigated which were present, namely 6.67 mm, 8.45 mm and 11.0 mm,shown in fig. 3.4. When changing the nozzles in between runs, the location of the different nozzles wasrecorded to make sure the distribution of the nozzles remained the same when nozzles were put backin the burner head.
Next to this, to accomodate PIV measurements in different planes, the burnerhead can be turned inits mounting bracket as is shown in figs. 3.5 and 3.6. For this research it was turned 15o from plane A toplane B to have the PIV laser sheet illuminate the flow exactly in a plane in between two jets.

Figure 3.4: Different nozzles used, withdnozzle = 6.67 mm, 8.45 mm and 11.0
mm (top to bottom)

Figure 3.5: The burnerhead, shown in thePlane A configuration Figure 3.6: The burnerhead, shown in thePlane B configuration, tilted by 15o
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COMBUSTION CHAMBER (ORIGINAL)The combustion chamber setup, which is where the actual research will take place, is made up of threeconcentric cylinders, enabling a division between the cooling flow and the combustion air. Windows arepresent on the sides and the top of the combustion chamber, and 5 thermocouples are located on thebottom reaching all the way to the most inner cylinder to measure the wall temperature. The outer shellcontains quartz windows and is designed towithstand the pressure difference between the cooling air (atthe same pressure as the combustion air) and the atmospheric air. It is therefore called the pressure shell.
The cooling air shell is concentrically placed within the pressure shell. It has cut-outs correspondingto the window locations and is suspended between the pressure and inner shell. This shell provides amore equal cooling flow along the inner shell and protects the pressure shell from radiation from theinner shell.
This inner shell is the flame tube, also containing quartz windows, and it acts as the dividing layerbetween the hot combustion air and the cooling air and has an inner diameter of 156 mm.

Figure 3.7: Inside of the pressure vessel,showing optical acces from three sidesand thermocouple holes in the bottom
Figure 3.8: The cooling shell Figure 3.9: The flametube, showing itsquartz windows on three sides

COMBUSTION CHAMBER ( TRANSPARENT )As will be shown in section 6.1, the original combustion chamber does not allow for complete opticalaccess of the inner aerodynamics. Therefore, this research has also used a clear cast acrylic cylinder withequal inner dimensions as the combustion chamber to provide for this optical access. Since the materialproperties of this cylinder do not allow for experiments at elevated temperatures, this setup can only beused in with cold flows. The cylinder in its installed position can be seen in fig. 3.10. The inner diameterof this tube is 155.5 mm, with a tube thickness of 4 mm and a length of 555 mm. It is fastened to theexit section using a PVC flange and the burnerhead will be secured agains the other side using a compactscrewjack. No flange is used on this side to completely include the nozzle exits in the field of view.
A cast acrylic cylinder has been chosen for this application versus an extruded or polycarbonatecylinder for a few reasons. Although polycarbonate is a stronger material than acrylic, acrylic is moreresistant to scratches and can be polished. Acrylic is also more transparent than polycarbonate. Castacrylic also has a higher optical clarity, a higher resistance against solvents (e.g. PIV oils) and is morescratch resistant than extruded acrylic. A quartz glass cylinder could also have been used, however thisis much more expensive and is very delicate and hard to work with and include in the combustion cham-ber setup. Since superb optical access over a longer period of time and workability are most importantin this application, the cast acrylic cylinder has been chosen.
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Figure 3.10: Installed transparent cylinder

EXHAUST SECTIONThe exhaust section ventilates the combustion and cooling gases from the experiment to exhaust ofthe setup. The exhaust section consist of two parts as is depicted in fig. 3.11, the exit section and theexhaust pipe that fits in the exit section. The exit section supports the exhaust pipe to slide forwardsand backwards changing the effective lengths of the combustion chamber. The pipe section consists oftwo layers, the inner one capturing the combustion air, the outer one guiding the cooling flow (see ap-pendix D).

Figure 3.11: The exit section, showing the moveable exhaustpipe Figure 3.12: The moveable exhaust pipe, showing the separa-tion between the cooling and combustion flow

MEASUREMENT FLANGEA measurement flange has been designed and manufactured to be positioned behind the exit sectionof the combustion chamber. It is depicted in fig. 3.13. Figure 3.14 shows a schematic cut-trough of thedesign, from which it can be seen that the cooling and combustion air remain separated throughoutthe design. The flange itself has holes on the outside that protrude to the inside. These holes can beused by thermocouples or pressure transducers to measure temperatures and pressures of the coolingor combustion air that flows through the exhaust.
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Figure 3.13: Technical isometric drawing of the measurementflange Figure 3.14: A vertical cut of themeasurement flange, showingthe divisiong between the combustion air and the cooling airand the holes protruding to the inside of the pipe

3.2.4. SUPPORTING COMPONENTS

EXHAUSTThe exhaust leads the air from the combustion chamber exhaust outside through a fully open channel. Itis heavily insulated to prevent the outer layer from getting hot and the outlet is shielded on the outsideto prevent rain from coming in.
SEEDING AIR OUTLET & MFCShop air is delivered to the Propulsion Lab through a piping system that is in place in all of the Aerody-namics facilities. It is pressurised at approximately 8 bar. This shall be used to provide the seeding airin the experiments. The seeding air is passed through a ball valve, then an MFC rated at 500 l spm forN2 and is then connected to the seeding-flange. Bronkhorst has specified that no conversion ratio isneeded to switch from l spm rated for N2 or air. It has a pressure loss of 5.52 bar at maximum flow. It isalso controlled remotely via the DAQ&C System.
TEST BEDThe test bed serves to support the combustion chamber, the heater and can hold experimental equip-ment. Due to its configuration, the combustion chamber can slide in all four directions in the horizontalplane, making assembly and dismantling easier.
DAQ&C SYSTEMA National Instruments cRIO-9067 controller acts as the brain of the DAQ &C System and can be seenin fig. 3.15. The controller holds a NI-9482 C Series Relay Output Module to control the solenoid valves,a NI-9213 C Series Temperature Input Module to measure the temperature of the air through a K-typethermocouple in the heater and a NI-9205 C Series Voltage Input Module for the safety system. Nextto this, the RS-232 input in the controller is used to the MFC’s to. Through LabView on a computer,the MFC’s and solenoid valves are controlled and their outputs as well as that of the thermocouple arelogged.

Figure 3.15: The National Instruments cRIO-9067 controller with the different modules installed
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3.3. OPERATION
Operation of the setup is relatively straightforward, because of the DAQ&C System from which thesolenoid valves and MFC’s are controlled and the data of the MFC’s and thermocouple is logged as well.This section shall therefore explain what the operational capabilities are for the experiments, how thetemperature and pressure readings are performed and used and what the setup’s shortcomings are.
3.3.1. OPERATIONAL CAPABILITIESIn cold flow settings, the operational capabilities of the setup are limited to the ones shown in table 3.1.
Table 3.1: Operational capabilities of the setup
Feature Specification Comments
Nozzle diameter 6.67, 8.45, 11.0 mm -Combustion chamber length 1.5 D, 2.25 D, 3.0 D (D = 156 mm) Values between 1.5 D or 3.0 D arepossible, but not yet mechanicallyintegratedMass flow range 0 - 3500 lnpm A too large ∆P over the gas supplysystem limits the flow at 2900 lnpmOptical access 111 x 40 mm windows for Tel evated -fully transparent for TcoldSeeding possibility DEHS oil or Titaniumdioxide Both deteriorate the inside of thetransparent cylinder over time

3.3.2. TEMPERATURE AND PRESSURE READINGSTemperature and pressure readings are important when dealing with air flows. Its accuracy will have adirect impact on the conversion of the mass flow readings from lnpm or l spm to the actual l pm. Thetemperature of the air was measured in this setup at the end of the heater using a K-type thermocoupleas seen in fig. 3.16. The temperature reading through LabView was validated using an RS PRo 1319AType K Thermometer.

Figure 3.16: En of the heater, showing the inserted K-typethermocouple and the seeding-flange in the foreground Figure 3.17: Alecto WS-100 weather station

The pressure of the air was indirectly measured using a mobile weather station as seen in fig. 3.17.However, since this is not a scientific measurement device, at the start day it was recorded together withthree external atmospheric pressure readings of which an example is shown in table 3.2. Using eq. (3.5)the pressure for each particular run was calculated. The calibration pressure has had readings between-330 and 283 Pa.
Paver ag e =

PHSL +PW i nd f i nder +PK N M I

3
(3.5a)
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Table 3.2: Pressure reading example
Source Pressure [Pa]
HSL Portable Pressure Gauge, RUSKA 6200 101120Windfinder, Rotterdam Airport* 101200The Royal Netherlands Meteorological Institute (KNMI), Rotterdam** 101080Weather station, Alecto WS-1100 100850Calibration reading 283

*https://www.windfinder.com/report/rotterdam_airport**https://www.knmi.nl/nederland-nu/weer/waarnemingen

Pcal i br ati on = Paver ag e −P Alecto,t0 (3.5b)
Patm, r un = P Alecto, r un +Pcal i br ati on (3.5c)

The combustion chamber however will not have the same pressure as the atmosphere, due to pres-sure losses in the exhaust pipe. These are around 90 Pa for the 45 m/s basic configuration, and amaximum of 360 Pa at maximum mass flow. The calculation for this was done using the Handbookof Hydraulic Resistance by Idel’chik [52]. An elaborate explanation of this calculation can be foundin appendix D. These pressure losses are added to the atmospheric pressure found through the methoddescribed above to come to the pressures inside the combustion chamber.
3.3.3. SHORTCOMINGSLike every setup, also this one has a few shortcomings that can be summarised in the following way.

• The heater of the setup is not yet connected to the DAQ&C System and can therefore not yetwork under elevated temperatures. This means that also combustion cannot yet be commencedsince elevated temperature experiments should first be performed. The infrastructure for both ispresent though.
• No accurate digital pressure transducers are present in the setup. There are already multiple holeswith threads in the setup that allow for future insertion of these transducers. For the moment onlythe pressure in the combustion chamber is calculated using the way described above.
• Due to a too large pressure drop over the gas supply system near maximum mass flows, the pres-sure present at the main tank is not able delivering the maximum of the MFC’s. This can be fixedwhen changing the diameter of the the gas supply system pipes and removing some of the sharpbends.
• When switching to elevated temperatures and reactive flow, cooling flowwill be required to ensuresafety of the system. At themoment there is no adequate supply of air available yet that can deliverthe needed cooling flows.
• Due to the design of the burner head, seeding material shall accumulate during operation in theburner head and as such cause larger particles to enter the combustion chamber. This not onlychanges their Stokes number, influencing the results, it also has a higher chance of sticking to theinside of the chamber reducing optical access. Next to this, the design of the head and chamberalso reduces the ease of cleaning the setup in between runs or campaigns. Possibly this could limitthe number of runs possible within a campaign.

https://www.windfinder.com/report/rotterdam_airport
https://www.knmi.nl/nederland-nu/weer/waarnemingen
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METHODOLOGY: PARTICLE IMAGING

VELOCIMETRY

As is discussed in section 2.3, PIV has been used in this research for visualisation of the flow insidethe combustion chamber. This chapter first explains what aerodynamic phenomena will be investigatedin section 4.1, after this the technique behind PIV is discussed in section 4.2. The PIV setup itself is dis-cussed in section 4.3 including the experimental campaign and image acquisition and processing in sec-tion 4.4. Lastly the error analysis and conclusions are presented in sections 4.5 and 5.8, respectively.
4.1. AERODYNAMICS OF FLAMELESS COMBUSTION
It has become clear from sections 2.1 and 2.2, that recirculating flue gases and mixing of these gaseswith the reactants from the jets is vital for FC. This ensures dilution and heating of the reactants, neededto obtain low peak temperatures while sustaining operation under these conditions. Therefore the re-circulation zones and the influence of the jets on them shall be investigated. This section concentrateson getting a better insight in how to quantify the recirculation zones and the jet characteristics influ-encing entrainment of the flue gases, again influencing the recirculation zone. As can be seen, these areconnected. In a short overview, thermal NOx production is reduced by flameless combustion by:

⇒ Lowering the concentration of oxygen for the NOx reaction (1)
⇒ Lowering the combustion peak temperature (2)

⇒ (2) Operation is at lean mixtures, often comparable to conventional gas turbine combustion
⇒ (1) (2) Flue gases are recirculated: lowers concentrations of reactants, lowering the heat re-lease rate and oxygen concentration + increases the reactants temperature and enabling op-eration in such diluted and lean conditions.

⇒ Key in sustaining this, are strong recirculation zones and mixing of the recirculating gaseswith the reactants through entrainment.
4.1.1. RECIRCULATION ZONES (RZ)The recirculation ratio (RR), as stated in section 2.2.1, is an important parameter, because it is a measureof the dilution of the jet gases. If the RR goes up, relatively more flue gases are fed back to the jetswith respect to combustion gases being exited by the jets. As such the concentrations of oxygen andfuel will go down and enthalpy is brought to the combustion zone. This decreases the heat release ratewhile operation is ensured. A higher RR will therefore indicate more successfull operation because itdecreases the NOx emissions and increases the range of operation.

To calculate the RR from the results, the mass flow of the negative air flow has to be quantified. Thisis calculated from the results using a velocity profile over a line. This line is at a certain axial z-location ina plane that intersects the jet from the origin. The negative velocity locations are integrated over a circle
31
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giving a volumetric flow. When multiplied with the air density and then divided by the mass flow inputfrom the nozzles, the RR is obtained. Equation (4.1) shows the integration method used for calculatingthe mass flow of the recirculated flow.
ṁr eci r cul ated = ρ

∫ −R

R

∫ 0

π
U j et<0r dθdr (4.1)

The size of an RZ can be distinguished depending on the type of combustor. For this research is es-tablished aerodynamically, thus its singularity points (SP) indicate the size. These points indicate thebeginning (usually the surface of the burnerhead) and end of the RZ. The sides of the RZ are often set bythe jets. When looking at the z-velocity, a UZ=0 line will clearly indicate this. As stated in the previoussubsection, the size of the RZ influences the emissions, in the sense that a larger RZ will have largermixing structures, lowering NOx emissions. Clearly there is a link between the backflow velocities, thesize of the RZ and the RR that needs to be researched.
4.1.2. MIXINGMixing of the recirculated flue gases and the reactants is quantified by the entrainment of the jet and theturbulence levels in the jet flow. Where more entrainment and also cause more gases to be recirculated,connecting it to the RR. Turbulence may be quantified by looking at the velocity fluctuations and takingthe root-mean-squared from this number. This is done for the z- and the y-direction. Equation (4.2e) isused to get the total of the two directions. This definition is used in the CFD software and shall thereforealso be used this way with the PIV results. Since the PIV results are 2D, the fluctuations in the y- andx-direction are assumed to be equal. This assumption holds for when the jet is still axisymmetric whichis the case for at least z=60mm. When normalised with the local mean flow velocity, the total RMS ofthe velocity fluctuations yields a turbulence intensity (TI). Equation (4.2) shows how one gets to TI fromvelocity fluctuations. Another way to quantify turbulence is by normalising it with the maximum jet flowvelocity, where typical values range between 0.1 and 0.25[53].

u(t ) = u +u′(t ) (4.2a)
u′(t ) = u(t )−u (4.2b)

V ar (u′) = σ2 = u′(t )2 = (u(t )−u)2 (4.2c)
u′
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√

V ar (u′) =
√

u′(t )2 =
√

u(t )2 −u2, in x-, y- and z-direction (4.2d)
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√
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) (4.2e)
T I = u′

r ms

Umean
(4.2f)

Entrainment can be looked at in two different ways. Firstly, the entrainment can be quantified directlywith eq. (4.3), where R is taken where the velocity of the jet is u/u0 ≈ 1% [53] and ṁ0 is the mass flowinserted by the jet.
ṁ = 2π

∫ R

0
ρur dr (4.3a)

Entr ai nment = ṁ −ṁ0

m0
(4.3b)

Secondly, high entrainment rates can be identified by the presence of high Reynolds shear stresses 〈u · v〉or u′v ′. This is a measure for the amount of transfer of streamwise momentum to the side of the jet [53].At locations of high Reynolds shear stress, there shall be a lot of interaction between two regions offluid with a different speed (or temperature or concentrations for that matter). The entrainment rateis extracted from the PIV results by taking the mean over a 1 cm line from z = 60 mm to z = 70 mmbetween y = 58 and 60 mm, depending on the location side of the jet which differs for each nozzlediameter.
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4.2. FLOW VISUALISATION TECHNIQUE, PIV
The Aerodynamics Faculty of the DUT is renowned for its expertise in PIV. Much of the informationpresented in this section is taken from the reader of the course ‘AE4180 FlowMeasurement Techniques’given at the Delft University of Technology [54].
4.2.1. GENERAL WORKING PRINCIPLE

As the name Particle Imaging Velocimetry already suggests, it is a technique that analyses images of(clouds of) particles suspended in a flow in order to measure the velocity vector field often this fluid. Atypical PIV setup can be seen in fig. 4.1[55].

Figure 4.1: Schematic of a PIV setup

To take the image, a camera, a lense and an optical entry to the flow of interest are needed. Thesetogether dictate the possible Field of View (FOV) of the images. Since flows themselves usually don’thave particles in them, so-called seed particles are added to the flow. It is important that these particlesare chosen to follow the flow accurately. Then using a laser and an optical installation, the flow is illumi-nated for two consecutive instances with a δt time-step inbetween in the order of microseconds. Theresulting two images are then processed using specific software in the following way. Each image is cutinto interrogation windows and which are cross-correlated (see fig. 4.2). This interrogation windows size(IWS) is usually around 16x16, 32x32 or 64x64 pixels. Together with the magnification factor the particledisplacement can be found. By knowing δt and the displacement between groups of particles on thetwo images using cross-correlation an instantaneous vector field of the velocity can be obtained. Thesevector fields can then also be averaged into a generalised version of the flow including its turbulencecharacteristics.

Figure 4.2: From interrogation windows, using cross-correlation to a vector [13]
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4.2.2. REQUIRED COMPONENTSTo perform PIV measurements, the following components are needed in the setup and discussed here:Seeding particles, laser, camera, optics, processing software and lastly the topic of noise is discussed.
SEEDING PARTICLESIn order to illuminate the flowfield seeding particles are added to the flow. These particles should adhereto a few rules:
Particle concentration When the particle concentration is too low, PIVwill change into Particle TrackingVelocimetry (PTV), which is a different kind of technology. When it is too high, it will alter the fluidproperties. The mass ratio should be the following, m f lui d /mpar ti cles = 10−3 and it should have auniform distribution. In reality this comes down to approximately 10-20 particles per interrogationwindow.
Scattering ability The laser light wavelength λ, the particle diameter dp and the index of refraction(np /n f ) relative to that of the fluid dictate whether or not particles are easy to be detected. Largerparticles scatter more light, but shall interfere with accurate flow tracking abilities. If dp is largerthan λ, Mie’s scattering can be used to approximate the diameter of the particle as seen by thecamera, called the normalized diameter q , given by eq. (4.4). Since λ is usually dictated by the laserthat is available, one uses the maximum particle size possible that still follows the flow well. Nextto this, a higher index of refraction will also yield better scattering.

q = πdp

λ
(4.4)

Stokes number Since PIV is an indirect technique calculating the vector field of the seeding, insteadof that of the fluid, the seeding should follow the flow accurately. The Stokes number is a ratiobetween the characteristic time of a particle τp and that of the flow τ f . Particles with a low Stokesnumber Sk follow the flow accurately (Sk < 1), those with a high number will want to continuefollowing their initial trajectory as this is governed by their inertia (Sk > 1). If Sk < 0.1 the error inthe velocity is smaller than 1%[56]. Smaller particles will yield lower Stokes numbers, but will beharder to detect as has been discussed. If a particle accelerates from one velocity to another, thecharacteristic time τ is the time it takes to increase with 63.2% (1−e−1) of the velocity difference.Equations for the Stokes number are given in eq. (4.5), where µ is the dynamic viscosity of thefluid, L f is the flow length scale and ∆U this velocity difference. This shows that smaller particles,with low densities in a viscous fluid follow the fluid best for a certain fluid flow state.
Sk = τp

τ f
(4.5a) τp = d 2

p

ρp

18µ
(4.5b) τ f = L f

∆U
(4.5c)

Hazards The chosen seeding material should not be hazardous for the environment, nor a person orprotective measures should be taken.
Operating temperature For room temperatures, often a glycol-water based fog is used. In case of op-erating under elevated temperatures, the seeding particles should keep their good characteristicsand not melt, evaporate or stick together. However, since this research is limited to room temper-ature flows, this is not an issue.
LASERFour main requirements adhere to choosing the correct laser: pulse duration, pulse pair frequency, rep-etition rate and pulse intensity.
Pulse duration The laser pulse should be short in order to let the seeding particles appear as dots andnot as streaks. In practice this means that within this pulse duration the particle should move adistance significantly smaller than its own size.
Pulse pair frequency The pulse frequency is dictated by the cross-correlation technique. Time betweentwo pulses δt should be large enough for the image pairs to be different, but small enough for thecross-correlation to still find the particle patterns in both pictures close to each other. In reality δt
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will need to be such that the particle displacement is a maximum of 1
4 of the interrogation windowsize, so this depends on the maximum flow velocity. For higher displacements, the processing willneed to be differently, yielding less accurate results.

Repetition rate In case one wants a time-resolved experimental results, the repetition rate of the laser(as well as the camera) will need to be in the order of kHz. In case this is not needed, repetitionsrates in the order of 0.5 - 100 Hz could be used. Different laser techniques yield different rates ascan be seen in table 4.1.
Pulse energy The laser intensity should be high enough to let the light scattered by the particles bedetected by the camera. Approximately an energy of 100 m J per 10x10cm2 is required for airflows.

Figure 4.3: Timing of the exposures
Table 4.1 shows the specifications of the two types of lasers used for PIV applications: Nd:YAG(neodymium-doped yttrium aluminium garnet) and Nd:YLF laser (neodymium-doped yttrium lithium flu-oride). Since this research is not focused on time-resolved results and the available Nd:YAG laser is muchsmaller and thus easier to handle, this is the laser that is used. Its pulse duration is around 5-10 ns, hardlylimiting the flow speed. These kind of laser have two separate lasers in them, both firing at the requiredtime, allowing to make image pairs very close to each other.

Table 4.1: Laser type properties
Laser type λ [nm] Pulse duration [ns] Repetition Rate [Hz] Pulse energy [mJ]
Nd:YAG 532 5 - 10 0 - 50 10 - 1000Nd:YLF 526 50- 100 1000 - 5000 10 - 30

CAMERAFigure 4.3 shows the two different light pulses that need to be captured in two different images. This isdone using a CCD sensor inside a camera. The timing of the exposure is important to get sharp imagesand to have exact information on the time difference between the two pictures, needed to calculate theflow speed. This is therefore done with an external synchronizer. The camera can take these image pairsa few times per second. Often, the camera sensor architecture allows readings that do not facilitate therequired δt value to become sufficiently small. Therefore an interline transfer CCD architecture has beendeveloped which allows for storage of the first reading of a pair and then letting the sensor read onepair per time during the time of T . This way, δt can become sufficiently small. T , as shown in fig. 4.3, isthen still limited by the actual processing speed of the camera.
OPTICSThe optics involved in PIV have two different tasks. Firstly, optics are needed to change a laser beaminto a sheet at the desired location and secondly, to correctly portray the image of the laser sheet in thecombustion chamber onto the camera sensor. For the first task two things need be taken in to account.One can choose to produce a laser sheet with constant width or one width a linearly expanding width.What is preferred depends on the application. Also, the two laser pulses should create a laser sheet withan overlap of at least 80% to create accurate measurements.

To correctly portray the laser sheet image on the camera, one has to correctly work with lense focallengths, object and camera distances, magnification and f-stop. The definition of these optical parame-ters is defined in fig. 4.4 The thin lense equation relates the focal length f with the object do and image
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di distances (see eq. (4.6a)), and these two distances also make up the magnificiation factor M (shownin eq. (4.6b)). F-stop f # is needed to know the focal depth δz, the distance over which the particlesare still in focus (see eqs. (4.7a) and (4.7b), where D is the aperture of the camera). The focal depth isimportant in making sure that the whole laser sheet is in focus and not just parts of it.

Figure 4.4: Thin lense schematic [14]
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Lastly, the diffraction pattern should be taken into account to get a sharp image. Due to diffraction,the geometrical size of the particle image on the sensor, will be different from what the sensor will bemeasuring. dg eom is the geometrical size of the particle on the sensor, shown in eq. (4.8a). The imagesize of the diffraction pattern of the particles is ddi f f and shown in eq. (4.8b). The actual image size is acombination of the two and is approximated with a Euclidian sum, shown in eq. (4.8c). This also showsthat for extremely small particles, the captured diameter is close to the diffraction pattern instead of thegeometrical size.

dg eom = M ·dp (4.8a) ddi f f = 2.44λ(1+M) f # (4.8b) dτ =
√

M 2d 2
p +d 2

di f f (4.8c)
PROCESSING SOFTWARETo process all these images taken by the camera, a software package is used to cross-correlate the imagesand turn them into vector images (see fig. 4.5 for an example). The software can also create mean androot mean squared images of the input. This way much more information can be taken from the imagesthan just its instantaneous vector field. Next to the fact that the particles should not move more than
1
4 of the an interrogation window, they should also not move forward or aft inside the laser sheet withmore than 1

4 of the laser sheet thickness, or else the software cannot correlate them well anymore.

Figure 4.5: Axial velocity contours of a FLOX® burner as captured by PIV [15]
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NOISEIt is important to diminish noise from light-sources other than the laser sheet, when performing PIVmeasurements. These can be reflections from surfaces in the room, light sources such as a computer, asmall light or a hole in a blinder letting through sunlight. When operating at elevated temperatures, thiscan also be broadband light emissions from hot radiating sources. To diminish these effects, one has tobe very careful with the positioning of reflective surfaces, darkening a room and perhaps use wavelengthfilters to filter out any other wavelengths than that of the laser. Noise can also be reduced afterwardsin the processing, however, this will always also lead to a loss of information and is undesired.
4.2.3. CONCLUSIONWhat can be concluded from this section on the PIV measurement technique is that it is not easy inpreparation and operation, but can give results that are otherwise hard to obtain. Many factors shouldbe taken into account and thought of carefully on beforehand. In short these are the (dis)advantages:

+ It allows for capturing a large area of a flow field
+ It is a quantitative measurement
+ It is non-intrusive, thus not influencing the flow field
+ No calibration measures are needed
− Optical access is required
− Preparation of and setting up the technique is complicated
− Only a low temporal resolution is possible
− Spatial resolution is very dependent on setup equipment
For closed setups this technique gives challenges. Seeding particles deposit against the sides of thevolume and influence the aerodynamics and thus require regular cleaning [42].

4.3. PIV SETUP
In this section all the equipment used in this PIV setup is specified. Also an overview of all the relevantPIV parameters is given.
4.3.1. EQUIPMENTThe equipment used in this experiment has been chosen from a variety of equipment present at theAerodynamics facilities of the DUT.
SEEDING PARTICLE GENERATORThe PIVTEC Aerosol Generator working with DEHS oil has been used to provide seeding (see fig. 4.7).Titaniumdioxide was also present to be used as a seeding material, however this is toxic and required ex-tra handling measurements. Theatrical smoke was also present, however this needs to be able to expandafter exiting the apparatus, which was not possible in this setup. As such, DEHS oil was the preferred so-lution. The droplet size of the seeding generated by this apparatus is ca. 1 mm for DEHS oil (see fig. 4.6).

The seeder has a remote control (see fig. 4.8), which allows for remotely setting the number of nozzlesthat are open, controlling the amount of seeding. More open nozzles does not only mean more seeding,but also more airflow, so this has been taken into account when setting the required air flow from thegas supply system. Next to this, a metallic cylinderically shaped device can be seen on top of the seeder,called the impactor. This filters out droplets that are too large in size, improving the Stokes number ofthe seeding. Especially for this setup the impactor is important since this reduces the accumulation ofDEHS oil inside the burner head.
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Figure 4.6: Probability density function and cumulative distribution function of the seeding particle size

Figure 4.7: The PIVTEC Aerosol Generator including the im-pactor Figure 4.8: Remote control unit for the PIVTEC Aerosol Gen-erator

ND:YAG LASERA Quantel Evergreen 200 Nd:YAG dual pulsed laser has been used as the source of illumination for thePIV experiments. It generates a beam with a wavelenth of 532 nm and a maximum of 200 m J per pulseat 15 H z and a beam diameter of ca. 5 mm. The laser head itself is accompanied by a power supply,cooling station and control unit that can be seen in fig. 4.9. The laser itself is therefore compact and canbe positioned inside the setup together with an array of optics to shape this laser beam into a divergentlasersheet that will illuminate a plane inside the combustion chamber (see fig. 4.10).

Figure 4.9: Power supply, cooler and control unit for theQuan-tel Evergreen laser Figure 4.10: Quantel Evergreen 200 Nd:YAG laser head, to-gethr with its array of lenses and a mirror, positioned insidethe setup
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LAVISION CAMERAThe camera used in these experiments is a LaVision Imager Pro LX 16M, with a resolution of 4872x3248and a pixel size of 7.4x7.4 µm (see fig. 4.11). It has a maximum frame rate of 3 Hz and a δt < 1µs. Two ofthem have been used, with two different lenses to also enable a close-up zoom-case of the jet nozzle.As such the jet exit velocity profile and jet spreading can be investigated more accurately. The minimum
T attainable between two image pairs for this camera at full resolution was 1.25 s or 0.8 H z. This makesit impossible to obtain time-resolved PIV results.

The high resolution was needed to compensate for the large Field of View (FOV) of the setup of240x160 mm, to still have a spatial resolution of 412 pixels per mm2 or 20.3 pixels per mm. Whichis needed to capture phenomena with sizes of around 1.5 mm when using interrogation windows of32x32 pixels in size. This way, approximately 4 interrogation windows are present for the smallest jetnozzle, which means it will still be able to capture the velocity profile. For the zoom-case with an FOVof 75x50 mm, this led to 65 pixels per mm, capturing phenomena of around 0.5 mm in size, yielding athree-fold increase in spatial resolution. Please find an overview of these parameters for the differentcases as well in table 4.3.

Figure 4.11: The LaVision Imager Pro LX 16M camera with anf=105 mm lense Figure 4.12: The Lavision Imager Pro LX 16 camera with anfe f f ect i ve=210 mm lense, used for the zoom-case

LENSES AND DISTORTIONBoth lenses had a focal length of 105mm, but for the zoom-case a lense-multiplierwas added, effectivelymaking it a 210 mm lense (see figs. 4.11 and 4.12). For both lenses focusing was done at the smallest
D of 2.6 and then enlarged to 5.6 capture more light and increase the focal depth. The choice for anf = 105 mm lense was made based on the comparison between different lenses as shown in figs. 4.13to 4.15. From this it can be seen that the f = 35 mm lense has a large radial distortion around the edges,a fisheye-effect, and the f = 60 mm lense also still effect and starting from the f = 105 mm this is notpresent anymore. Going to larger focal lengths would require the cameras to be too far away from thesetup, making them impractical.

Figure 4.13: Image using an f = 35 mm lense Figure 4.14: Image using an f = 50 mm lense
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Figure 4.15: Image using an f = 105 mm lense

Next to distortion from the focal length of the lense, also distortion from the transparent cylinderis present due to the refractive index differences between this material and the air and the materialthickness. The influence of this has been investigated as well, by taking an image of millimeter paperinside the cylinder in the final setup and counting the number of pixels that go into one millimeter onthe paper. The final result of this is shown in fig. 4.16. Note that the counts are done at different axiallocations, namely near in the middle and at 10% from the left and right edges of the FOV. This was doneto identify if the distortion was any different near the side of the image. At each of these axial lines, thetop and bottom 10 mm and the middle 5 mm of the image has been counted (see fig. 4.17). Figure 4.16only shows the result for the middle of the cylinder, the full result is shown in appendix E.

Figure 4.16: Distortion of the image due to the curve and thick-ness of the transparent cylinder, over the midline of the FOV Figure 4.17: A calibration image showing the locations ofwhere the distortion measurements have been taken

PROGRAMMABLE TIMING UNIT (PTU)To coordinate triggering the laser pulse and the camera exposures a LaVision PTU has been used, incombination with the LaVision software This PTU is shown in fig. 4.18.

Figure 4.18: The LaVision Programmable Timing Unit



4.3. PIV SETUP 41

REFLECTION REDUCTIONEarly in the experimental campaign it became clear that some of the reflections saturated the image andwould as such distort the final results. Therefore a few precautions were taken to prevent these reflec-tions from happening as much as possible. The burnerhead and the nozzles have been painted black(see fig. 3.5) and a piece of black theatre-cloth absorbs the laser sheet on the fume hood (see fig. 4.19).A wooden plank with a slit was used to stop the reflections from the lasersheet that are reflected fromthe bottom of the cylinder (see fig. 4.20). The final results still portray reflections sometimes, however,these are due to the crazing of the inner surface of the acrylic cylinder which caused internal reflectionsof the laser beam, which could not be taken away. These tiny cracks are likely to have grown from theuse of the DEHS seeding oil.

Figure 4.19: Black theatre-cloth attached to the fume hood toprevent reflections Figure 4.20: A black wooden plank with a slit, used to preventinterference from reflections from the bottom of the cylinder

4.3.2. EXPERIMENTAL CAMPAIGN AND PARAMETERSTable 4.2 gives an overview the different runs within the experimental PIV campaign. It shows whichcombinations of variables has been used from the ones mentioned in section 3.2.3. The combinationdepicted in bold is the ‘basic configuration’. In case the configuration is not mentioned in one of theresults, this is the one to be assumed. This was chosen because a length of 2.25 D, would most certainlynot interferewith the recirculation zone. A nozzle diameter of 8.45mm allows for high enough velocities,while also giving an acceptable spatial resolution on the jet exit velocity profile. Lastly, 45 m/s waschosen because this result turned out to have the cleanest picture (least interference from reflections).
Table 4.2: Experimental campaign
Run Plane Chamber length Nozzle d U j et[−] [mm] [m/s]
1 A 1.5 D 8.45 15 30 45 602 2.25 D 6.67 15 30 45 60 75 90 105 120* 135*3 8.45 15 30 45 60 754 11.0 15 30 455 B 2.25 D 6.67 15 30 45 60 75 90 1056 8.45 15 30 45 60 757 11.0 15 30 458 ZOOM 2.25 D 8.45 15 30 45 60 75 90**

*This result has a too small ensemble size due to oil interference to take into account quantitatively**This result is spoilt by limitations on the equipment and should only be used for quantitative analysis
It may seem arbitrary that Run 1 only goes up to 60 m/s while Run 3 goes to 75 m/s and Run 8 wentup to 90 m/s, all for the same configuration. The reason for this is that either the results for higher veloc-ities have been discarded due to too much oil interference or due to a time constraint in the campaign.A clear overview of all the experimental parameters with which this PIV campaign has been run is givenin table 4.3.
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Table 4.3: Experimental parameters
Parameter Unit Value

Plane A / B ZOOM

Stokes number 0.0167 - 0.247Focal length [mm] mm 105 205Aperture mm 5.6 5.6f# 18.75 37.5Pixel size µm 7.4Image resolution pi xel s 4872 x 3248FOV, wxh mm 240 x 160 75 x 50Magnification factor 0.15 0.48Acquisition frequency H z 0.8dτ µs 6 - 30 6 - 10Ensemble size 400Run time mi n, s 8, 20Laser power %, m J 100/100, 200Interrogation window pi xel s 32 x 32Digital resolution pi xel s/mm 20.3 65Vector spacing pi xel s,mm 8, 0.4 8, 0.12

What should be noted from these parameters, is that the Stokes number is higher than 0.1 for someof the experimental runs. The effect of this shall be treated in section 4.5. Also, during the runs afew problems occured that are helpful to know for future reference. Over time, crazing of the inneracrylic surface will happen, causing reflections that cannot be taken away. Due to the shape of theburnerhead and the long run time, oil accumulates inside the burnerhead and is then taken by the jetinto the combustion chamber, interfering with the laserlight and obstructing the camera view.
4.4. IMAGE ACQUISITION AND PROCESSING
Aqcuisition of the images was done using Davis 8.4 software and the equipment stated in the previoussection. To ensure a correct jet velocity in the results, a test run of 10 images was always taken first andprocessed with quick parameters. From this is became clear that because of the boundary layer insidethe jet, the effective nozzle diameter decreased between 5% and 15%. The exact values for this percase can be found in appendix F. With the right settings, a run was performed taking 400 images. Dueto oil interference, the cases for 105 m/s and 135 m/s are made up of two sets of data, in the end stillcomprising of 400 images. Next to this, problems arose with the δt that could not be lowered below 6
µs. As such, the maximum pixel displacement was higher than 10 and for the 90 m/s case in Run 8, itbecame as high as 34 pixels. The next section shall explain how this anomaly was dealt with.

After data acquisition, the Davis 8.4 software was used to process this. Table 4.4 shows the vectorcalculation processing parameters used. Also the parameters used for the special cases are portrayed.
Table 4.4: Vector calculation in data processing, using a multipass decreasing in size

Max ∆px Window size Weight Overlap Passes
Normal < 15 64 x 64 1:1 50 132 x 32 1:1 75 3Run 8, 45 m/s 17 96 x 96 1:1 50 132 x 32 2:1 75 3Run 8, 60 m/s 23 128 x 128 1:1 50 132 x 32 4:1 75 3Run 8, 75, 90 m/s 28, 34 256 x 256 1:1 50 132 x 32 4:1 75 3
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4.5. ERROR ANALYSIS
There are many different sources of error in PIV measurements and these shall be highlighted in thissection. Firstly, the statistical error involved when working with a finite ensemble size and secondlythe three main sources of error from the PIV measurement itself. Lastly, the errors from environmentalmeasurements are treated. Note that the results themselves shall not be presented in the subsections,but are summarised at the end in table 4.7.
4.5.1. FINITE ENSEMBLE SIZEThree result taken from the PIV measurements shall be the mean velocity, the RMS velocity fluctuationsand the Reynolds Shear Stress (RSS). The influence of the finite ensemble size on their uncertainty wasimproved by Benedict and Gould[57] and discussed by Sun[58]. The errors of mean velocity, the RMSvelocity fluctuations and RSS are displayed by eqs. (4.9) to (4.11), respectively.
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√
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In these equations, ε is the error, N the ensemble size, u is the velocity, u′

r ms is the RMS of the velocityfluctuations and Ruv is the correlation coefficient. The general depiction of this error is εN .
4.5.2. PIV MEASUREMENTThis subsection treats the sources of errors originating from the PIV technique itself, namely, cross-correlation, seeding particle lag and a finite spatial resolution.
CROSS-CORRELATIONThe cross-correlation technique used to extract the vector field from the images gives rise to an error aswell which can be quantified using eq. (4.12), noting that εcor r for planar PIV is 0.1 pi xel s. In eq. (4.12),
k is the digital image resolution in pi xel s/mm and δt is the time between two pulses in ms (see fig. 4.3).This parameter will be the largest for Runs 1-7 at the smallest δt of 6µs, so this one will be portrayed.

εcc = εcor r

kδt
(4.12)

SEEDING PARTICLE LAGAs was discussed in section 4.2.2, the Stokes number of the seeding particles should be low enough tomake sure it’s own inertial forces do not interfere to much with the direction of the flow field. Even still,the particle will have a lag in following the flow velocity field and the difference between de particle andfluid velocity is called the slip velocity usl i p , which is estimated in the following way. Equation (4.13)shows how it can be approximated [58], where τsl i p is the particle response time and ap the particleacceleration. For DEHS oil, τsl i p is in the order of 2 µs [59].
usl i p ≈ τp ap (4.13)

To define the particle acceleration eq. (4.14a) can be used, which assumes the density of the particleto be much higher than that of the fluid (which is the case for this experiment)[60]. However this canagain be simplified to eq. (4.14b), when steady flow is assumed[59].
ap = dup

d t
= up −u f

τp
(4.14a)

ap = U ·∇U (4.14b)
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Substitution results in eq. (4.15). It should be noted that this approximation is only valid in the absenceof strong vortices. In the presence of this, the centrifugal force would be the main contributor of slip,however these regions are not the focus of this research.
usl i p ≈ τp · (U ·∇U) (4.15)

The ∇U parameter has been taken from the Davis software package. It turned out that the results forRun 8 (the ZOOM-case) were most accurate for this. Therefore, this uncertainty analysis only applies toruns up to 75 m/s. The results for this can be found in table 4.5 for the different velocities.
Table 4.5: Particle slip uncertainty for τsl i p=2µs

Case [m/s] U j et ,PIV 2D Divergence, x-y Usl i p Uncertainty[m/s] [m/s] [1/s] [m/s] [−]
15 14.5 800 0.023 0.2%30 31.5 1800 0.11 0.4%45 43.8 2500 0.22 0.5%60 58.5 3500 0.41 0.7%75 71.1 4300 0.61 0.9%

FINITE SPATIAL RESOLUTIONThis spatial resolution uncertainty originates from the fact that the velocity is averagedwithin an interro-gation window. Any fluctuations within this window will not be measured and this will give a differencebetween the real local velocity and themeasured local velocity. The ratio between the interrogationwin-dow sizeW S and the size of the flow structures one wants to resolve λ determines this spatial resolutionuncertainty. This ratio is also known as the normalised window size l∗ and is depicted in eq. (4.16a). Itmay be clear from this that this uncertainty is dependent on the size of the structures of interest. Runs1-7 have W S = 1.6mm and Run 8 has W S = 0.5mm. For a one-iteration method, the error can then beestimated using eq. (4.16b)[16].
l∗ = W S

λ
(4.16a)

εsp = 1− umeas

ur eal
= si nc(l∗) (4.16b)

However, a total of 4 iterations is performed in each of the cases for in this research, giving rise to a dif-ferent function, namely that of fig. 4.21 for 1D flow structures (shear layers) and that of fig. 4.22 for 2Dflow structures (such as vortices). Table 4.6 then gives the estimated errors for different normalised sizesfor 1D and 2D, taken from these figures. To stay within a 1% uncertainty, for 1D structures λ= 3.5mmfor Run 1-7 and λ = 1.25mm for Run 8. This means the mean velocity profile can be accurately takenfrom Run 1-7 and the shear layer can be accurately taken from Run 8. For 2D structures λ = 7.3mmfor Run 1-7 and λ = 2.27mm for Run 8. This means the stagnation points of the vortex structures canbe accurately taken from Run 1-7 and in instantaneous images larger vortex structure can be accuratelyidentified from Run 8.
Table 4.6: Spatial resolution uncertainties for different flow structure sizes for 1dnozzle and 2dnozzle

l∗, 1d Uncertainty l∗, 2d Uncertainty
0.5 4% 0.5 30%0.4 1% 0.25 2%0.25 0% 0.22 1%0.1 0% 0.1 0%
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Figure 4.21: Quantification of the spatial resolution uncer-tainty for a 1D fluctuation after 4 iterations is given by thelight blue regression line[16]
Figure 4.22: Quantification of the spatial resolution uncer-tainty for a 2D fluctuation after 4 iterations is given by thelight blue regression line[16]

4.5.3. ENVIRONMENTAL ERRORSAs specified in section 3.3.2, the pressure measurement is not very accurate and will have an error.The largest impact of this is on the calculation of the actual volume flow based on the normalised andstandardised ones. However, the uncertainty occuring from an error of +/- 500 Pa is <0.5%which is thusdeemed negligible. The error in the temperature readingwill bemuch smaller because it ismeasured rightbefore the combustion chamber with a calibrated thermocouple. The uncertainty originating from anerror of +/- 1 K is only <0.4%, and therefore this uncertainty is also deemed negligible. The calculationsfor this can be found in appendix C.
4.5.4. TOTAL ERRORAll individual errors discussed before are summarised in table 4.7. The cross correlation error is depen-dent on the digital image resolution and the time between two pulses andwould therefore need differenterrors for the different runs and velocity cases. However, for the smallest δt and the worst resolution,the error is still only 0.0001% and thus negligible. Therefore it is portrayed as 0% for all cases. Also theparticle slip uncertainty differs for the different cases, for the total uncertainty, the largest one is taken.In the last two rows, the total error for both parts is calculated using the standard error propagationrelation stated in eq. (4.17).

εtot al =
√
ε2

N +ε2
cc +εsl i p +εsp (4.17)

Table 4.7: Overview of sources of uncertainty and their results
Uncertainty source Percentage
Ensemble size, εu 1.25%Ensemble size, ε〈u′〉 0.88%Ensemble size, εu′v ′ 0.32%Cross-correlation, εcc 0%Particle slip, εsl i p 0.2-0.9%Spatial resolution, εsp 1%
Total uncertainty, mean εtot al ,u 1.8%Total uncertainty, rms εtot al ,u′

r ms
1.6%Total uncertainty, rss εtot al ,u′v ′ 1.4%
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4.6. CONCLUSION, STRENGTHS AND LIMITATIONS
PIV is an excellent technique to investigate the flow structures inside the DUT Flameless CombustorSetup without interfering with the flow. Due to the excellent equipment that was available, also a setupwith a ZOOM-case on the nozzle exit was possible. This gives a higher accuracy when looking at the jetexit velocity profile. Processing of the data has been a long process due to the large ensemble size of400 images and the use of 16 MP cameras, but it does allow for correction of some of the reflections.Due to the use of an acrylic cylinder, some reflection problems grew over time and the outer 7mm of theresults should only be analysed qualitatively, not quantitatively. The total uncertainties of the velocityfield, the RMS and RSS are only 1.8%, 1.6% and 1.4% respectively, which is low. However, this shouldstill be taken into account when analysing the results.
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Computational Fluid Dynamics (CFD) can be a powerful tool when investigating flows, when used cor-rectly. It allows the user to perform experiments without the need of time-consuming and expensivereal-life setups and experiments. Especially with the enormous increase in attainable computationalpower the last few years, accurate CFD models are possible for many different types of applications.Running these simulations requires the use of models, which are suited for different flows cases. Itis therefore important to validate CFD results with real life results. Once a validated model has beenobtained, it can be used to predict what real-life situation would do and reduce the need for real-lifeexperiments or target them better. A CFD solution also allows the user to look into the flow in 3D,something is a complex thing to realise in a real-life experiment.
This research has used two software packages from ANSYS, namely, ICEM 18.2 for building themesh and FLUENT 18.1 as the solver. The latter was chosen instead of CFX, since Fluent is better atcombustion CFD and this analysis would therefore enable a better continuation of the research. Thischapter first explains the mathematical basis behind Reynols Averaged Navier-Stokes (RANS) analysesin section 5.1, then the numerical setup used in sections 5.2 to 5.6, then the parameters that will beinvestigated in section 5.7 and lastly present the conclusion in section 5.8. The numerical setup is splitup in a discussion of the turbulence models in section 5.2, the computational domain in section 5.3, theboundary conditions in section 5.4, the near-wall treatment in section 5.5 and lastly the solver settingsin section 5.6.

5.1. REYNOLDS AVERAGED NAVIER-STOKES EQUATIONS
The continuity and Navier-Stokes equations are used by CFD to compute the flow in the domain. Theirgeneral forms are given by eqs. (5.1) and (5.2), respectively[61]. The continuity equation is based onthe conservation of mass. This states that the mass entering a system should be equal to the massexiting the system plus the mass that stays within the system. The Navier-Stokes equation is basedon conservation of momentum, of which the result will be a velocity field. It states that a change inmomentum (LHS of eq. (5.2)) should be equal to the sum of external forces acting on it (RHS of eq. (5.2)).The external forces taken into account are pressure forces ~∇p , viscous forces ~∇ · τ̃ and external bodyforces causing body accelerations ρ~g .

∂

∂t
(ρ)+~∇· (ρ~v) = 0 (5.1)

∂

∂t
(ρ~v)+~∇· (ρ~v~v) = [−~∇p +~∇· τ̃+ρ~g ] (5.2)

In these equations ρ is the density,~∇ the mathematical operator for divergence, ~v the velocity vector,
p pressure, τ̃ the viscous stress tensor and ~g the body accelerations.
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Solving these equations precisely, is computationally expensive. Therefore the Navier-Stokes equa-tions are averaged and the pressure and velocity terms are split up into a mean and a fluctuation part.The solution becomes time-independent and therefore much less computationally expensive. However,averaging the Navier-Stokes equation brings up an unclosed term called the Reynolds stress tensor,which is seen as the last term in eq. (5.3). Different turbulence models have been developed to modelthis term and are discussed in the next section, section 5.2.
∂
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5.2. TURBULENCE MODELS
To solve the unclosed term from the RANS equation, two different approaches have been developed.The more simple two equations models (k-ε and k-ω) and the Reynolds Stress Models (RSM). The formertwo models are more simple because they relate the turbulent stress tensor to the mean strain ratetensor in the Boussinesq isotropic eddy viscosity assumption[62]. These models state that the Reynoldsstress tensor is a function of the mean strain rate tensor and the so-called eddy viscosity µt . A generalnote to go with all these models is the following. In the equations of these models, constants are presentthat have to be set by the user. A default set of constants has been researched by ANSYS to work bestin most cases, but these can of course be changed when one thinks this could improve their case.
5.2.1. K-εThis model was first proposed by Launder and Spalding[63] and has a high robustness, economy andacceptable accuracy for many flows. It is a semi-emperical model and is a model based on transportequations for the turbulent kinetic energy k and the turbulent dissipation rate ε. These two variables areused to calculate the eddy viscosity. In the derivation for thismodel, the assumption ismade that the flowis fully turbulent andmolecular viscosity effects are negligible, it is thus only valid in fully turbulent flows.To improve upon the weaknesses of the Standard version of this model, the RNG and Realizable modelhave been developed. The RNG variant supplies better solutions for rapidly strained flows, swirling flowsand accounts better for low-Reynolds number effects. The Realizable model contains a new formulationof the turbulent viscosity and has an improved new version of ε-equation. As such it more accuratelypredicts the spreading rate of both planar and round jets and performs better in flows involving rotation.
5.2.2. K-ωThis model is based on the k-ω model from Wilcox[64]. It is an empirical model and where calculationof the eddy viscosity is based on the transport equations for the turbulent kinetic energy k and thespecific dissipation rate ω (that can be seen as the ratio of ε

k ). It is a model that also takes low-Reynoldsnumber effects into account, compressibility and shear flow spreading. Therefore it can also resolve theboundary layer, taking away the need for a Near-Wall Treatment, contrary to the k-εmodel. However, ithas a weakness in that it is very sensitive to values for k and ω in the freestream, making free shear flowshard to predict. This would make it less suitable for solving the flow of jets. Variants on this model arethe Baseline (BSL) and Shear-Stress Transport (SST) models, which both incorporate a gradual changefrom the Standard k-ωmodel in the low-Reynolds number regions to the k-εmodel in the high-Reynoldsnumber regions. The SST accounts for the transport effects of the principal turbulent shear stress on topof this and is regarded as the best k-ω model for flows with adverse pressure gradients or separation.
5.2.3. RSMRSM is a class of models that elaborates on the already presented k-ε and k-ω models. It is the mostelaborate approach, because it does not incorporate the assumption used by Boussinesq of isotropiceddy viscosity. Instead it solves transport equations for the Reynolds stresses. As such the number ofadditional equations to be solved for 3D flows is seven (for 2D this is five). This way the model accountsfor the effects of streamline curvature, swirl, rotation and rapid changes in strain rate better than thetwo equation models and is more accurate. The model is harder to close and convergence and even thedifferences in the solution may not always be very clear compared to the two equation models. Still, itshould be seriously considered for flow that have strong gradients in Reynolds stresses, such as highlyswirling flows and rotating flow passages and could therefore prove interesting for this case.
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5.2.4. CONCLUSIONFrom earlier research it has become clear that the k-ε model outperforms the k-ω model for this caseand therefore this one is decided to use in this research[9]. Literature has shown that the Realizablemodel could be the better option, because it predicts the spreading rate of both planar and round jetsmore accurately[9]. Also, the Standard model with the c1ε-parameter changed from the default 1.44 to1.6 has shown to improve predictions turbulent round jets. Therefore, these are the ones that will beinvestigated to see the best option for this particular combustion chamber case. In the end, also theflow structure of the k-ε model with c1ε=1.3, the k-ω SST model and the RSM k-ε model with c1ε=1.44shall be displayed to see if they could provide new insights for future work.
5.3. COMPUTATIONAL DOMAIN
The dimensions of the basic configuration have been used for the mesh of the combustion chamber.
However, to decrease computation time, symmetry is assumed and only 1

6
th of the actual volume iscomputed. The split is made along the z-axis at 0o and at 60o and can be seen in fig. 5.1. An angle of60o w.r.t. 30o has been chosen, because this would lead to less singularity issues at the z-axis of origin.

Figure 5.1: Geometry of the CFD domain

The structured mesh, shown in fig. 5.1, has been chosen instead of an unstructured mesh because itwill have less cells for the same accuracy and is easier to control. However, making a correct structuredmesh is harder, especially with complex shapes. This geometry is not that complex and was managed toconstruct using two O-grid blocks around the jets.
With the presence of all these different blocks in the geometry, the cell densities and their gradientscan be controlled. Fine and high quality meshes are needed in places of interest. A low quality meshwill also hinder the convergence speed of solver, or could even refrain the solver from converging at all.To obtain a high quality mesh, attention has to be paid not to have steps in cell lengths larger than 1.2,aspect ratios (AR) of blocks should be around 1 and skewness of the cells should be low as well. Thelatter means that the cell corners should have right angles as much as possible.
A finermesh leads to amore converged solution, but also leads to higher computational times. There-fore a mesh convergence study is needed to define when mesh refinement does not anymore lead toa more change in solution. This study has been based on a global and a local parameter. Namely, theabsolute pressure difference between the inlet and the outlet, and a comparison of the velocity profilesin the nozzle and in the jet region. The characteristics of the different meshes are displayed in table 5.1,where the quality parameters are defined by ICEM and where ‘1’ is best. The solver setting with whichthis study has been performed is explained in the next subsection, namely section 5.6.
The pressure difference in fig. 5.2 shows an asymptote at ∆P = 155Pa. Meshes within 1% of this aresaid to be globally converged, as such mesh Finer 7 was taken and improved and producing the resultof mesh Final, within the threshold. Figures 5.3 and 5.5 show the z-velocity profiles at x=50 and x=150

mm and figs. 5.4 and 5.6 show zoomed parts of these figures, respectively. From these figures it canbe stated that convergence is reached after mesh Finer 2 and thus that the Final mesh provides a meshindependent solution.
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Table 5.1: Mesh characteristics of convergence study
Mesh quality parametersMesh name No. of nodes Skewness AR Quality

Coarse 2 192483 0.947 0.281 0.877Base 0 419421 0.948 0.272 0.948Finer 2 713571 0.949 0.266 0.912Finer 5 1454280 0.948 0.230 0.925Finer 7 2237504 0.950 0.226 0.930Finer 9 3329516 0.950 0.228 0.934Final 1836728 0.948 0.230 0.925

Figure 5.2: Global mesh convergence, based on pressure loss in the combustion chamber

Figure 5.3: Z-velocity profile at z=50mm for mesh conver-gence study Figure 5.4: Zoomed z-velocity profile at z=50mm for meshconvergence study

5.4. BOUNDARY CONDITIONS

For this case, the following boundary conditions have been set for the domain. Firstly, the inlet is the startof the two nozzles and was set as a mass-flow inlet. Here a mass flow of 0.005305 kg /s, a turbulenceintensity of 5% and a hydraulic diameter of 0.00845 m have been chosen as the default settings. Thehydraulic diameter is equal to the nozzle diameter for the basic configuration. With this mass flow, a 45
m/s case for the experimental PIV setup is simulated. The outlet was set as outflow, since it the detailsof the flow at this location are not known prior to solving the case. The two sides of the geometry havebeen coupled using a periodic interface with a 60o rotation.
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Figure 5.5: Z-velocity profile at z=150mm for mesh conver-gence study Figure 5.6: Zoomed z-velocity profile at z=150mm for meshconvergence study

5.5. NEAR-WALL TREATMENT
The near-wall region or boundary layer of a flow can be subdivided in mainly three regions. A viscoussublayer where the flow is laminar, a buffer layer providing a transition to finally the fully turbulent outerlayer. These layers are displayed in fig. 5.7. On the x-axis, the y+-parameter can be seen, which is thedimensionless wall coordinate defined by eq. (5.4). In eq. (5.4) ∆yp is half of the height of the first meshcell, ρ is the air density, τ is the friction force and µ is the dynamic viscosity. In this equation, only τ is avariable which is defined by eq. (5.5), where µ is now the friction coefficient and δU /δy is the velocitygradient calculated by the model.

Figure 5.7: Subdivisions of the near-wall region, as taken from the ANSYS Fluent Manual

y+ = ∆yp
p
ρτ

µ
(5.4)

τ=µ
(
δU

δy

) (5.5)
The boundary layer is formed by to the no-slip condition at the wall, altering the mean velocitiesand giving a strong gradient to the velocity from the wall to the freestream. This gradient in the meanvelocity causes high turbulent kinetic energy in this layer. Due to the large gradients and transport ofmomentum and other scalars, turbulence and vorticity are produced mostly in this layer. So an accuraterespresentation is important to model a turbulent jet right. Which is again important for modelling theflow in the combustion chamber volume. The turbulence models are valid for the freestream turbulentflows, but different representations are needed to simulate the viscous boundary layer.
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These representations can be split in two forms. Firstly, ‘wall functions’ solve the viscous sub-layernear thewall and the buffer layer based on semi-emperical relations and then link to the freestream. Theycompletely replace the turbulence model in this layer and calculate the velocity gradient in eq. (5.5) fromthe semi-emperical relations. Therefore the y+ value of the mesh that this function is used with shouldstretch into the buffer layer, so that the whole first cell can be replaced with a formula for the viscoussublayer. ‘Near-wall models’ on the other hand will actually modify the turbulence model and solve theboundary layer itself and are therefore only valid when the mesh near the wall is fine enough to give agood spatial resolution. The concept of this is shown in fig. 5.8.

Figure 5.8: Near-wall treatment approaches: Wall fuction & Near-wall model, modified from the ANSYS Fluent Manual

To decide on the near-wall treatment that is used in this research, an investigation with two differentmeshes and the Standard Wall Function (SWF) and the Enhanced Wall Treatment (EWT) model havebeen performed. Two different meshes are needed, because for the EWT model a mesh with a y+ < 4 atthe wall is needed. An adapted version of the Final mesh was used for this.

Figure 5.9: Velocity profile at z=28mm (1mm after the nozzleexit) from PIV and CFD, for wall treatment comparison Figure 5.10: Velocity profile at z=35mm from PIV and CFD, forwall treatment comparison

The results of this analysis next to the PIV-results can be seen in figs. 5.9 and 5.10. Both approachesproduce very similar results, but the SWF shows a slightly more similar profile at z=35mm than theEWT. Next to these results one should know that the EWT-cases were much harder to converge andtook much longer as well. This is also a reason for choosing the Final mesh together with the SWF inthis research.
To checkwhether the length-wisemesh refinement has converged in the nozzle, a convergence studyhas been performed as well. The used cases can be seen in table 5.2 and the result of it in fig. 5.11. Ascan clearly been seen from this, the mesh is already converged in the mesh called ‘Final 0’ and anyrefinement does not make any difference.
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Table 5.2: Mesh characteristics of convergence study for the nozzle alone
Mesh name Node distance [mm]
Final 0 1.0Nozzle 1 0.5Nozzle 2 0.25Nozzle 3 0.1

Figure 5.11: Result of nozzle convergence study, showing zoomed nozzle exit velocity profiles for different mesh refinements

5.6. SOLVER SETTINGS, SOLUTION METHOD & CONTROLS
When starting Fluent, a pressure based or density based solver should be chosen. In the pressure basedsolver the different equations are calculated seperately, whereas for the density based solver they arecoupled and calculated simultaneously each iteration. The latter is needed for compressible flows, buteach iteration takes longer. Since the flow of interest in this research can be regarded as incompressible,the pressure based solver is chosen.

Next to this solver setting, also a solution method needs to be specified to find the solutions of thetransport equations for all the different cells in the mesh. Many different options are possible, some ofwhich can cope with highly skewed cells or perform well with high-swirl or rotating flows, but often arethen less robust. Table 5.3 shows the methods used for this research and a more elaborate motivationfor this can be found in appendix B.
Table 5.3: Chosen solution methods

Solution Method Type
P-V Scheme SIMPLEGradient Least Squares Cell BasedPressure Second Order UpwindMomentum Second Order UpwindTurbulent Kinetic Energy Second Order UpwindTurbulent Dissipation Rate Second Order Upwind

The solution controls are defined by the under-relaxation factors, these determine the ratio of theold value and the one determined by the new iteration. The default settings are recommended to used,because they are optimised for most of the common flow cases. When a solution does not seem toconverge, the factors can be lowered, but this will increase computational times. If a solution is foundwith different under-relaxation factors, this will be mentioned with the results.
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5.7. PARAMETER INVESTIGATIONS
After setting a base configuration for the way the different models and cases shall be approached, itis time to look at the models and cases themselves. The parameters that shall be investigated in thisresearch are the following,

• Comparison of the k-ε Standard and Realizable model, including a c1ε change of 1.44 to 1.6 forthe former model
• Boundary layer optimisation in the nozzle, by changing the length of this in the geometry of themesh
• A turbulence intensity investigation as the boundary condition at the nozzle inlet.
For comparing results of different turbulence intensities with the PIV results, an extra formula isneeded. Since u’r ms,z and u’r ms,y cannot be taken individually from the CFD results, the total u′ is calcu-lated using the turbulent kinetic energy using eq. (5.6). It can be read in the Fluent User Guide that Fluentuses this formula to calculate the RMS of the velocity fluctuations used for calculating the turbulenceintensity.

u′
r ms =

√
2

3
k (5.6)

5.8. CONCLUSION & LIMITATIONS
From this chapter and the analysis presented here, the solver settings can be summarised in table 5.4.
Table 5.4: Summary of the numerical experimental setup

Chosen parameter
Solver Pressure basedTurbulence model Standard k-εModel constants Cmu = 0.09, c1ε = 1.44, c2ε = 1.92,TKE Prandtl number = 1, TDR Prandtl number = 1.3Near-wall treatment Standard Wall Function

Limitiations that are clear from this CFD analysis are the following. Firstly, a structured mesh incombination with the geometry of the combustion chamber poses problems on the mesh quality. Dueto the O-grid blocking, many of the refinement settings for the nozzles and the boundary layer have theireffect throughout the whole domain. This can lead to large aspect ratios or meshes with high refinementin regions of low interest. The former leads to convergence problems, the latter to high computationtimes.
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RESULTS

This chapter presents the relevant results from the experimental and numerical investigations of thisresearch. The results from the preliminary runs, using the steel combustion chamber with the quartzglass windows, are shown in section 6.1. Afterwards, the results of the experiments using the transpar-ent cylinder are presented. Starting with the flow structure in section 6.2, followed by the results onair recirculation and entrainment in section 6.3. Section 6.4 shows the intermediate and final numericalresults. These results are then used together with Plane B results from PIV, to show the 3D flow struc-tures in section 6.5. A thorough analysis and discussion of the results is performed in chapter 7.
A few notes are to be made for all results. The middle of the burnerface is set as x,y,z = 0,0,0 mm(see fig. 6.2), the z-location for the exit of the nozzle is 27 mm and the diameter of the combustionchamber D is 156 mm. Also, because of the spatial error originating from the PIV measurements, theturbulence intensities are only investigated for the ZOOM-case. The velocity profiles can still be usedfor the other runs since the structures here are large enough to stay within the 3.25 mm for a 1% error.
One of the geometrical variables of the setup is the combustion chamber length, Lcc , which can beshortened from 2.25D of the basic configuration to 1.5D. A depiction of this difference in relation to therecirculation zone for the basic configuration can be seen in fig. 6.1.

Figure 6.1: The variable combustion chamber length put into perspective of the RZ

6.1. PRELIMINARY RUNS
This section presents the results of the preliminary runs done on the combustion chamber, using thesteel mid-section with quartz windows. Figure 6.2 puts the FOV of these results into perspective withthe whole lay-out of the combustion chamber.

Figures 6.3 and 6.4 show two velocity fields for U j et= 30 and 60 m/s, respectively. Both figuresclearly show a black region, depicting zero velocity and marking the edge of the recirculation zone inthe combustion chamber. Clearly, the FOV is too limited to say anything about the jet region. It wastherefore decided to change the steel mid-section for a fully transparent acrylic cylinder with equalinner diameter.
55
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Figure 6.2: The FOV of the preliminary runs put into perspective with the whole combustion chamber lay-out

Figure 6.3: Velocity vector field of the FOV of the preliminaryruns, U j et=30 m/s
Figure 6.4: Velocity vector field of the FOV of the preliminaryruns, U j et=60 m/s

To strengthen the observation that the FOV shows the end of the recirculation zone, figs. 6.5 and 6.6are shown. On these, the middle black line shows the division between air coming from the top andbottom into the RZ. Most clearly seen in fig. 6.5 can be seen that on the right it shows the end of theRZ, with a very low velocity region of almost 0 m/s.

Figure 6.5: Vector field showing the y-component of velocityof the preliminary runs, U j et=30 m/s
Figure 6.6: Vector field showing the y-component of velocityof the preliminary runs, U j et=60 m/s

6.2. FLOW STRUCTURE
This section assesses the flow structure by looking into two parameters. The locations of the stagnationpoints (SP) are displayed to show the RZ shape and the velocity profiles are used to investigate the jetflow behaviour. For both parameters it is shown how they are affected by the combustion chamberlength in section 6.2.1, by the nozzle diameter in section 6.2.2 and by the jet velocity in section 6.2.3.
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6.2.1. INFLUENCE OF COMBUSTION CHAMBER LENGTH

RECIRCULATION ZONE SHAPEThe RZ shape of both combustion chamber lengths is summarised by plotting the stagnation points(SP) in fig. 6.7. Note with these plots that the SP’s had to be identified visually, therefore an error of afew millimeters can be present. Movement of the stagnation points can be seen to be small and is notshowing any correlation with the length of the combustion chamber. Especially not when taking intoaccount the visual identification error. For both geometries, the length of the RZ is 1.18D and the width0.62D. It does show that the lower SP is located more towards the burnerface than the upper SP in bothcases. This is due to the asymmetry in the upper and lower jet strengths, where the upper jet is strongerthan the bottom jet. This will be elaborated upon in chapter 7.

Figure 6.7: Distribution of the stagnation points for Lcc= 1.5D and 2.25D, for different jet velocities

VELOCITY PROFILESFigures 6.8a, 6.8b, 6.9a and 6.9b show the normalised velocity profiles for both combustion chamberlengths, for U j et=15 and 45 m/s and at z = 60 and 140 mm, respectively. For both velocities, it can beseen that no differences exist between the normalised profiles, not in the jet region, nor further down-stream. Therefore there is no influence of the combustion chamber length on the velocity developmentof jet up to at least z = 140 mm. The small peak at y = 40 mm in fig. 6.8a is due to a reflection andshould be ignored.

(a) taken at z = 60 mm (b) taken at z = 140 mm

Figure 6.8: Velocity profiles for the three different nozzle diameters for U j et = 15 at z = 60 and 140 mm
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(a) taken at z = 60 mm (b) taken at z = 140 mm

Figure 6.9: Velocity profiles for the three different nozzle diameters for U j et = 45 m/s at z = 60 and 140 mm

6.2.2. INFLUENCE OF THE NOZZLE DIAMETER

RECIRCULATION ZONE SHAPEThe SP locations for the three cases are plotted in fig. 6.10. The frontal and lower SP’s show a correlationbetween the location and the nozzle diameter. With an increase in nozzle diameter, the RZ will becomeshorter and the lower SP moves towards the burnerhead and up. It can be seen that the asymmetryin the flow structure becomes larger for larger nozzle diameters. The sizes of the RZs are summarisedin table 6.1. This shows that the length of the recirculation zone is always shorter than the combustionchamber length, but increases for decreasing nozzle diameter. The width of the RZ also increases fordecreasing nozzle diameter.

Figure 6.10: Distribution of the stagnation points for dnozzle = 6.67, 8.45, 11.0 mm, for different jet velocities

Table 6.1: Overview of the average recirculation zone length LR Z and width WR Z for dnozzle = 6.67, 8.45, 11.0 mm

Case Length mm D Width mm D

6.67 mm 211 1.35 99 0.638.45 mm 185 1.18 96 0.6211.0 mm 160 1.03 89 0.57
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VELOCITY PROFILESFigures 6.11a, 6.11b, 6.12a and 6.12b display the normalised velocity profiles for all three dnozzle , forU j et=45 m/s at z-locations of 35, 60, 100 and 140 mm, respectively. They show that larger nozzle di-ameters yield wider jet flows. The difference in maximum jet velocity between the upper (left) jet andthe lower (right) jet is larger for larger diameter nozzles, showing more asymmetry. It also shows anincreased backflow velocity for larger nozzle diameters, which then reduces downstream and is weakerthan the others at z = 140 mm.
The increased backflow is due to higher recirculated mass flows which need to be transported ina slightly smaller volume. The backflow velocity reduces quicker for larger nozzle diameters becauseturbulence is stronger in this zone for these cases, causing more dissipation. Equal behaviour is seen forthe other velocities and these cases are therefore not shown.

(a) taken at z = 35 mm (b) taken at z = 60 mm

Figure 6.11: Velocity profiles for dnozzle = 6.67, 8.45, 11.0 mm, for U j et= 45m/s at z = 35 and 60 mm

(a) taken at z = 100 mm (b) taken at z = 140 mm

Figure 6.12: Velocity profiles for dnozzle = 6.67, 8.45, 11.0 mm, for U j et= 45m/s at z = 100 and 140 mm

6.2.3. INFLUENCE OF DIFFERENT VELOCITIESFor the analysis of the recirculation zone shape, only the basic configuration is addressed. For the ve-locity profiles, the recirculation ratio and the turbulence characteristics all the three different nozzlediameter are addressed.
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RECIRCULATION ZONE SHAPE

The RZ shape for the different cases is summarised by plotting the SP’s in fig. 6.13. The small differencesin SP locations do not show any consistency, the figure does not show a clear correlation between theshape and the velocities. What can be seen here again is the difference in z-location between the upperand the lower SP. For both geometries, the length of the RZ is 1.18D and the width 0.62D.

Figure 6.13: Distribution of the stagnation points for the basic configuration for U j et = 15, 30, 45 and 60 m/s

VELOCITY PROFILES

Figures 6.14a, 6.14b, 6.15a, 6.15b, 6.16a and 6.16b show the velocity profiles for all three dnozzle andpossible jet speeds up to U j et=75 m/s, at z-locations of 40 and 100 mm, respectively. They show thatthe profiles do not differ between different velocities for each of the diameters. For the profiles at z =40 mm, the region between y = 0 and -50 mm, shows a stronger backflow velocity for higher velocities,with a maximum of a 5% difference, decreasing asymmetry for that configuration.

(a) taken at z = 40 mm (b) taken at z = 100 mm

Figure 6.14: Velocity profiles for dnozzle=6.67 mm, for U j et up to 75 m/s
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(a) taken at z = 40 mm (b) taken at z = 100 mm

Figure 6.15: Velocity profiles for dnozzle=8.45 mm, for U j et up to 75 m/s

(a) taken at z = 40 mm (b) taken at z = 100 mm

Figure 6.16: Velocity profiles for dnozzle=11.0 mm, for U j et up to 45 m/s

From these profiles it seems that the y- or radial location of the maximum velocity moves inwardquicker for larger nozzle diameters. This is therefore portrayed in fig. 6.17, which shows that this is notthe case, but that this parameter behaves similar for the different nozzles.

Figure 6.17: Y-location of maximum jet velocity locations for the three different nozzle diameters
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6.3. RECIRCULATION & ENTRAINMENT

6.3.1. INFLUENCE OF COMBUSTION CHAMBER LENGTHThe Recirculation Ratios (RR) and Entrainment Rates (ER) for both combustion chamber lengths for U j et= 15 and 45 m/s, are presented in figs. 6.18a and 6.18b, and figs. 6.19a and 6.19b, respectively. TheRRs and ERs are calculated as has been explained in section 4.1. Note that these results are obtainedwith dnozzle = 8.45 mm.
None of the results show significant differences between the two geometries. It does show thatthe maximum backflow of mass is achieved around z = 50 - 60 mm, approximately 5 mm aft of thepoint where maximum ER is achieved. From these results it can be concluded that no influence of thecombustion chamber length can be seen on the RR and ER.

(a) U j et = 15 m/s (b) U j et = 45 m/s
Figure 6.18: Recirculation ratios over the z-axis for U j et = 15 and 45 m/s in the combustion chamber for Lcc = 1.15 and 2.25 D

(a) U j et = 15 m/s (b) U j et = 45 m/s
Figure 6.19: Entrainment rates over the z-axis for U j et = 15 and 45 m/s in the combustion chamber for Lcc = 1.15 and 2.25 D

6.3.2. INFLUENCE OF THE NOZZLE DIAMETER AND JET VELOCITYThis section assesses the results of recirculation, entrainment and the reynolds shear stress with respectto jet velocity, mass flow, and jet momentum for all three different nozzle diameters. To identify therecirculated and entrained mass flow, the maximum is taken from the centreline profile. This is alwaysaround z = 50 - 60 mm as can be seen in figs. 6.18a and 6.18b. Reynolds shear stress is calculated theway it has been explained in section 4.1.
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Contrary to the results shown in figs. 6.18a and 6.18b, recirculation and entrainment will not bedisplayed using the RR and the ER, but directly using the recirculated mass flow and the entrained massflow. Otherwise dividing it with respect to the inlet mass flow used in the calculation of RR and ER, willmake a clear analysis harder.
COMPARISON ON JET VELOCITYFigures 6.20a to 6.20c show the recirculated and entrained air mass flow and the Reynolds shear stressover the jet velocity for the three different nozzle diameters.

Firstly, it seem that they all show related behaviour. Higher reynolds shear stresses increase quadrat-ically with velocity, which is expected when looking at the unit of the RSS and knowing its depiction is
v ′w ′. Higher RSS values indicate higher entrainment rates because of the increased momentum ex-change between the y- and z-direction, meaning perpendicular to parallel to the jet flow. Higher en-trainment rates lead to higher recirculated mass flows because more air needs to be fed back to the jets.

Secondly, a larger nozzle diameter shows increased RSS, entrained mass flow and recirculated massflows for an equal jet velocity. This can be explained by the increased inlet mass flow that a larger nozzlediameter has with respect to a smaller one for equal jet velocity. An increased mass flow gives a higherjet momentum, that increases the RSS and as such in the end also the recirculated mass flows.
The increase in recirculated air flow and drop of entrained air flow shown for dnozzle = 6.67 mm atU j et = 75 m/s, cannot be explained. It has been investigated not to be due to a decrease or increase ofreflections in the PIV results for these cases compared to the other cases.

(a) Recirculation (b) Entrainment

(c) Reynolds shear stress
Figure 6.20: Recirculated and entrained mass flows and Reynolds shear stresses over jet velocity, for dnozzle=6.67, 8.45, 11.0 mm
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COMPARISON ON INLET MASS FLOWFigures 6.21a to 6.21c show the recirculated and entrained air mass flow and the Reynolds shear stressover the inlet mass flow for the three different nozzle diameters.
Firstly, they all show related behaviour again. This time however, the smaller nozzle diameter leadsto an increased RSS, entrained mass flow and recirculated mass flows. This can be explained by theincreased jet velocity that a smaller nozzle diameter has, with respect to a larger one for equal massflows. This increased velocity leads to a jet with higher momentum, creating higher RSS values and assuch more recirculation in the end.
Just as for figs. 6.20a to 6.20c, the plots for the different nozzles seem to express linear relations andare going through the origin, but only with different slopes. So for a certain mass flow or jet velocity, theratios between the recirculated or entrained mass flows for the different nozzle diameters are approxi-mately equal.

(a) Recirculation (b) Entrainment

(c) Reynolds shear stress
Figure 6.21: Recirculated and entrained mass flows and Reynolds shear stresses over inlet mass flow, for dnozzle = 6.67, 8.45,11.0 mm

COMPARISON ON JET MOMENTUMJet momentum seems to be the driving force behind increasing or decreasing the RSS and this seemsto be directly related to the entrained and recirculated mass flows. Note that although the defintionjet momentum is used, this is not completely right. Since mass is entering the combustion chamber persecond, substituting m with ṁ in the equation for momentum, this also leads to a momentum input per
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second, as is shown by eqs. (6.1a) and (6.1b). Equation (6.1c) also shows why the unit of Newton is usedin the graphs for momentum. However, for the remainder of the report, the defintion of jet momentumwill be used to talk about ṗ , unless indicated differently.
p = m · v (6.1a)
ṗ = ṁ · v (6.1b)

kg

s
· m

s
= kg · m

s2 = N (6.1c)
Figures 6.22a to 6.22c show the recirculated and entrained air mass flow and the Reynolds shearstress over the jet momentum for the three different nozzle diameters.
The differences between the different nozzle diameter seem to almost have gone away. The RSSvalues show a suprisingly good match for dnozzle = 6.67 and 8.45 mm, as does the entrainment. Forboth of these dnozzle = 11.0 mm shows slightly lower values. It is hard to say if this is indeed the casedue to the limited number of data points for this nozzle diameter and the experimental errors. For therecirculated mass flows dnozzle = 6.67 shows increased values for equal jet momentum. This differenceis consistent and significant and is harder to attribute to errors. It could not be due to more entrainmentin the plane of measurement, because this anomaly is not shown in fig. 6.22b. What could be the caseis that there is an exchange of air between this primary flow plane and the secondary flow plane inbetween the jets. However this is hard say with the current measurements and would require a furtherinvestigation.

(a) Recirculation (b) Entrainment

(c) Reynolds shear stress
Figure 6.22: Recirculated and entrained mass flows and Reynolds shear stresses over jet momentum, for dnozzle = 6.67, 8.45, 11.0
mm
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6.3.3. INFLUENCE OF THE JET VELOCITY ON RECIRCULATION RATIOFigures 6.23a to 6.23c show the RR for all three nozzle diameters for different velocities. It seems thatfor all different diameters, the 15 m/s case shows the highest RR. The differences between the othervelocities increments are in the order of a few percentages and no change is to be seen between the RRand the jet velocity for a constant nozzle diameter.
The behaviour of the 15 m/s case could be due to the low Reynolds number for this jet been inves-tigated by Ricou and Spalding. It was found that the entrainment rate decreases for higher Reynoldsnumbers up to approximately 2.5x104, after which it stays constant[65]. This could explain the differ-ences seen, since for dnozzle = 6.67mm Re = 7000, for dnozzle = 8.45 Re = 9000 and for dnozzle = 11.0mmRe = 12500 at U j et=15 m/s. However, this behaviour should then also be seen in figs. 6.24a to 6.24c,which is not the case. It is therefore unknown what has caused this behaviour. Figures 6.24a to 6.24c,show the ER for all three nozzle diameters for different velocities. Again the differences between thevelocities are negligible and no change is to be seen between the ER and the jet velocity for a constantnozzle diameter.

(a) dnozzle = 6.67 mm (b) dnozzle = 8.45 mm

(c) dnozzle = 11.0 mm

Figure 6.23: Recirculation ratios over the z-axis for U j et = 15, 30, 45, 60 and 75 m/s in the combustion chamber for the differentnozzle diameters dn = 6.67, 8.45, 11.0 mm

Figures 6.23a to 6.23c also show that for any of the velocity cases, the RR is higher for a smallernozzle diameter. This seems different from what was shown in the previous paragraphs of section 6.3.2,where higher recirculated airflows can also be obtained for larger nozzle diameters. However, for the cal-culation of RR, the recirculated airflow is divided by the inlet air flow. As such, what is actually depictedis how much airflow per second is recirculated for each kg /s that is put into the combustion chamber.The more narrow nozzle will input this kg at a higher speed, and therefore with a higher momentum andthus will recirculate more air with the same mass flow. So although the results may seem contradicting,they do line up with what was seen earlier.
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(a) dnozzle = 6.67 mm (b) dnozzle = 8.45 mm

(c) dnozzle = 11.0 mm

Figure 6.24: Entrainment rates over z-location, for different jet velocities for all three nozzle diameters

To strengthen the argument of the behaviour of RSS with respect to the cases of equal jet velocity,inlet mass flow and momentum, contourplots of the RSS in the combustion chamber volume are shownin figs. 6.25a to 6.25f. These runs have been chosen since they allow a comparison of RSS for cases forequal jet velocity, equalmass flows and jetmomentum. Since the experimental runswere only performedfor equal jet velocities, the equal mass flow and equal momentum flux cases are not exactly equal, butdiffer by a few percentages. This percentage is always less than 10% and also displayed in table 6.2,where the values for dnozzle = 8.45 mm are used as the reference value. When comparing the rightfigures per case it can be seen that for equal jet velocities, higher RSS are obtained for smaller nozzlediameters. For equal mass flows, the behaviour is opposite. For equal jet momentum, the results arevery similar and the difference shown can be attributed to the differences in momentum of the cases.
Table 6.2: Cases for dnozzle = 6.67, 8.45, 11.0 mm used for comparison at equal mass flows and equal momentum

Jet velocity Volume flow Mass flow Jet momentum Differencednozzle m/s l pm kg /s kg ·m/s2 -
6.67 mm 72 1578 0.0328 - 2.1%8.45 mm 45 1545 0.0318 - 0%11.0 mm 31 1692 0.0360 - 9.5%
6.67 mm 72 1480 0.0328 2.36 9.6%8.45 mm 61 1972 0.0431 2.61 0%11.0 mm 45 2399 0.0532 2.40 8.0%
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(a) RSS for dnozzle=6.67 mm for U j et = 45 m/s.Case(s): U j et

(b) RSS for dnozzle=6.67 mm for U j et = 75 m/s.Case(s): Mass flow,Momentum

(c) RSS for dnozzle=8.45 mm for U j et = 45 m/s.Case(s): U j et ,Mass flow
(d) RSS for dnozzle=8.45 mm for U j et = 60 m/s.Case(s): Momentum

(e) RSS for dnozzle=11.0 mm for U j et = 30 m/s.Case(s): Mass flow
(f) RSS for dnozzle=11.0 mm for U j et = 45 m/s.Case(s): U j et ,Momentum

Figure 6.25: Turbulence characteristics and entrainment rate for dnozzle=6.67 mm, dnozzle=8.45 mm, dnozzle=11.0 mm for
ṁ ≈ 0.0335 kg /s
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6.4. CFD MODELLING
The CFD investigation is started using the settings discussed in chapter 5. For the turbulence model, thismeans the k-ε Standard model is used with c1-ε=1.44 and a standard wall function. From this baseline,the turbulencemodel is changed first to see how this impacts the results in section 6.4.1. Then the nozzleexit conditions are improved, by first investigating the boundary layer in section 6.4.2 and secondly theboundary condition of turbulence intensity is changed in section 6.4.3.
6.4.1. TURBULENCE MODEL INVESTIGATIONNext to the baseline model, c1-ε has been changed to 1.6 and the k-ε Realizable model has been chosen.These two turbulence model variations had been indicated by literature to give improvements over thestandard settings.
RECIRCULATION ZONE SHAPEFigure 6.26 shows the flow field from PIV and the three different turbulence models. Firstly, the differ-ence in the length of the RZ between themodels is clear. For the standardmodel with c1ε=1.6 this is 227
mm or 1.46D, which is almost 24% longer than PIV. The other two are within 10% of the PIV result. Sec-ondly, for the standard model with c1ε=1.6 the jet penetration is much stronger than for the other two,where the standard model with c1ε=1.44 gets closest to the PIV result. These results are unexpected,since the k-ε model is known to overestimate dissipation for turbulent round jets and would thereforeunderestimate jet penetration[66]. It is therefore thought that perhaps the jet outlet conditions are notequal to reality, as such affecting the dissipation rate.

(a) PIV result for the basic configuration

(b) k-ε Standard, c1ε = 1.44

(c) k-ε Standard, c1ε = 1.6

(d) k-ε Realizable
Figure 6.26: Contourplots of the PIV result and the three different turbulence models
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VELOCITY PROFILESFigures 6.27a to 6.27d show velocity profiles for the PIV result of the basic configuration and the CFDresults for the three different turbulence models. The main observation from the contourplots can beseen here as well, which is that all CFD models overestimate the penetration of the jet into the volumeat first and dissipate their energy much slower to their surroundings than the PIV results show. This alsoleads to a thinner velocity profile for the CFD-cases.
For z=35 mm, the results seem to correspond, however for an in-depth display of the nozzle exitprofile, figs. 6.28a and 6.28b shall be used later on. At z=60 mm, there is still not much difference tobe seen between the different turbulence models, although the PIV results already show a decrease invelocity. From z=100 mm it can be seen that the Realizable model penetrates less far than the Standard-1.6 model and Standard-1.44 penetrates even less far. Both these models also have a wider jet profilethan the Standard-1.6 model. At z=140 mm the Realizable and Standard-1.44 model behave very similarand the Standard-1.6 model is still much behind on them. What is striking as well about this last location,is that the Realizable and Standard-1.44 model predict the U j et = 0 m/s location well in both cases.

(a) taken at z = 35 mm (b) taken at z = 60 mm

(c) taken at z = 100 mm (d) taken at z = 140 mm

Figure 6.27: Velocity profiles for the PIV result and the CFD results of the three different turbulence models

To get a better grip onwhat the different turbulencemodelsmean for the nozzle exit velocity, figs. 6.28aand 6.28b show a zoomed in view of this profile. Both figures show the PIV results at z = 28 mm,which is 1 mm behind the nozzle exit. Figure 6.28a also shows the CFD results 1 mm downstream,whereas fig. 6.28b shows the CFD profiles, right at the nozzle exit, to show that the diameter of thenozzle is correct in this simulation. Something one might doubt when looking at fig. 6.28a, since thedownstream result shows a much wider velocity profile than the PIV results. Next to this it is clear tosee that maximum velocity obtained by the models is also lower than for the PIV results. Apart from
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these differences, the three turbulence models do not yet show any differences between themselvesright here at the nozzle exit. This is expected, since the nozzle exit profile is mostly dictated by the walltreatment. Also, all turbulence models are based on the same equations and the nozzle length is tooshort to already develop differences.

(a) taken at z = 28 mm, 1 mm behind the nozzle exit (b) taken at z = 27 mm, right at the nozzle exit
Figure 6.28: Zoomed in velocity profiles for the PIV result and the CFD results of the three different turbulence models

From these first results two major anomalies are found. The jet penetration is much larger for theinvestigated turbulence models and the nozzle exit velocity profile shows a wider profile for the CFDanalysis. Since the nozzle exit conditions will influence the jet penetration, this is first investigated.
6.4.2. BOUNDARY LAYER FITIn an effort to improve the nozzle exit velocity profile, the boundary layer development is changed. Thek-ε Standard model with c1ε=1.44 has been used as it gave the best results up to now. The nozzle lengthhas then been changed to see if the Standard wall function would then give a better approximation ofthe jet exit velocity profile.

Figures 6.29a and 6.29b show the result of the impact this has on the velocity profile 1 and 8 mmafter the nozzle exit. The actual nozzle length is 50 mm, but the best profile fit can be seen for Lnozzle =85 mm. Since the PIV velocity profile diminishes quicker than the CFD models, mostly fig. 6.29a shouldbe used as reference. The increase in nozzle length does not seem to influence the boundary layerthickness and deliver a sharper velocity profile. This is unexpected, since a longer nozzle would increasethe boundary layer thickness and yield a more developed flow profile. Whereas now it seems from thevelocity profiles that the cases with lenghtened nozzles, have a higher mass flow, due to the increasedmaximum velocity, while the rest of the profile remains almost unchanged. Because of this anomaly, thevelocity profiles and TI profiles inside the nozzle are investigated.
Figure 6.30a shows the mean velocity profile imposed as a boundary condition at the inlet, whichis equal for all cases, and how this has developed at the end of the nozzle for the different lengths.This shows a more developed flow for longer nozzle lengths, where the top-hat profile becomes a moreparabolic profile and the core flow reduces in width and a higher maximum velocity if obtained. Fig-ure 6.30b shows the TI profiles, starting with the intial condition of 5% and showing the final profiles forthe three different lengths. From this it can be seen that the boundary layer is indeed thickening for alonger nozzle. It also shows a decreased TI in the core flow, because the flow can dissipate its turbulentenergy for a longer time period.
Figure 6.29a actually already showed the more parabolic shape on the top for increased nozzlelengths, upon close inspection. Still, the behaviour seen on the sides of the velocity profile, creatingan almost identical profile for all CFD cases and wider profile than the PIV results remains unclear. Fig-ure 5.4 already showed that this could not be due to the mesh density.
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(a) taken at z = 28 mm (b) taken at z = 35 mm

Figure 6.29: Zoomed in velocity profiles for the PIV result and the CFD results of three different nozzle lengths

(a) mean velocity profile (the y-axis starts at 30 m/s) (b) TI profile
Figure 6.30: Profiles of the flow inside the nozzle taken at the outlet for the three different nozzle lengths, also showing the inletboundary condition

Something that could be of an influence here is the swirl level inside the nozzle. Because of the shapeof the burnerhead, swirl will be present in reality and therefore this is added as a boundary condition atthe inlet. Adding swirl would change a portion of the axial kinetic energy to a tangential kinetic energy.This could decrease the width of the axial velocity profile at the nozzle exit and give a better prediction.A case with a tangential velocity component of 0.4 (w.r.t. 1.0 for the axial velocity component) imposedas a boundary condition has been run. This value was taken from literature to be a realistic value[67, 68].
Figure 6.31a shows the development of the tangential velocity component inside the nozzle. Thisshows that at first the maximum tangential velocity is 15.3 m/s with a steep profile in the middle, reduc-ing to 13.5 m/s with a reduced slope at the nozzle exit due to dissipation. The case from the previousparagraph clearly shows no tangential velocity whatsoever. Figure 6.31b shows the nozzle exit velocityprofile of the swirl case compared to the non-swirl and PIV results. The sides of the velocity profile haveremained equal and only the top of the profile shows a difference. The maximum velocity obtained bythe swirl-case is reduced, due to part of the axial kinetic energy being used tangentially and the extraamount of dissipated energy inside the nozzle. This was created by the steep velocity gradient imposedat the inlet. Clearly, the velocity profile has not come closer to match the PIV results. Perhaps, the solveritself smooths the steep velocity gradient at the sides of the profile with the flow that is present aroundthe nozzle, but this remains uncertain.
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(a) tangential velocities inside the nozzle (b) velocity profiles 1 mm after of the nozzle exit
Figure 6.31: Velocity profiles for the non-swirl and swirl case, inside the nozzle and 1 mm downstream of the nozzle exit

6.4.3. TURBULENCE INTENSITY INVESTIGATIONIn an effort to improve energy dissipation from the jet to the main volume of the combustion chamber,the turbulence intensity (TI) boundary condition at the jet inlet was changed. The k-ε Standard modelwith c1ε=1.44 is still used for this analysis, and TI has been changed from the default 5% to 13% and20%. These cases do not incorporate swirl, but do incorporate LCC=85 mm. Figures 6.32a and 6.32bshow the normalised RMS profile of the velocity fluctuations and figs. 6.33a and 6.33b show the RMSprofile divided by the local mean, thus the TI, both at 28 and 60 mm, respectively.
Both representations show a few things. Firstly, the TI does not change on the edges of the jet witha different boundary condition. Secondly, the centre of the jet shows small differences with stronglyincreased values of TI as boundary conditions. Thirdly, the TI is highly underestimated on the edges ofthe jet by almost a factor of 2. However, the trends that can be seen from the PIV measurements docorrespond with CFD. To investigate the first two anomalies, the development of the TI profile inside thenozzle for the different boundary conditions is displayed in figs. 6.34a to 6.34c. What this shows is thateven though the initial condition can be much higher, the TI values decrease quickly through dissipationand converge to similar solutions. TI values on the sides are equal for all and the initial condition of 5%ends up at 2.8% (1.8 times less), 13% ends up at 4.6% (2.8 times less) and 20% ends up at 5.4% (3.7times less) at the core. These observations explain the equal TI profiles at the edge and the similar corevalues in TI profiles taken in the combustion chamber.

(a) taken at z = 28 mm (b) taken at z = 60 mm

Figure 6.32: Zoomed in normalised RMS values of the velocity fluctuations of the PIV result and the CFD results for TI=5%, 13%and 20% as the boundary condition
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(a) taken at z = 28 mm (b) taken at z = 60 mm

Figure 6.33: Zoomed in TI profiles for the PIV result and the CFD results for TI=5%, 13% and 20% as the boundary condition

(a) TI = 5% (b) TI = 13%

(c) TI = 20%
Figure 6.34: TI development inside the nozzle for TI=5%, 13% and 20% as the boundary condition at z=0mm

To give a better idea of the overall difference in the RMS of the velocity fluctuations, contour plotsof this are shown in figs. 6.35a to 6.35c for the PIV results and TI=5% and 20%. This agrees with theprevious results, that the jet penetration is overestimated, and TI is underestimated. The PIV resultsshow that the middle of the jet also has a higher TI than both CFD cases. This illustrates that the designof the burnerhead and the short nozzle length produce nozzle exit conditions that are far from a devel-oped flow. This is important for improving this model. The lower TI values, may be the reason for thedecreased dissipation and increased penetrations for the different turbulence models.
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(a) PIV result

(b) TIB.C . = 5%

(c) TIB.C . = 20%
Figure 6.35: Contourplots of the RMS of the velocity fluctuations for PIV and CFD cases with TI=5% and 20%

6.4.4. OTHER TURBULENCE MODELS

Although literature indicated that the k-ε Standard or Realizable model would work best for this applica-tion and that c1ε values of 1.44 or 1.6 would be most beneficial, three other turbulence models are stillinvestigated here. Firstly, the k-ε Standard model with c1ε=1.3 model is investigated, because this willhave an increased dissipation rate, which could aid in matching the PIV results. Secondly, the k-ω SST ischosen because it incorporates the best of the k-ε and k-ωmodels. Thirdly, the k-ε Standard model withc1ε=1.44 is enhanced using the Reynolds Stress Model version of this model.
Figures 6.36a and 6.36b show velocity profiles of these models and the PIV result at z=60mm and140 mm. All of the models still overestimate the jet penetration at z=60mm, although the k-εmodel hasa slightly widened profile. Behaviour of RSM and the k-ω model is similar, although the RSM predictsthe y-location of maximum velocity better. Both still underestimate the dissipation of the jet. The k-εmodel can be seen to be almost dissipated to zero at z=140mm.
Figures 6.37a to 6.37d show contourplots to assess the overall influence of the different models.The k-εmodel seems to come closest to the PIV results, but shows a too short CRZ as well and weak jetpenetration. The fact that its jet penetration is too strong at first, and still predicts a too short CRZ andthen dissipates too much shows it is not an accurate model for this case. Although its behaviour closeto the jet is better than for c1ε=1.44 or c1ε=1.6, downstream its dissipation is too strong.
The k-ωmodel is actually extremely similar to the k-ε Standard model with c1ε=1.44, when compar-ing these results with fig. 6.26b and show no improvements. Although the RSM result seems to deviatethe most, it does depict a lengthened low-velocity zone at the end of the CRZ, similar to the PIV case.The length of the CRZ is stretched and lasts almost up to z=280mm compared to 200mm for the PIVresults, but this is likely due to the strong overestimation of the jet penetration. As such, perhaps withan improved jet modelling, the RSM would get closer to the PIV result than the other models.
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(a) taken at z = 60 mm (b) taken at z = 140 mm

Figure 6.36: Velocity profiles for the PIV result and the CFD results of the k-ε St c1ε=1.3, k-ω SST and RSM k-ε turbulence models

(a) PIV result for the basic configuration

(b) k-ε Standard, c1ε = 1.3

(c) k-ω SST

(d) RSM k-ε, c1ε = 1.44
Figure 6.37: Contourplots of the PIV result and the three other different turbulence models
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6.5. 3D FLOW STRUCTURES
Using the PIV results from Plane B and the CFD results a better comprehension of the 3D flow structurecan be obtained. Plane B corresponds in the PIV experiments to the laserplane being positioned inbetween the bottom two and top two jets, instead of cutting through the top and bottom jet (whichwas Plane A). The 3D investigation starts by looking into the jet interaction and the secondary flowstructures, followed by an investigation in the change of the RR by including Plane B in de calculationand using the complete 3D structure of the CFD analysis.
6.5.1. JET INTERACTION & SECONDARY FLOW STRUCTURESFigures 6.38a to 6.38c show that the y-position where the jets merge is around y = 60 mm for all cases,which is about 3 mm lower than the location of the jet itself. The z-locations for the upper/lower jetsof dnozzle = 6.67, 8.45 and 11.0 mm are z = 75/100 mm, 65/88 mm and 45/60 mm, respectively. Thisshows that a larger nozzle diameter producs a wider jet and will merge earlier. The differences in merg-ing point per configuration, also shows that the lasersheet was not precisely located in between thejets. Otherwise the dnozzle = 6.67 should not have different upper and lower locations. The centre ofthe image is the same as for Plane A, so this does not show anything new. The sides now show a moreprominent PRZ between the jet flow and the wall. The PRZ can be seen to shift aft with decreasingnozzle diameter, following the earlier merging of the jets.

Plane A and B are depicted together in fig. 6.38d, showing the increase in PRZ size and the spreadingof the jet well. The colorbar used here only goes up to 15 m/s, whereas the jet speed is 45 m/s, but thisincreases visibility of the weaker flow structures.

(a) Contourplot of Plane B for dnozzle = 6.67 mm (b) Contourplot of Plane B for dnozzle = 8.45 mm

(c) Contourplot of Plane B for dnozzle = 11.0 mm (d) Integration of Plane A + B for dnozzle = 8.45 mm
Figure 6.38: Contourplots showing Plane B for all three different nozzles for U j et = 45 m/s and putting it relative to Plane A.Numbers depict the local velocities in m/s



78 6. RESULTS

Figures 6.39a and 6.39b show velocity profiles for the PIV results and the three different CFD casesin plane B at z = 35 and 100 mm. From fig. 6.39a it can be seen that no jet interaction is yet to beseen. Instead, a large recirculation zone can be seen for values up to y = 50mm, after which the air againmoves forward closer to the wall. Figure 6.39a shows that indeed the jet have merged at this z-location.The CFD results themselves seem to predict very much the same behaviour. Comparing the CFD resultswith the PIV results also shows a remarkable agreement in results, considering the differences seenin figs. 6.27a to 6.27d comparing the results in Plane A. Taking into account the spatial and ensemblesize errors for the PIV measurement, the differences seen in fig. 6.39b become insignificant.

(a) taken at z = 35 mm (b) taken at z = 100 mm

Figure 6.39: Velocity profiles for the PIV result and the CFD results of the three different turbulence models in Plane B

6.5.2. RECIRCULATION RATIOUsing an Lcc of 85 mm and a TI of 13%, the model has been run for multiple velocities. Firstly, fig. 6.40ashows the RR calculated in the sameway as it has been done for PIV. This shows a relatively good approx-imation of the PIV results, although the CFD cases show a second bump at z = 100 mm. Figure 6.40bshows the RR calculated in a more accurate manner, namely by instead of computing the mass flow overonly a line, it is calculated over the entire surface at the location of this line. For CFD this meant that asummation was made for all negative mass flows on that surface. For PIV, the results of the summationover a line for Plane A as well as B have been averaged to get an approximation. This shows an increasein RR of more than 20% at z = 100 mm, the location of the PRZ. PIV only shows a small increase at thislocation, because PIV cannot capture the PRZ well. Both figures show that the RR does not go to zerofor PIV. This is due to the way it is calculated, not being able to capture the secondary flows well, whichCFD does do in fig. 6.40b. Using the method of summation over one line overestimates the recirculationafter z = 150 mm.

(a) RR calculated over a line running through the jet (b) RR calculated over a surface
Figure 6.40: Recirculation ratios over z-location from CFD, calculated over a line and over a surface



7
ANALYSIS & DISCUSSION

This chapter analyses what has been seen in the results and discuss this. Firstly, the flow structures aretreated in section 7.1. Secondly, recirculation, entrainment and the Reynolds Shear Stress are treatedin section 7.2. This is succeeded by analysing the CFD results and discussing the validation with the PIVresults in section 7.3. Lastly, the 3D flow structure shall be discussed in section 7.4.
7.1. THE FLOW STRUCTURE
The main point of discussion about the preliminary runs is that the FOV is limited to a spot of only 95x 70 mm at the position of the end of the RZ. For research at elevated temperatures this means twothings. Either a transparent quartz glass cylinder will have to be used in, to maintain the large FOV. Orit a limited FOV is to be accepted and the experimental campaign has to be adjusted to this. Apart fromthis clear result, the twomost prominent results about the flow structure are the size of the recirculationzone and the asymmetry that can be seen for this setup. These are therefore seperately treated.
7.1.1. SIZE OF THE RECIRCULATION ZONEThe recirculation zone was shown to be shorter than 1.5D for all cases and to become shorter for largernozzle diameters. Larger nozzle diameters also decrease the width of this zone increasing its strength.The zone shortens for larger nozzle diameters due to the increased width of the jet, merging earlier thanfor smaller nozzle diameters. No change in RZ shape or size was found when operating at different ve-locities for any of the nozzle diameters.

Flameless combustion is known for requiring a relatively large volume compared to conventionalcombustion. A short recirculation zone, would mean that also a short combustion chamber could bemade, decreasing the its volume. It could therefore be worthwile to choose larger nozzle diameters todecrease pressure losses, save space and weight in a gas turbine. For these experiments, the RZ wasalways shorter than the combustion chamber length. However, using smaller nozzles / shorter combus-tion chamber, interference could take place mixing aerodynamic and geometry induced recirculation.The effect of this is unknown, but would be worth investigating in the future.
7.1.2. JET ASYMMETRYThe asymmetry is larger for larger nozzle diameters. Different mass flows do not have an influence onthis, because the behaviour is the same for different velocities at a constant nozzle diameter.The upperjet is thought to be stronger than the lower jet due to the air input of the burnerhead being located onthe bottom. Here the air enters into a ring to which all the jets are directly connected. This connectionis made with a very sharp transition of a pipe being welded on the bottom of the burnerhead. Becauseof this the airflow entering this ring inside will disrupt the flow on the bottom, creating a lower pres-sure here. This is most clearly seen for larger nozzle diameters. When the nozzle diameter decreases,it increases the pressure loss over the jets, increasing the pressure in the ring, decreasing the pressuredifference between the top and bottom.
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The stronger upper jet will have relatively more entrainment. This means that a larger mass flow willbe put into the volume by the upper jet causing this jet to be wider, pushing the downstream part ofthe aerodynamic centreline and frontal SP down. Stronger entrainment causes a stronger inflow to theupper jet near the burnerhead. This shifts aerodynamic centreline near the burnhead up, also movingthe lower SP into the same direction.

7.2. RECIRCULATION, ENTRAINMENT AND REYNOLDS SHEAR STRESS

The main observation from the results on recirculation and what causes this is that it is dependent on jetmomentum. Increased jet momentum causesmoremomentum exchange between the y- and z-directionaround the jet (higher Reynolds shear stress). The effect of this is increased entrainment and thus alsomore recirculation. Since it is dependent on jet momentum, this means that both the jet velocity as wellas inlet mass flow have an effect on it. This makes optimisation of the combustion chamber configura-tion a complex task.
Operation of a gas turbine often includes setting it at different power settings. All of these powersettings have a certain air and fuel mass flow. Based on the results seen in this research, one would saythat using a smaller nozzle diameter is beneficial for a certain air and fuel mass flow setting. A smallernozzle diameter will lead to increased momentum for the same mass flow, therefore increasing recircu-lation and allowing to operate at lower equivalence ratios. The increased Reynolds number this bringsabout would also increase turbulence in the combustion chamber enhancing mixing of all the gases. Thisagain is beneficial for obtaining FC. However, a smaller nozzle diameter and increased turbulence levelswill also bring about higher pressure losses. Too much recirculation could also be harmful if the recir-culated heat raises the reactants temperature so much that the temperature in the combustion zoneexceeds the thermal NOx threshold. The increased backflow and more distributed pattern of heat alsoaffects the combustion chamber wall which could result in unwanted increased maintenance or materialrequirements. There could therefore be an optimum for each mass flow combined with a certain nozzlediameter.
Another way of operating with a certain mass flowwith an optimum between recirculation and pres-sure losses is by changing the number of operational nozzles. When lowering the mass flow, one wouldperhaps want to decrease the nozzle diameter to keep high recirculation at equal pressure losses. Thiswould be something hard to do during operation, but closing certain nozzles is not. This way one cankeep comparable jet momentum with decreasing mass flows. The burnerhead could also feature multi-ple rings of holes / nozzles, that could be opened or closed with certain mass flow settings.
A stronger central recirculation zone has been shown to increase stability of the FC regime, whichis the case for a larger nozzle diameter at equal mass flow. To achieve this strong central recirculationzone for smaller nozzle diameters, one could also put the nozzles radially closer to each other. From theresults from this research it would be expected to be beneficial to put smaller nozzle diameter closer toeach other. This also increases the available volume for the peripheral recirculation zone to develop. Thiszone was seen to contribute significantly to the total recirculation. With the increased jet momentumthis could show to keep stability while increasing recirculation. This is a design choice worth investigat-ing.
An opportunity that could be seen in future engine designs for FC is the development of inter-turbinecombustors and of hybrid distributed propulsion. In an inter-turbine combustor, the flue gases fromthe first combustion chamber pass through one turbine stage to enter a second combustion chamber.This means that the oxygen concentration is already low and temperatures are high. This way, lessrecirculation of flue gases is needed within the second combustion chamber, making it easier to achieveFC here. This way pressure losses could be minimised[8]. Hybrid distributed propulsion could be anopportunity, because it uses one centralised gas turbine in the aircraft operating at its design pointthroughout the flight. This means it requires a much smaller range of operating conditions, making itmore suitable for operation in the FC regime.
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7.3. CFD MODELLING
The most recommended turbulence models from literature have been investigated to show which oneresembles the PIV results best. With the best model it has been tried to model the jet flow most accu-rately, since this will influence themodelling of thewhole flow structure. Without a correct jet modelling,the flow structure inside the combustion chamber cannot be modelled correctly.
7.3.1. TURBULENCE MODEL INVESTIGATIONIt was clear from the contour-plots that the standard k-ε with c1ε = 1.44 model shows the best resultswith respect to stagnation point accuracy and jet penetration. It performs better than the same modelwith c1ε = 1.6, because increasing this parameter decreases the jet dissipation rate and as such increasesits penetration. The increased jet penetration then also influences the RZ shape, causing it to deviatemore from the PIV result. Using c1ε = 1.3 jet penetration is still overestimated in the beginning, al-though it gives a wider jet profile to come closer to the PIV results. Afterwards it dissipates too quicklyalso creating a too short CRZ. This is completely expected since decreasing this parameter increases thedissipation. However, it clearly does not dissipate strongly enough yet in the beginning and too strongin the end, making this model not suited as well.

The Realizable model is supposed to model jet spreading and rotational flows better than the Stan-dard model. For the first part of the chamber it is further behind on the reality than the c1ε = 1.44model,but afterwards predicts stronger jet dissipation (from around z = 100 mm). Perhaps this triggering pointcan be accelerated and improve the results by decreasing the c2ε parameter.
The k-ω SST model shows results completely comparable to the standard k-ε with c1ε = 1.44 model.This is as expected since it combines the good low Reynolds number performance of the standard k-ωmodel with the good free stream performance of the k-εmodel. Since there are not many low Reynoldsnumber regions in the combustion chamber it is expected to produce similar results. It is superior inregions of strong adverse pressure gradients and separation, but these are not present in this case.
The Reynolds Stress Model showed a too far penetration in the beginning and an elongated CRZ.However it predicted a better jet location downstream. The behaviour of the end of the CRZ is morecomparable to the PIV results than the other models. It is therefore thought that perhaps with better jetoutlet conditions, decreasing the jet penetration, the model has the potential to come close to the PIVresults.
It is clear that not one model yet has shown to be the absolute best, since much is still dependent onmodelling the jet outlet conditions right. Also, none of the models have been able to capture the flowwell and it is thought that perhaps changing from a RANS analysis to an LES analysis would only enablegood modelling. The PIV results have shown the flow to be highly unsteady and to have large vortexstructures, which are not modelled well by RANS.

7.3.2. BOUNDARY LAYER FITAs became clear from section 7.3.1, improving the nozzle exit conditions has the first priority inmodellingthis combustion chamber in CFD. Therefore the exit velocity profile was firstly improved by changing thenozzle length of the model, because it seemed that the boundary layer thickness was behind on the PIVresults. The results do show an increase in the maximum velocity obtained in the middle of the profileand this is improved as such using a length of 85 mm. However, the thickness of the boundary doesnot show any difference. The boundary layer is affected not only by the length of the nozzle, but alsoby freestream velocity, the near-wall treatment and the roughness of the nozzle wall. The freestreamvelocity is set per case, and the near-wall treatment was also already shown not to have an influence, itcould therefore be tried in the future to change the wall roughness and achieve better results.
Swirl seemed to improve the top-hat behaviour velocity profile from the non-swirl case. Nonethe-less, it did not improve the anomaly seen in the width of the velocity profile. This anomaly is somethingthat remains unsolved and perhaps has to do with the turbulence model too.
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7.3.3. TURBULENCE INTENSITY INVESTIGATIONWith the best results from the nozzle length investigation, the TI at the inlet of the jet has been changedand its development within the jet nozzle has been investigated as well. The PIV results show a factorof 2 higher turbulence levels than the CFD model. The investigation inside the nozzle has shown thatwithin the length of the nozzle, CFD converges to a solution that is too developed. The TI values de-crease quickly inside the nozzle and converge to similar levels. These observations explain the similar jetoutlet TI conditions for strongly different inlet conditions. It could also be seen that the TI in the centerof the jet shows higher TI values for the PIV results, meaning the flow is far from developed. Perhaps in-creasing the nozzle wall roughness or decreasing the nozzle length to prevend flow development, couldimprove the results. To conclude, it is thought that this is one of the main reasons for the differences injet penetration between the different turbulence models and the PIV results.
Something else to take into account is that the PIV TI profile is taken just in front of the nozzle and isnot precisely the nozzle exit profile, but it has already interacted with the air in the combustion chamber.However, this should make the TI profile less sharp and as such, the difference between CFD and PIVresults would be even larger. It is clear from this investigation that changing this boundary conditionalone does not solve the discrepancy between the CFD and PIV results.

7.4. 3D FLOW STRUCTURES

7.4.1. JET INTERACTION & SECONDARY FLOW STRUCTURESAs expected, larger nozzle diameters create stronger jet spreading and will thus merge earlier thansmaller nozzle diameters. This also affects the PRZ location, shifting forward or aft together with thismerging location. All figures show a difference in starting location of merged jets between the upperand lower jet. This means that the laser sheet was not accurately positioned in between the nozzles.The upper jet is alway stronger the bottom jet by a larger difference than the asymmetry can explain.Therefore, the upper part of the laser sheet must have been a small degree off of the midplane.
7.4.2. RECIRCULATION RATIOThe RR comparison between PIV and CFD shows similarity for the first part, up to around z = 70 mm.After this a major discrepancy can be seen, namely at z = 100 mm. The location matches well with thelocation of the PRZ, as can be seen in figs. 6.38a to 6.38c, and it is therefore thought to be caused by thePRZ. The PRZ is not captured well by PIV due to the cylindrical distortortion of the outer 7 mm and istherefore not taken into account in the RR calculation. Plane B captures a bit of the PRZ and therefore,when Plane A and B of the PIV results are averaged, a small increase around z = 100 mm can be seen,but this does not account for everything. Just as all previous results have shown, the RR does not differwith changing velocities.

The differences in the two calculation methods, shows that when only using the line in Plane A,the RR is underestimated. The PRZ is much weaker in this plane and is therefore not well represented,whereas the CRZ is well respresented in both planes.
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8.1. CONCLUSIONS
Conclusions that can be drawn from this research are:

• Using the original steel combustion chamber of this setupwith quartz glasswindows does not allowfor optical access of the jet region. The FOV obtained from this is 95 mm in width and 70 mm inheight, with 1D as the centrepoint, just capturing the end of the CRZ as such. For investigation ofthe jet region a fully transparent cylinder has to be used of acrylic or quartz glass for instance.
• The size and shape of the recirculation zone is completely determined aerodynamically by thejet configuration. The jet velocity does not have an influence on this, nor does the combustionchamber length, at least not as long as the end lies beyond the frontal SP. The width of the CRZis determined by the width of the jet and its spreading, so larger dnozzle causes a narrower CRZ.It also causes a shorter CRZ, because the jets merge more quickly. This potentially creates morestable combustion, but also higher NOx values, while larger CRZ’s create the opposite. A largernozzle diameter could allow the use of a short combustion chamber, beneficial in terms of volumeand weight.
• Reynolds shear stress is quadratically, and entrainment and recirculation are linearly dependent onjet momentum. Increasing either the inlet mass flow or the jet velocity, increases Reynolds shearstress, increasing momentum exchange, increasing entrainment and finally recirculation. For equalmass flows, or power setting, using a smaller nozzle diameter would thus create more recirculationand would therefore be preferred. However, this also increase pressure losses. An optimum nozzlediameter can therefore be sought that balances the right amount of recirculation with the leastamount of pressure losses. Changing the nozzle diameter in operation is hard to do, therefore asystem closing and opening nozzles could be interesting.
• The PRZ is shown to make a strong contribution to the total amount of recirculated air. It couldtherefore be beneficial to put nozzles radially closer to each other to increase the strength of thiszone. Especially if the central recirculation zone is weak. Thus would thus be a suggestion whenoperating with smaller nozzle diameters.
• The jet outlet condition is not yet modelledwell showing heavily underestimated turbulence levels.It is thought that this is the main reason for the overestimation of jet penetration by the models.
• Of the researched RANS turbulence models, c1ε=1.44 of the k-ε-model is seen to be superior toc1ε=1.3 or 1.6. The k-ω SST model is not thought to improve results. The k-ε Realizable model hasroom for improvement by decreasing the c2ε parameter, and the RSM could prove to be accurateusing improved nozzle outlet conditions.
• For modelling this setup with CFD, neither the two equation models nor the RSM seem to predictthe jet penetration or the turbulence levels well yet. RANS is known not to not to be able to modelunsteady and large vortex structures well. Based on this behaviour it could also be the case the
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RANS will never model the flow well and one would have to resort to the approach of Large EddySimulations (LES).
• The current CFD results do seem to predict the RR well and show that the PRZ has a significantcontribution to the RR at their location of over 50%. The PRZ is hard to capture using PIV and itis therefore even more important to create a well validated CFD model to investigate this setupthoroughly.

So to answer the research question:
How can changes in operational variables of the DUT setup improve the applicability of flameless

combustion to gas turbines?

This research has indicated that using smaller nozzle diameters increases recirculation, for equal mass flow
by increasing jet momentum. The increased flow structure size and feedback of flue gases should improve the
chemical mechanism behind reducing NOx emissions and is therefore beneficial. This will come with extra
pressure losses and therefore a different configuration would be optimal for different mass flows. Jet velocity
changes or combustion chamber length changes do not have an influence on the applicability.

8.2. RECOMMENDATIONS
Direct recommendations that come from this research focus on the aerodynamics. With respect to ex-perimental investigation, a few recommendations can be made. It would be recommended to performtime-resolved PIV measurements on this system. This will allow for capturing the vortex structures inthe shear layer and their development. This creates better insights when setting up and validating theCFD model and give more information to predict what influence of chaning parameters will be for thereactive case. Next to measuring on a plane parallel to the flow, it would be interesting to measureperpendicular to the flow to see how the flow structures are linked. The ultimate experiment wouldbe to perform tomographic PIV, since this creates a full 3D picture of the flow field. However, this iscomplex to realise and if a validated CFDmodel can be created this would already give this insight aswell.

With respect to the numerical investigation, it is firstly recommended to look into the RANS mod-elling further. Improving the jet outlet condition has the priority here, concentrating on the outlet veloc-ity profile and the turbulence levels. Changing the latter could be done by changing the wall roughnessof the nozzle or decrease the nozzle length to reduce the dissipation time and give a less developedoutlet flow. With respect to the different turbulence models, the k-ε Realizable model could producebetter results using a decreased c2ε parameter and the RSMmodel also seems promising if the jet outletcondition is improved.
If it turns out that RANS is insufficient in modellling this combustion chamber it is recommendedto investigate LES. Since this flow is highly unsteady and has large flow structures that can also spanfor more than the domain that has been modelled now, LES could prove to be necessary for accuratemodelling.
A recommendation on the hardware is to modify the burnerhead to take away the asymmetry in theflow. This is now interfering with the results and its influence is also not constant but changes withnozzle diameter. This makes isolation of influences and thus analysis of the results harder. Important inthis modification is to ensure a gradual change from the inlet area to the burnerhead volume. it wouldbe best if the input would be centrally placed on the back of the burnerhead. Otherwise a symmetricalplacement of an inlet on the other side of the burnerhead would also already improve the symmetry ofthe nozzle flows.
Once reactive flow can be realised, it is advised to see the influence of the nozzle diameter on thestability and NOx emissions to see how the CRZ shape and strength and RSS influence this.
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Figure A.1: DUT experimental setup, simplified technical drawing [9]



B
CHOICE OF CFD SOLUTION METHOD

Table B.1: P-V Scheme solution methods
SIMPLE SIMPLEC PISO COUPLED
Robust solution Quicker than SIMPLE, can adjust For transient solutions or A little more robust,for skewness, less robust highly skewed meshes but much slower

Table B.2: Gradient solution methods
Green-Gauss Cell Based Green-Gauss Node Based Least Squares Cell Based

Computationally least Gives best results, specifically when skewed cells are presentexpensive Least Squares Cell Based is less computationally expensive

Table B.3: Pressure solution methods
Second Order Upwind Standard PRESTO! Linear Body Force Weighted
May give improvements Standard option When high-swirl/rotating When high body forcesover Standard flows are present are present

Table B.4: Momentum, Turbulent Kinetic Energy and Turbulen Dissipation Rate solution methods
First Order Upwind Second Order Upwind Power Law QUICK Third Order MUSCL
High convergence, Less convergence, Same result as First Order Both can be interestinglow accuracy higher accuracy for rotating flows
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C
SENSITIVITY ANALYSIS OF UNCERTAINTY

FROM PRESSURE AND TEMPERATURE

Please find a small sensitivity analysis below, showing that errors in these readings do not lead to signifi-cant jet speed differences. If pressure has +/- 500 Pa an error of +/- 0.5% can be seen and if temperaturehas an error of +/- 3 K an error of +/- 1.0% can be seen. Because the readings are assumed to be withinthese errors, it is estimated that this in itself does not give a significant error.
Table C.1: Sensitivity analysis on the influence of pressure and temperature on the mass flow and jet velocity for minimal nozzlediameter (6.67 mm) and maximum attained mass flow (2980 lnpm)
Temperature [K ] Pressure [Pa] Mass flow [l npm] Volume flow [l pm] Jet velocity [m/s] ε [%]
275.15 101325 2980 3002 119.3 1276.15 101325 2980 3013 119.8 0.7277.15 101325 2980 3024 120.2 0.4278.15 101325 2980 3035 120.6 0279.15 101325 2980 3046 121.1 -0.4280.15 101325 2980 3056 121.5 -0.7281.15 101325 2980 3067 121.9 -1278.15 100825 2980 3148 125.1 -0.5278.15 100925 2980 3145 125.0 -0.4278.15 101025 2980 3142 124.9 -0.3278.15 101125 2980 3139 124.8 -0.2278.15 101225 2980 3136 124.6 -0.1278.15 101325 2980 3133 124.5 0278.15 101425 2980 3130 124.4 0.1278.15 101525 2980 3127 124.3 0.2278.15 101625 2980 3124 124.2 0.3278.15 101725 2980 3120 124.0 0.4278.15 101825 2980 3117 123.9 0.5
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D
PRESSURE LOSS OF EXHAUST PIPE

Using the Darcy-Weisbach equation from the Handbook of Hydraulic Resistance by Idel’chik, the fol-lowing way has been taken to calculate the pressure loss ∆H inside the exhaust pipe [52]. The Darcy-Weisbach equation can be portrayed by eq. (D.1)
∆H = ζsum · γ ·ωo

2

2 · g
, with ζ=λ · l

Dh
(D.1)

In these equations, ∆H is the pressure loss, γ the specific gravity, ωo the mean stream velocity at theinlet, g the gravitational constant and lastly, λ is the friction coefficient of unit relative length and ζ isthe total resistance coefficient. The exhaust can then be split up in multiple parts, namely, 2 bends andthree straight parts as is shown in appendix D. All parts have a general friction coefficient λ yielding apressure loss, but the two bends have a local resistance coefficient ζlocal and this needs to be calculatedseperately using eqs. (D.2), (D.3a), (D.3b) and (D.4).
ζsum = 2 ·ζlocal +ζbend +ζstr ai g ht (D.2)

ζlocal = A ·B ·C (D.3a)
A = 1 for 90o bend, B = 0.21√

Re
Dh

, C = 1 for circular cross-section (D.3b)

ζbend or ζstr ai g ht =λ ·
l

Dh
where λ= 0.027 (D.4)

The value for λ and equations for ζl ocal are both also found in the Handbook of Hydraylic Resitance,for a welded new steel pipe with smooth round corners in a turbulent flow. Using the values of the tablebelow then gives a pressure loss of approximately 90 Pa. For maximum mass flow ∆H is 360 Pa.

FigureD.1: Schematic drawing of the exhaust pipe of the setup

Quantity Value Unit
g 9.81 m/s2

ρ 1.264 kg /m3

Re 27050 −Mass flow 1508 l pmTotal pipe length 7.5 mTotal corner length 0.6 mHydraulic diameter 0.11 m
λ 0.027 −

Table D.1: Quantities and values for pressure loss calculation
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E
OPTICAL DISTORTION

This appendix gives a clear overview of the optical distortion caused by the acrylic transparent cylinderwith a wall thickness of 4 mm, in combination with an f=105 mm lense. It shows that the outer 7 mmis affected by the distortion, but that the distortion is equal horizontally. This is shown by the distortionbeing similar between the left, middle and right part of the cylinder, displayed in figs. E.1 to E.3.

Figure E.1: Optical distortion in the left 10% of the transparentcylinder in number of pixels per mm Figure E.2: Optical distortion in the middle of the transparentcylinder in number of pixels per mm

Figure E.3: Optical distortion in the right 10% of the transparent cylinder in number of pixels per mm
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DIAMETER
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Table F.1: Overview of the theoretical and effective jet velocities and nozzle diameters
Run Ucase dtheor eti cal Volume flow U j et ,PIV U j et ,theor y ∆U de f f ,∆ de f f[m/s] [mm] [l pm] [m/s] [m/s] [mm]

1 15 8.45 511.7 15.8 12.7 24.8% 11.7% 7.461 30 8.45 1034.1 32.1 25.6 25.5% 12.0% 7.431 45 8.45 1501.6 44.5 37.2 19.8% 9.4% 7.651 60 8.45 2083.1 60.2 51.6 16.6% 8.0% 7.782 15 8.45 500.5 15.2 12.4 22.3% 10.6% 7.552 30 8.45 1026.6 31.1 25.4 22.5% 10.7% 7.552 45 8.45 1514.8 45.4 37.5 20.9% 10.0% 7.612 60 8.45 2053.1 60.7 50.8 19.4% 9.3% 7.672 75 8.45 2547.4 74.1 63.1 17.5% 8.4% 7.743 15 6.67 293.1 14.8 11.6 26.7% 12.6% 5.833 30 6.67 640.8 31.1 25.5 22.2% 10.5% 5.973 45 6.67 934.2 44.7 37.1 20.4% 9.7% 6.023 60 6.67 1269.8 59.6 50.5 18.1% 8.7% 6.093 75 6.67 1577.9 71.6 62.7 14.1% 6.8% 6.223 90 6.67 1902.9 86.3 75.6 14.1% 6.8% 6.213 105 6.67 2234.8 100.0 88.8 12.6% 6.1% 6.263 120 6.67 2525.6 114.9 100.4 14.4% 7.0% 6.213 135 6.67 2807.9 123.1 111.6 10.3% 5.0% 6.344 15 11.0 806.3 15.7 11.8 33.6% 15.6% 9.284 30 11.0 1692.4 30.9 24.7 25.0% 11.8% 9.704 45 11.0 2479.0 45.3 36.2 24.9% 11.8% 9.715 15 8.45 503.5 15.2 12.5 21.6% 10.3% 7.585 30 8.45 1035.4 31.1 25.6 21.4% 10.2% 7.595 45 8.45 1559.7 45.4 38.6 17.4% 8.4% 7.745 60 8.45 2000.5 60.7 49.5 22.5% 10.7% 7.555 75 8.45 2438.1 74.1 60.4 22.8% 10.8% 7.546 15 6.67 291.4 14.8 11.6 27.4% 12.9% 5.816 30 6.67 652.0 31.1 25.9 20.1% 9.6% 6.036 45 6.67 941.4 44.7 37.4 19.5% 9.3% 6.056 60 6.67 1257.1 59.6 50.0 19.3% 9.2% 6.066 75 6.67 1545.6 71.6 61.4 16.5% 7.9% 6.146 90 6.67 1830.5 86.3 72.8 18.7% 8.9% 6.076 105 6.67 2185.6 100.0 86.9 15.1% 7.3% 6.187 15 11.0 810.4 15.7 11.8 33.0% 15.3% 9.327 30 11.0 1687.1 30.9 24.7 25.4% 12.0% 9.687 45 11.0 2516.0 45.3 36.8 23.1% 10.9% 9.808 15 8.45 486.0 14.5 12.0 20.2% 9.6% 7.648 30 8.45 1033.4 31.5 25.6 23.1% 11.0% 7.528 45 8.45 1509.9 43.8 37.4 17.2% 8.3% 7.758 60 8.45 2038.1 58.5 50.5 16.0% 7.7% 7.808 75 8.45 2533.7 71.1 62.8 13.3% 6.4% 7.918 90 8.45 2983.6 81.6 73.9 10.4% 5.1% 8.02
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