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SUMMARY

W IND turbines have been deployed worldwide to address the growing energy demand
while also targeting ambitious plans for the energy transition to renewable sources.

Although wind energy is a key renewable energy source, it still faces unsolved challenges
and offers ample room for innovation. One major concern is its variability, with the maxi-
mum power available fluctuating over time. Importantly, wakes from upstream turbines also
contribute to reducing the power availability for downstream turbines. These wake effects
are magnified by the construction of large wind farms with densely spaced wind turbines,
aiming to efficiently use the allocated space.

Wind farm control strategies can be implemented to mitigate these wake effects and
optimize wind farm power generation. In scenarios requiring on-demand response, such as
those explored in this thesis, wind turbines are leveraged to provide flexibility, constrained
by their maximum power availability. The power delivery of wind power plants upon re-
quest is facilitated by a closed-loop wind farm controller, providing active power control at
fast timescales. Active power control involves adjusting the resource’s active power to as-
sist power grid operators in balancing energy supply and demand, thereby improving energy
security. Our proposed closed-loop control solution provides superior response capabilities
by compensating for reduced power availability, ultimately enhancing the reliability of on-
demand power generation.

The wind variability across turbines, intensified by wake effects, contributes not only
to attaining fluctuations in power generation but also to fluctuations in structural loads on
the turbines. Amplified by wake-induced turbulence, this structural load variability across
turbines leads to uneven degradation of turbine components over the long term. In offshore
scenarios, where accessibility is limited and maintenance operations must be minimized
due to higher costs compared to onshore counterparts, controlling turbines to prolong their
lifetime is of significant interest. In this thesis, this aspect is addressed at both the wind
farm and wind turbine levels.

At the farm level, we propose that farms fulfilling grid energy demands must also bal-
ance the aerodynamic forces of their turbines to evenly distribute structural degradation
among them. This can be achieved without compromising the power generation when the
turbines operate below their maximum energy extraction capacity. We have demonstrated
that by implementing a real-time feedback loop, it is feasible to balance aerodynamic loads
while meeting wind farm energy demands, albeit limited by wind availability. Moreover,
we have demonstrated that balancing aerodynamic forces is advantageous for active power
control in a wind farm affected by wake effects, compared to simply distributing power
requests uniformly.

At the wind turbine level, we introduced two wind turbine controllers designed to in-
dividually restrict real-time aerodynamic loads as a surrogate of structural loads in turbine
components. These controllers are referred to as load-limiting controllers. The first load-
limiting controller employs an optimal control approach. The operator can impose struc-
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tural load constraints, using a convex model predictive control for power tracking. The
second controller, which is more practical, utilizes a switching mechanism with integral
control that allows the operator to prioritize a structural load setpoint over a power demand
setpoint. This prioritization aims to reinforce structural safety in situations where turbines
are compromised from their design conditions. This could be a consequence of numerous
factors, such as unpredictable degradation, installation issues, vessel collisions, and others.

As wind turbines prove to be a viable, reliable, and eco-friendly energy source, new
wind farm projects are becoming more ambitious, incorporating a larger number of turbines
than ever before. Additionally, there is a substantial growth in wind turbine installations
within existing wind farms. This growth in the number of turbines poses an implementation
challenge for wind farm control systems. Similar challenges have been encountered in
controlling other large-scale systems with collective goals, where agents must instead make
decisions based on partial information due to communication limitations in processing or
transmission.

Anticipating this implementation challenge, we transition from a centralized to a dis-
tributed wind farm control solution. Taking advantage of the time scale inherent in typical
wind farm controller implementations, we exchange information with neighboring turbines
rather than a central workstation. Our aim, in particular, is not to gather partial information
but to achieve consensus across the entire farm. However, our control methodology has a
negative implication - the addition of delays - which is carefully examined by the derived
stability condition for the design and is assessed through simulations. Notwithstanding
these delays, the proposed solution is fully distributed and has been demonstrated to be
both simple and effective, facilitating the application of our control solutions in large-scale
wind farms.

Lastly, we validate our wind farm control solutions through experiments conducted
with scaled wind turbines in full-wake conditions. In this way, we verify the benefits of
our control solutions not only through high-fidelity simulations but also through real-world
experimentation.

The work presented in this thesis emphasizes the importance of wind turbine controllers
capable of offering demanded power to the grid while enhancing reliability in power deliv-
ery and addressing structural and maintenance concerns. We introduce closed-loop wind
farm controllers designed to handle these challenges. Furthermore, we expand the imple-
mentation through a distributed approach on one front, while on the other front, we validate
the solutions by means of experiments. The findings from this research contribute to the
efficient operation of future wind farms by employing feedback control strategies across
clusters of wind turbines.



SAMENVATTING

W INDTURBINES worden wereldwijd ingezet om aan de groeiende energievraag te
voldoen en tegelijkertijd ambitieuze plannen te realiseren voor de overgang naar

hernieuwbare energie. Hoewel windenergie een belangrijke hernieuwbare energiebron is
kampt het nog steeds met onopgeloste uitdagingen en biedt het voldoende ruimte voor in-
novatie. Een belangrijke zorg is de variabiliteit ervan, waarbij de maximale beschikbare
energie in de loop van de tijd fluctueert. Belangrijk is ook dat het zog van stroomopwaartse
turbines bijdragen aan het verminderen van de beschikbare energie voor stroomafwaartse
turbines. Dit zogeffect wordt versterkt door de bouw van grote windparken met dicht op el-
kaar geplaatste windturbines, met als doel om de toegewezen ruimte efficiënt te gebruiken.

Windparkbesturingsstrategieën kunnen worden geïmplementeerd om deze zogeffec-
ten te verminderen en de stroomopwekking van windparken te optimaliseren. In scena-
rio’s waarbij een on-demand respons nodig is, zoals in de scenario’s die worden onder-
zocht in deze scriptie, worden windturbines geüpdatet om over flexibiliteit te beschik-
ken te leveren dat beperkt wordt door het maximaal beschikbare windvermogen. De op-
vraagbare stroomlevering van windturbineparken wordt gefaciliteerd door een gesloten-
lus-windparkbesturing, die actieve vermogensregeling biedt op snelle tijdschalen. Actieve
vermogensregeling omvat het aanpassen van het actieve vermogen van de energiebron om
netbeheerders te helpen leveringszekerheid te borgen middels het balanceren van vraag en
aanbod. Onze voorgestelde gesloten-lus regeling biedt superieure responsmogelijkheden
door het compenseren van verminderde energiebeschikbaarheid, en verbetert daarmee de
betrouwbaarheid van de opvraagbare stroomvoorziening.

De variabiliteit van wind, versterkt door zogeffecten, draagt niet alleen bij aan fluctu-
aties in de stroomopwekking, maar ook aan structurele belastingen op de turbines. Deze
structurele belastingsvariabiliteit over turbines leidt op de lange termijn tot ongelijke degra-
datie van turbineonderdelen. In offshore scenario’s, waar de toegankelijkheid beperkt is en
onderhoudsactiviteiten moeten worden geminimaliseerd vanwege hogere kosten in verge-
lijking met onshore tegenhangers, is het regelen van turbines om hun levensduur te verlen-
gen van groot belang. In deze scriptie wordt dit aspect behandeld op zowel windpark- als
windturbine-niveau.

Op het niveau van het windpark stellen we voor dat windparken die voldoen aan de
vraag naar netstroom ook de aerodynamische krachten van hun turbines moeten balan-
ceren om de structurele degradatie gelijkmatig te verdelen. Dit kan worden bereikt zon-
der de stroomopwekking in gevaar te brengen indien de turbines minder dan het maxi-
maal beschikbare vermogen leveren. We hebben aangetoond dat het middels een real-time
feedback-lus mogelijk is om aerodynamische belastingen in balans te brengen terwijl aan
de vraag naar windparkstroom wordt voldaan, mits er voldoende wind is. Voorts hebben we
aangetoond dat het balanceren van aerodynamische krachten voordelig is voor de actieve
vermogensregeling in een windpark dat wordt beïnvloed door zogeffecten, vergeleken met
het gelijkmatig verdelen van het opgevraagde vermogen.

xiii



xiv SAMENVATTING

Op het niveau van de windturbine hebben we twee windturbinebesturingsregelaars
ontworpen die real-time aerodynamische belastingen individueel beperken als vervanging
voor structurele belastingen van turbineonderdelen. Deze regelaars worden belasting-
limiterende regelaars genoemd. De eerste belasting-limiterende regelaar maakt gebruik van
een optimaal regelalgoritme. De beheerder kan structurele belastingsbeperkingen opleggen
met behulp van een convex modelvoorspellende regelmethode voor vermogensopvolging.
De tweede controller, die praktischer is, maakt gebruik van een schakelmechanisme met
integrator-regeling dat de beheerder in staat stelt een structurele belastings-setpoint boven
een vermogens-setpoint te prioriteren. Deze prioritering is bedoeld om de structurele veilig-
heid te verbeteren in situaties waarin turbines worden beïnvloed door externe factoren zoals
onvoorspelbare degradatie, installatieproblemen, aanvaringen door vaartuigen, enzovoort.

Omdat windturbines een rendabele, betrouwbare en milieuvriendelijke energiebron blij-
ken te zijn, worden nieuwe windparkprojecten steeds ambitieuzer, met een groter aantal
turbines dan ooit tevoren. Bovendien is er een aanzienlijke groei in het aantal windturbine-
installaties binnen bestaande windparken. Deze groei in het aantal turbines vormt een
implementatie-uitdaging voor windparkbesturingssystemen. Vergelijkbare uitdagingen zijn
geconstateerd bij de besturing van andere grootschalige systemen met collectieve doelstel-
lingen, waarbij individuele actoren beslissingen moeten nemen op basis van een onvolledige
informatievoorziening ten gevolge van communicatiebeperkingen in verwerking of trans-
missie.

Anticiperende op deze implementatie-uitdagingen maken we de overgang van een cen-
trale naar een gedistribueerde windparkbesturingsoplossing. Door gebruik te maken van
de tijdschaal die inherent is aan typische windparkbesturingsimplementaties, wisselen we
informatie uit met naburige turbines in plaats van een centraal werkstation. Ons doel is
nadrukkelijk niet om onvolledige informatie te verzamelen, maar om consensus te bereiken
onder alle windturbines in het windpark. Onze besturingsmethodologie heeft echter een ne-
gatieve implicatie - de toevoeging van vertragingen - die zorgvuldig wordt onderzocht door
de afgeleide stabiliteitsvoorwaarde voor het ontwerp en wordt beoordeeld aan de hand van
simulaties. Ondanks deze vertragingen is de voorgestelde oplossing volledig gedistribueerd
en tonen wij aan dat deze zowel eenvoudig als effectief is, hetgeen de toepassing van onze
besturingsoplossingen in grootschalige windparken vergemakkelijkt.

Ten slotte valideren we onze windparkbesturingsoplossingen door middel van experi-
menten uitgevoerd met geschaalde windturbines in volle-zog-omstandigheden. Op deze
manier verifiëren we de voordelen van onze besturingsoplossingen niet alleen via hoog-
waardige simulaties, maar ook via experimenten in de echte wereld.

Het werk in deze scriptie benadrukt het belang van windturbineregelaars die in staat zijn
om de gevraagde energie aan het net te leveren terwijl ze de betrouwbaarheid van energie-
levering waarborgen en structurele en onderhoudsproblemen adresseren. We introduceren
gesloten-lus windturbineregelaars die zijn ontworpen om deze uitdagingen aan te gaan.
Daarnaast breiden we de implementatie uit met een gedistribueerde aanpak en valideren
we de oplossingen middels experimenten. De bevindingen uit dit onderzoek dragen bij aan
de efficiënte werking van toekomstige windparken door gebruik te maken van gesloten-lus
regelstrategieën voor groepen van meerdere windturbines.
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1
INTRODUCTION

Large-scale wind energy production plays a crucial role in combating climate change. The
concept of extracting energy out of wind has been adopted by many in the past for several
purposes but has never achieved the maturity and scale of today. Nowadays, wind energy
technology has evolved to megawatts-producing wind turbines situated in demanding loca-
tions, such as offshore sites. However, the control of wind turbines is a challenging task
due to the non-linear nature of wind flow around structures and the complexities of flow
stability. Additionally, the proximity of turbines in a wind power plant introduces dynamic
interactions affecting overall power production and structural integrity.

Currently, the main attention is on maximizing energy extraction by exploring techniques
such as wake steering and wake mixing. However, as wind has become the predominant
source of energy, a shift in the control paradigm to active power regulation is expected.
Controlling wind turbines to produce on-demand power requires taking turbine interactions
into account and addressing concerns about turbine degradation and possible failures, as
highlighted in the citations below.

"A future wind power plant will need to comply to stricter grid code requirements and
providing ancillary services to ensure safe and reliable operation of the power system."

Eguinoa et al. [1]

"The existence of wakes further complicates the process of understanding both
the overall plant performance and the loads experienced by the turbines."

Paul Veers et al. [2]

This thesis delves into these concerns and challenges. We develop novel wind farm control
algorithms and we validate them through high-fidelity simulators and experiments. The
goal of this chapter is to relate these contributions to state-of-the-art control and align
them with the long-term perspectives in the wind energy community.
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1.1. MOTIVATION

E NSURING energy security is essential for developing a sustainable society. In renew-
able energy, a key challenge lies in ensuring reliable energy generation, primarily due

to their inherent volatility, particularly in solar and wind power. Committing to energy secu-
rity fortifies our resilience against diverse challenges, from energy availability fluctuations
to geopolitical tensions, withstanding equipment failures and natural disasters. This dedi-
cation promotes grid stability and fosters economic prosperity. Embracing energy security
sets the stage for a future where reliance on renewable energy sources (RES) can increase,
mitigating environmental impacts, and cultivating resilience against uncertainties.

In recent years, the rapid development of wind energy has been driven by concerns over
global warming and the exhaustion of fossil fuels. Pushed by ambitious climate targets,
for instance, the 1.5◦C pathway [3] and the net zero commitment by 2050 [4], the new in-
stallations of wind power plants in 2020 and 2021 accounted for an impressive 23% of all
installations made before 2021 [5]. In 2022, the total global wind power capacity was up
to 906 GW, helping the world avoid over 1.2 billion tonnes of CO2 annually [6] - equiv-
alent to the annual carbon emissions of South America. Furthermore, the growth of wind
energy is associated with political and economic advantages, for instance, empowered by
the achievement of self-sufficiency in energy generation.

Wind energy has transitioned from being an innovative alternative to a well-established
and viable solution for energy generation. The viability of wind energy has seen a re-
markable surge, attributed to the significant 69% reduction in the levelized cost of elec-
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Figure 1.1: Levelized cost of energy by source in Europe in 2018 [7].
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tricity (LCOE)1 from 2010 to 2022 [8]. This cost reduction is a result of advancements in
manufacturing, installation, and support services within the wind energy sector. While wind
energy has become increasingly competitive, without subsidies, with traditional sources of
energy [9], there is still a lot of potential for further reducing the LCOE [10]. For ex-
ample, Figure 1.1 illustrates that offshore wind already presents lower costs compared to
non-renewable sources, like coal and natural gas. Still, offshore wind costs are higher than
those of other renewable sources, such as biogas, hydro, and geothermal.

According to a more recent IRENA report [11], in 2022, onshore wind achieved an
LCOE of 33 USD/MWh, while solar photovoltaics (PV) significantly reduced its LCOE
to an impressive 49 USD/MWh, outshining offshore wind at 81 USD/MWh. However,
offshore wind remains with great potential to be competitive through ongoing reductions in
manufacturing, installation and operational costs.

Increasing the density of turbines in wind power plants reduces the required area and
cuts down on equipment and maintenance costs. However, a downside of placing wind
turbines near each other is that the aerodynamic interaction between turbines may have a
critical effect on the total electrical power generation and the structural loads experienced
by the turbines [12]. As a wind turbine extracts energy from the wind, it reduces the down-
stream wind velocity and adds turbulence to the flow. The altered flow is called the wake
of a wind turbine (cf. in Figure 1.2). This adverse effect can be alleviated by strategically
placing turbines based on the prevailing wind direction, i.e. through the wind farm layout
design, and/or by employing wind farm control techniques. In this thesis, we concentrated
on the latter approach.

Figure 1.2: A photograph of an offshore wind farm in Denmark in foggy conditions, which clearly shows the
wakes behind the turbines. The downstream rows of turbines experience lower wind speeds and higher turbulence
intensities as a result of the operation of the upstream turbines. Source: Bel Air Aviation Denmark.

1The LCOE is a crucial metric that indicates the average net present cost of electricity over the operation lifetime
of a generator.
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The concept of wind farm control, which has been extensively studied [13, 14, 15],
aims to optimize overall performance of wind power plants by addressing wake effects
and maximizing energy generation. With the increasing penetration of wind energy into the
electricity grid, wind farms are transitioning their focus from maximizing energy generation
to regulating their operation to meet grid demands. Wind turbine controllers originally
designed for maximum power extraction must also offer flexibility. This is enforced by
new grid codes, such as those implemented in Ireland [16] and England [17]. Flexibility in
energy generation allows for adjusting the electrical production of a plant. This adjustment
in wind farms can be performed in response to factors such as a price signal, grid frequency,
or an activation signal from the grid operator.

As we transition to on-demand energy generation, wake effects also present a critical
challenge for wind farm controllers [12, 18]. The interaction between each turbine’s abil-
ity to generate on-demand power and the wind flow varies with different derating control
strategies. These strategies determine how generator torque and blade pitching angles com-
bine to influence aerodynamic forces [19, 20], resulting in different wake characteristics.
From the perspective of wind farms, the flexibility in each turbine offers various options for
distributing power references across the farm while maintaining overall power output. Ef-
fectively managing this distribution, while considering turbine wake interactions, enhances
the reliability of power delivery. Furthermore, incorporating turbine structural loads into
this power distribution can prolong operational lifespan, a topic explored further in this
dissertation.

Lately, offshore sites have been successfully explored by several countries, with France
and Italy each commissioning their first commercial offshore wind projects in 2022. Al-
though the offshore sites have advantages compared to onshore in terms of steadier and
stronger wind speeds, the complex and dynamic marine environment has brought great
challenges to the transportation, installation, and operation of equipment [21]. Notably, the
operation and maintenance costs, influenced by the difficult accessibility and environmental
conditions, can constitute as much as 30% of the LCOE [22]. The occurrence of faults is
intensified by the harsh environmental conditions and the maintenance access is restricted
to the crew and boat availability. Therefore, the offshore wind power plant should operate
with measures in place to ensure resilience and handle potential faults.

Wind
availability

Reliability

Quality of wind
energy

generation

Dependability
on

other sources

Turbine
life

R

Figure 1.3: Four pillars of wind energy reliability.

Both industry experts and researchers
acknowledge the importance of enhanc-
ing the operational reliability of wind
farms [2]. Reliability, defined as the abil-
ity to sustain energy generation over time,
is based on four key pillars: availabil-
ity; quality over time; durability; and de-
pendability. In the context of wind en-
ergy, depicted in Figure 1.3, these pillars
translate to the following: the availability
of wind resources, quality of wind energy
generation and services, longevity of tur-
bine functionality, and reliance on alterna-
tive energy sources to meet the grid demands. Essentially, wind farm control plays a crucial
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role in influencing all four aspects of the reliable operation of wind turbines.
Collaborators from both industry and academia, participating in the European research

program WATEREYE [23], have dedicated their efforts to developing smart solutions aimed
at diminishing operation & maintenance expenses for offshore applications. The focus lies
in empowering wind farm operators with the capability to accurately forecast the neces-
sity for future maintenance through sensing & monitoring systems [24]. Our contribution
directs attention to developing wind farm control algorithms that consider structural load-
ing in the turbine operation, drawing from collaborative work efforts in the WATEREYE
project.

This thesis centers on enhancing energy security by developing wind farm control strate-
gies that fortifies the reliability of wind energy. Our goal is to promote flexibility in wind
energy by regulating the power output of wind farms with designated set points, establish-
ing a harmonious equilibrium between electricity generation and grid demand. However,
wakes reduce wind availability for downstream turbines and potentially saturate their power
generation. We investigate a compensation control framework designed to boost power gen-
eration by using real-time feedback to address these wake effects. Additionally, our efforts
extend to improving structural safety by factoring in the operational structural loads and
health status of turbines. We advocate for wind farms to operate by distributing structural
loads, therefore contributing to the longevity of wind turbines. Furthermore, we propose
the adoption of wind turbine controllers that limit structural loads to guarantee safety in
specific turbines. As a culmination of our research, we have broadened the application of
wind farm control approaches to a distributed framework and substantiated their effective-
ness through scaled experiments. In summary, our aim is to advance both short-term wind
energy security through improved power tracking strategies and the long-term sustainability
of wind power systems by addressing structural loads, thereby fostering economic benefits.

1.2. BACKGROUND AND STATE-OF-THE-ART

T HE technology and science of control of wind turbines can be divided into two cate-
gories: wind turbine control and wind farm control. In this section, we start with a

brief introduction to the state-of-the-art control of individual industrial wind turbines, then
we extend it to power tracking control methodologies; followed by a short discussion on
the wind farm control strategies from literature. Finally, we introduce the simulation tools
used for the development and first validation of the strategies in this thesis.

1.2.1. WIND TURBINE CONTROL
To effectively explore wind farm control strategies, it is essential to first delve deeper into
the specifics of wind turbines. The wind turbine technology has gradually matured over the
past forty years. The predominant type of installed wind turbines is horizontal-axis wind
turbines as illustrated in Figure 1.4. These turbines operate based on three key degrees
of freedom available for actuation: the pitch angle of each blade, the generator torque,
and the nacelle yaw angle. The methodology used to operate these turbines dictates the
control strategy, which can be classified into two distinct methods: greedy control and
power tracking control. Our discussion of these control strategies will provide a foundation
for the exploration of the control strategies proposed in this thesis.
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Figure 1.4: Degrees of freedom available for actuation: blade pitch, generator torque, and yaw.

Greedy control: At an individual wind turbine level, the intuitive approach to decrease
the cost of wind energy is to maximize energy capture. The majority of industrial wind
turbines utilize variable speed control technology, combined with the adjustment of the col-
lective blade pitch angles [25]. This state-of-the-art wind turbine control, so-called greedy
control, is divided into two operation conditions: above-rated wind speed and below-rated
wind speed. At the above-rated conditions, the objective is to produce a fixed amount of
power that aligns with the operational limits of the turbine. This is achieved by pitching
the blades to keep the rotor speed constant at its rated value. The rated rotor speed and
corresponding generator torque guarantee the safe operation of the electric generator and
rotating components. At the below-rated conditions, the wind does not contain sufficient
energy to fully exploit the capacity of the generator. Therefore, the turbine is set to extract
the maximum energy quantity possible. This is achieved by keeping the blade pitch an-
gles constant at the optimal angle, while the generator torque is designed to maximize its
aerodynamic efficiency in power generation. Furthermore, the yaw actuator, controlled by
a yaw controller, adjusts the orientation of the wind turbine’s rotor plane perpendicular to
the measured wind direction.

At a wind farm level, greedy control remains widely employed in industry, where indi-
vidual turbines maximize their own power generation without accounting for wake effects.
However, the drawback of greedy control is its non-cooperative nature, which leads to a
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substantial disparity in power generation and aerodynamic loads. As a consequence of the
wakes generated by the turbines, those situated in the front rows generate a greater amount
of power and may endure the highest mean structural loads, resulting in a difference in life-
time across turbines and increased likelihood of faults and failures. In contrast to greedy
control, power tracking controllers show promise in fulfilling energy needs while also re-
ducing aerodynamic loads.

Power tracking control: Power tracking control is an important feature for wind turbines
that allows flexibility in energy generation, thereby generating energy on demand and of-
fering support to the stability of the power grid. This control method involves adjusting
the generator torque and blade pitch angles of a wind turbine to regulate its power output.
In this work, as typically, we exclude yawing for power tracking purposes. With two con-
trol inputs to achieve a power output set-point, there is a degree of freedom. Therefore,
several strategies can be adopted, for instance, the power tracking strategies with constant
rotor speed, constant tip-speed ratio, or minimum thrust coefficient [20, 26]. Each strategy
has different moment of inertia associated with the rotational components, influencing the
power tracking performance and structural loading. Additionally, each strategy produces
a distinct flow stream due to the associated aerodynamic forces, influencing the energy
density within the flow and captured by downstream turbines.

A limitation of power tracking controllers is that they are constrained by the available
power in the wind. When the power demand exceeds this limit, turbine saturation is reached
and the turbine operates in a greedy manner, producing less power than demand. Addition-
ally, wakes reduce the available wind power, thereby lowering the upper limit in down-
stream turbines. By regulating the power output of individual turbines, it becomes possible
to coordinate the operation of all turbines within the wind power plant while considering the
wake effects. This coordination is provided by wind farm control strategies that properly
distribute power references to optimize energy generation and ensure structural integrity.

1.2.2. WIND FARM CONTROL
Over the past decade, the industry and academy have shifted their focus from wind turbines
to wind farms. The main challenge at the wind farm level is the formation of wind wakes,
which are slower, more turbulent streams of air that emerge behind a turbine rotor during
operation. These wakes often persist for several kilometers, causing efficiency losses on
downstream turbines. To further promote the financial competitiveness of wind as a renew-
able energy source, these wake losses must be addressed. Most commonly, the wake effects
are mitigated through wind farm control.

Wind farm control involves a set of operation strategies wherein the control settings of
each turbine are coordinated considering the behavior of the other turbines within the farm
and the energy requirements. Essentially, wind farm control is designed to operate turbines
in a coordinated manner to achieve a common objective, which is to reduce the LCOE of
the wind power plant.

At the beginning of wind energy, and often still today, reducing the LCOE entails maxi-
mizing energy output while minimizing the manufacturing, installation, operation & main-
tenance, and decommissioning costs. In this initial scenario, the share of energy generated
by wind turbines is lower compared with fossil fuel-based energy production and other
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alternatives in the electrical grid. Therefore, wind farms mostly operate by maximizing
energy generation while the grid is regulated by non-renewable energy and other sources.

The main explored wind farm control methodologies include wake steering, axial in-
duction control, and wake mixing [27]. These methodologies have demonstrated significant
potential for enhancing energy generation and transitioned from academic concepts to in-
dustrial products. For instance, axial induction control has been explored with incremental
gains reported in [28]. Extensive experimentation at a commercial wind farm with wake
steering, achieved by yawing wind turbines, is detailed in [29], demonstrating increased
power generation. Similarly, field experiments conducted in [30] have shown overall im-
provements in power generation through wake steering. Ultimately, wake mixing, also
known as dynamic induction control, enhances wake recovery by dynamically adjusting
the turbine blade pitch to create a changing boundary condition in the wake, thus increasing
downstream energy capture. An example of this methodology is the helix approach [31].
Figure 1.5 depicts wake steering and wake mixing control strategies typically aimed at
maximizing power output.

Wake steering
control

Dynamic induction
control

Figure 1.5: Wind farm control methodologies designed to maximize power. Source: van der Hoek [32].

However, this perspective of maximizing power generation is poised for a significant
transformation as wind energy capacity surpasses that of non-renewable and other sources.
Wind farms will therefore be required to aim at meeting the energy demand from the grid,
which is the primary goal of the wind farm controllers in this dissertation. This transition
is starting to be noticed through different indicators: derating features now being required
by regulations in highly developed countries [16, 17], future trends of European regula-
tions [33], and discussions among researchers about the integration of wind energy with the
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electricity grid [2, 34, 35].
The ability to regulate the active power output of the turbines, for instance by provid-

ing secondary frequency regulation [36], has relevant economic implications for wind farm
operation. Enhancing system frequency stability through the turbines eradicates support
mechanisms utilized for frequency regulation [37]. Moreover, the greater wind energy flex-
ibility the better the association with the current energy markets [1]. As a novel approach,
active power control raises numerous questions from different perspectives as illustrated
in Figure 1.6. In addition to the raised questions, the integration of power tracking con-
trollers as a new feature in wind turbines presents novel technical challenges in operation
that warrant additional research.

Research and Demonstration: 
Bringing Gaps in Stakeholder 

Perspective 

System Operators

ManufacturesGeneration Owners

Regulators

Active power control 
will help the power system and 

reduce costs, but isn’t there 
enough of this service already 

given for free?

Increased active power 
control capabilities will help the 

power system, but can wind 
power provide a reliable 

response?

Active power control 
can be installed at a cost, but 

wouldn’t revenue be lost and the 
life of the turbine sacrificed 

when provided?

Active power control 
can be installed with wind 
turbines, but is there any 

demand for this?

Figure 1.6: Perspectives of various stakeholders on active power control provided by wind farms. Adapted from
Ela et al. [34]

Additionally, turbines are becoming increasingly slender and flexible due to the con-
tinuous growth in size and industry trends leaning towards material efficiency for cost-
effectiveness. Given a target operational lifespan of approximately 20-30 years, it is essen-
tial to address the aerodynamic loads and structural degradation of turbines by wind turbine
and farm controllers. Notably, wakes do not only impact available power but also affect
aerodynamic loads by altering the flow structure.
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Several studies have focused on mitigating structural loads, such as those discussed
in [38, 39]. Enabling active power control and incorporating derating capabilities can sig-
nificantly extend the lifetime of these turbines [40, 41], driven by the reduction of turbine
loads [20]. Moreover, integrating structural load considerations into wind farm control sys-
tems further enhances the long-term performance of wind power parks.

Foreseeing the installation of large-scale wind farms, this thesis also addresses the scal-
ability of wind farm control for practical implementation and applicability of wind farm
controllers in such scenarios. As wind farms can be comprised of a substantial number of
turbines, deploying centralized controllers might present challenges due to the increased
complexity of the network, including network topology constraints and communication
overhead. In contrast, distributed control approaches can excel in performance while con-
sidering restrictions in communication and control. Researchers have explored decentral-
ized controllers for wind farms, as demonstrated in [42, 43, 44].

1.2.3. WIND FARM MODELLING
To understand how wind turbine interactions behave, engineering models are constructed to
describe the important characteristics necessary for control. To that end, wind farm models
vary in their correspondence to the effects of real-world scenarios. On one hand, low-
fidelity models, e.g. FLow Redirection and Induction in Steady State (FLORIS) [45], are
based on parametric flow models that leverage engineering physical assumptions, resulting
in a low computational cost. They are typically used for control synthesis and wind farm
analysis, e.g. annual energy production predictions.

On the other hand, high-fidelity models have higher accuracy. These models simulate
turbine behavior and detail the flow in wind farms by resolving the governing equations
in three-dimensional space. The main limitation of such a detailed model, that includes
the atmospheric boundary layer, is the substantial computation cost. Therefore, they are
commonly used for offline applications. Exploring the viability of employing high-fidelity
models in real-time applications is a recent subject of investigation, as exemplified by [46].

In this thesis, high-fidelity simulations, containing accurate physical models, are com-
puted offline aiming at the validation of wind farm control concepts. Below, we will discuss
about OpenFAST and SOWFA in more detail, as they are used in different parts of this the-
sis to evaluate the proposed wind farm control concepts.

OPENFAST
As a wind turbine engineering tool for simulating the coupled dynamic response of wind
turbines, OpenFAST [47] is one of the most utilized simulation models in wind energy re-
search. It couples aerodynamics models, hydrodynamics models for offshore structures,
control and electrical system (servo) dynamics models, and structural (elastic) dynamics
models. OpenFAST relies on these advanced engineering models that stem from funda-
mental laws, yet incorporate appropriate simplifications and assumptions. In the course of
its development, OpenFAST was enhanced with computational solutions and tuned with
empirical data.

FAST.Farm The extension of the capabilities of OpenFAST for multi-turbine wind farms
is identified by the name of the Fatigue, Aerodynamics, Structures and Turbulent Farm
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tool (FAST.Farm) [47]. FAST.Farm is a medium-fidelity multiphysics engineering tool that
aims to balance the need for accurate modeling of the relevant physics while maintain-
ing low computational costs. This tool uses a simplified (two-dimensional) version of the
governing equations [48]. The Navier- Stokes (NS) equations are approximated using a
thin shear layer approach, which is computationally less expensive than high-fidelity tools.
FAST.Farm demonstrates great promise as a tool for designing wind farm controllers and
simulating wind farm behavior [49]. Therefore, it was also explored during the development
of this thesis, in which we have contributed to an implementation of a MATLAB/Simulink
interface [50].

SOWFA

One of the most comprehensive wind plant models available is the Simulator for Wind
Farm Application (SOWFA) [51]. As a computation fluid dynamic modeling (CFD) tool
based on OpenFOAM [52], SOWFA is employed to model the atmospheric boundary layer
interaction with wind turbines based on the principles of fluid mechanics. The modeling
approach is a large eddy simulation (LES), an advanced numerical method that accounts for
unsteady flow and incorporates turbulent effects in three-dimensional space. Realistic am-
bient atmospheric turbulence intensity, induced by varying inflow and atmospheric thermal
stability conditions, is reproduced by using precursor simulations. The effects of Buoyancy
forces due to variations in the flow density and Coriolis forces due to planetary rotation
are included. Using information from OpenFAST models [47], the wind turbines can be
modeled using either actuator disk models or actuator line models. Furthermore, mesh re-
finements can be imposed to enhance the representation of the flow interaction with the
turbines. Having more detailed information on the flow interaction among wind turbines
allows wind farm controllers to undergo initial validation before conducting experiments
and extensive testing campaigns. A snapshot of the SOWFA output at a specific instant in
time is illustrated in Figure 1.7.

Figure 1.7: A vertical slice of the wind flow velocity field simulated in SOWFA. Source: Churchfield et al. [53]
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1.3. RESEARCH GAP

A FTER considering the previous sections, we see that there are still relevant challenges
for the integration of wind energy. The shift from maximizing to on-demand energy

generation necessitates novel technologies in wind turbine and wind farm control. Previous
works highlight the potential of wind farm control strategies to boost energy generation and
mitigate low power availability caused by wake effects, thus enhancing energy safety. How-
ever, there are still gaps to address in achieving on-demand power generation. In particular,
there are still uncertainties in choosing derating control strategies for wind turbines and the
performance of wind farm control strategies in real-world environments.

Furthermore, structural loading is typically not considered by wind farm controllers.
Wind turbines are certified by manufacturers using broad design load scenarios to ensure
safe operation. However, the lifetime of turbines is tied to the structural loading they ex-
perience, which is heavily influenced by wake effects. This emphasizes the impact of wind
farm control strategies accounting for wake effects in the durability of turbines. Previ-
ously considered as conflicting objective with power maximization, the management of
structural loads benefits from the flexibility of on-demanded energy generation. Operating
wind farms below their maximum capacity allows for distributing different power refer-
ences across turbines, this freedom is used to distribute them in order to alleviate variations
in structural loads. This approach to structural load management would prolong the life of
turbines, thereby enhancing the reliability of wind power plants.

Moreover, technological advancements in digitalization and real-time monitoring of tur-
bine structures enable the assessment of structural loads and health conditions. Integrating
these assessments into wind turbine control helps manage turbine effectively and ensure
safety. This approach enhances the durability and reliability of turbines, which is par-
ticularly critical in challenging settings such as remote offshore locations, where it can
significantly reduce the risk of premature aging and unexpected shutdowns due to failures.

Finally, wind farm controllers typically rely on frameworks that are challenging to scale
due to high computation costs and require full communication across turbines. These fac-
tors complicate the implementation of wind farm controllers, limiting their applicability.
This thesis also explores distributed frameworks that offer solutions to these challenges.
These advancements facilitates implementation and can further position wind energy as
a cost-effective competitor to non-renewable energy sources and aid in the expansion of
offshore wind energy.

1.4. THE GOALS AND CONTRIBUTIONS OF THIS THESIS

T HE aim of this Ph.D. dissertation is to address the four key scientific gaps: evaluating
the effectiveness of wind farm controllers for on-demand power generation, exploring

the distribution of structural loads, integrating health status and structural loads with turbine
operation, and scaling wind farm controllers. Our contribution is in the development and
testing of wind farm controllers that prioritize active power regulation while addressing
structural loading considerations. In short, the goal of this thesis is formalized as:
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Thesis Objective

To design wind farm control strategies that can allow on-demand energy generation
while taking into account structural loads.

More specifically, we aim to address the reliability challenges in wind energy arising
from wake effects. This dissertation begins with the investigation of the following question:

Research Question 1

How can wind farm control enhance reliability in on-demand energy generation in
the presence of wake effects?

Power tracking controllers enable direct regulation through the turbines, but the avail-
able power can be significantly reduced due to low incoming wind speeds and wake effects.
In dense wind farms, which are increasingly common, turbine wakes notably affect overall
power availability. Therefore, we have the following contribution:

C 1. We implement a closed-loop control architecture in high-fidelity simulations to coun-
teract power losses. In our control architecture, turbines collaborate to compensate for
power losses caused by low wind speeds, albeit limited by their own power availability.
This architecture reduces offsets and oscillations associated to wake effects in the overall
wind farm power output, integrating wind energy more efficiently into the grid.

This architecture ensures resilience in dealing with not only low wind speeds in parts
of the farm but also promises to compensate for potential faults and failures. Once wind
farms are configured to meet a total energy demand, there is a freedom in distributing
individual power references across the turbines. This offers an opportunity for structural
load management explored by the next research question.

Research Question 2

How can wind farm control balance structural loads across turbines, while not com-
promising power delivery?

Numerous researchers have studied the reduction of structural loads, recognizing it as
a necessary trade-off with power generation at single wind turbines. In contrast, at a wind
farm, balancing structural loads while tracking a wind farm power reference can be accom-
plished in a non-competitive manner. Our forthcoming contribution focuses on designing
controllers to ensure this balance:

C 2. We developed a closed-loop thrust force balancing control to operate alongside with
wind farm power tracking. This control reduces uneven wear of components across the
farm, primarily influenced by the prevailing wind direction and their wakes, while ensuring
the wind farm continues to meet grid requirements. To maintain the on-demand energy
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generation without compromise, thrust force balancing must prioritize turbines with avail-
able power. This approach avoids competing with power delivery and inevitably allows
variations in structural loads during periods of low wind availability.

While efforts are made to balance the structural loads, turbines can still exhibit a prob-
ability of developing system faults and display uneven degradation from other causes, such
as environment conditions and deviations in manufacturing and installation. This prompts
our third research question.

Research Question 3

Given the health condition of a wind turbine, how can wind turbine control be for-
mulated to reduce structural loading?

Assuming the knowledge of the health status of a turbine, structural safety must be pri-
oritized to avoid substantial costs related to failures. Turbine controllers can offer derating
capabilities, but typically they do not related in real-time with the current structural loads.
To reduce the stress on the component, the operation should be altered accordingly. An ad-
vanced controller would allow turbines to operate at reduced levels according to the current
structural loads rather than resorting to complete shutdown, a conventional practice. Then,
our next contributions are the followings:

C 3.a We developed a novel switching control algorithm aimed at lowering the aerody-
namic loads in a closed-loop manner. This algorithm switches from tracking a power refer-
ence to tracking a thrust force reference as a surrogate for structural loading. This approach
enables continuous production under safe operational conditions, thereby eliminating the
necessity for a complete turbine shutdown.

C 3.b We explore the application of a convex Model Predictive Control (MPC) for power
tracking, in which a constraint on aerodynamic loads can be integrated into its formulation.
We assess different derating methods with the MPC formulation and their performance in
relation to the kinetic energy associated with the rotating components during operation.

Limiting aerodynamic loads reduces the probability of mechanical failures and en-
hances safety levels. In specific scenarios, prioritizing safety over power generation is
crucial to maintain long-term sustainability while waiting for maintenance events. From
the wind farm perspective, any resulting power losses incurred due to reduced operation
can be compensated by the neighboring turbines. Moreover, wind farms are expected to be
installed considering overplanting2, preparing for potential faults and periods of low wind
availability.

Accounting for the considerable number of turbines in wind power plants, several chal-
lenges arise to apply wind farm controllers. These challenges include issues related to
communication and computation, which often require a central point of communication

2Overplanting is the installation of a larger wind power capacity than stipulated.
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through which all turbines are connected. Consequently, the fourth research question is
posed.

Research Question 4

How can wind farm controllers be designed to suit large-scale wind farms?

To answer this research question, we explored distributed control approaches and adapted
our wind farm control strategies. Distributed control offers modularity, reduces communi-
cation costs and eases computational demands. However, it may sacrifice performance
due to incomplete farm-wide information. To reach performance similar to centralized
controllers, we explored consensus theory to acquire full information with limited com-
munication among neighboring turbines. Our contribution is a distributed control strategy
described as follows:

C 4. We derived a distributed control strategy designed to achieve scalability in wind
farm control while maintaining performance levels equivalent to centralized approaches.
We leverage a multi-rate strategy and utilize consensus theory to collectively respond to
information about the entire wind farm.

The proposed distributed controller facilitates the implementation of our previous wind
farm control strategies and performs comparably to the centralized one. In this dissertation,
we derived the stability conditions for its design and assessed its performance using high-
fidelity simulations.

Finally, we tested our wind farm control strategies using scaled turbine models to bridge
the gap between theoretical simulations and practical application. Laboratory experiments
is a cost-effective alternative to direct validating using MW-scale turbines. Experimental
results provide crucial insights that complement high-fidelity simulations and address the
following research question:

Research Question 5

How do novel wind farm control concepts, specifically power compensation and
thrust force balancing, perform when subjected to experimental validation?

The experimental findings confirmed the effectiveness and applicability of power com-
pensation and thrust force balancing proposed in this research, yielding positive outcomes
and contributing as follows:

C 5. The control architectures outlined in contributions C 1. and C 2. were implemented
and validated in a scaled experimental setup, extending our results beyond the simulation
environment. The results mirrored those observed in simulations, demonstrating positive
outcomes and indicating potential benefits for wind farms using the proposed controllers.
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1.5. THESIS ORGANIZATION

T HE outline of the thesis and the connections between chapters, as depicted in Figure 1.8,
serve to guide the reader through the content of this dissertation.

Chapter 2:
Wind farm control
for compensating
power losses

Chapter 2:
Wind farm control
for balancing
structural loads

Chapter 2 and 3:
Load limiting wind
turbine control

Chapter 4:
Distributed control
for large-scale WFs

Chapter 5:
Experimental validation

Structural load-oriented
controllersProposed farm

controllers

Chapter 1:
Introduction

Chapter 6:
Conclusions and
Recommendations

R

Figure 1.8: Visualization of the outline of this thesis.

Moreover, the subsequent bullet points comprise an introductory summary of each chap-
ter.

• Chapter 2: Traditionally, wind farm control aims to distribute power set-points to in-
dividual turbines to maximize energy extraction and, thus, their usage as assets. Yet,
grid balance and frequency support are fundamental in the presence of high renew-
able penetration and volatility of energy prices and demand. This requires a shift from
power maximization to revenue maximization. Acknowledged by industry and re-
searchers, a significant hurdle for wind farms lies in managing turbine wakes. In this
chapter, three active power control strategies pushing this paradigm shift are investi-
gated, namely: wake-loss compensation, thrust balancing, and load-limiting control.
The findings of large eddy simulations of a reference wind farm show that wake-loss
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compensation indeed improves the power generation on waked wind farms, but at the
price of increased structural loads on certain turbines. The addition of a thrust bal-
ancing can equalize the stresses of individual turbines and their wear in the long term,
while still attaining the required power output at the farm level. Furthermore, load-
limiting controllers could potentially aid by allowing maintenance to be scheduled in
a single time window, thus reducing operation and maintenance costs.

• Chapter 3: This chapter details the closed-loop switching control architecture aimed
at reducing thrust force in individual turbines. By taking inspiration from devel-
opments in the field of reference governors, an existing demanded power tracking
controller is extended by a thrust tracking controller. The activation of the thrust
tracking controller occurs only when a user-defined constraint on fore-aft thrust force
is exceeded, which can be set based on the actual damage status of the turbine. Ad-
ditionally, a convex MPC is formulated to track a power demand while considering
aerodynamic loads and flow instability. This latter control approach enables the in-
corporation of load constraints directly into its formulation. Unlike typical imple-
mentations of MPC for wind turbines, is oriented to power tracking, delving into the
effects associated with the kinetic energy of the rotational components across differ-
ent derating methods.

• Chapter 4: The implementation of a centralized control architecture in large-scale
wind farms can raise numerous issues due to the large number of turbines and its
required communication network. In this chapter, we derive a distributed control ap-
proach for active power tracking of wind farms, namely multi-rate consensus-based
distributed control (MCDC). The MCDC is designed to ensure that tracking errors
caused by turbine saturation are equally compensated throughout the wind farm,
while only requiring local information exchanges between turbines. Furthermore,
the proposed controller ensures that aerodynamic loading is balanced across the wind
farm in a distributed manner. Finally, the overall power reference is distributed via
a leader-follower consensus algorithm, resulting in a fully distributed approach. Our
control approach facilitates the wind farm modularity and sparsity, which reduces
the costs associated with control design and its applicability. We establish stability
conditions of the underlying distributed algorithms. Finally, we demonstrate the ef-
fectiveness of the proposed MCDC through high-fidelity simulations by comparing
it to the centralized approach, with WTs regulating their total active power output on
demand in the presence of wakes, and at the same time ensuring that structural loads
are evenly spread.

• Chapter 5: The results from wind tunnel experiments are presented aimed at evaluat-
ing the potential of different wind turbine and wind farm control strategies for active
power regulation, therefore enhancing wind farm reliability and integration with the
grid. The experiments are conducted in a wind tunnel at Delft University of Tech-
nology, using three servo-actuated and sensorized wind turbine scaled models. Two
derating control strategies based on blade-pitch actuation are considered at the wind
turbine level: constant tip speed ratio and optimal generator torque-based strategy.
These derating control strategies are evaluated based on their ability to achieve the
desired response, their undergoing aerodynamic loading, and the downstream power
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availability. At the wind farm level, the wind farm control approaches are considered:
thrust balance and power compensation. The impacts on wind farm power generation
and aerodynamic loading are discussed, highlighting the achieved improvements.

The final chapter of this thesis labeled Chapter 6, presents concluding remarks regarding
the main goal of this thesis, highlights our limitations, includes potential avenues for future
work and discuss the societal impact of our research. A complete list of published articles,
including those not featured in this dissertation, is provided at the end of this thesis.



2
WIND FARM CONTROL FOR

COMPENSATING POWER LOSSES,
THRUST BALANCING, AND

LOAD-LIMITING

No individual can win a game by himself.

Pelé

We must indeed all hang together, or,
most assuredly, we shall all hang separately.

Benjamin Franklin

In this chapter, the main challenges related to the densification of wind farms are exposed:
the low energy availability in the flow inside wind parks and variation in structural loading.
Have you ever wondered how wind farm control could be utilized to face these challenges?
Let’s delve further to reveal the potential of wind farm control. Our proposed wind farm
controllers utilize a combination of feedforward and feedback loops to compensate for dis-
turbances and power losses. They also evenly distribute aerodynamic loads throughout the
wind park and restrict structural loads to values that can be adjusted in real time by the
operator. As a result, we enhance flexibility and reliability, key concerns in the realm of
renewable energy.

This chapter has been published in Silva, Ferrari, and van Wingerden [54].
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2.1. INTRODUCTION
According to the Global Wind Energy Council, 93.6 GW of new wind power was installed
in 2021, which accounts for a 12.5% growth compared to 2020 [5]. Still, to meet the am-
bitious global plans for decarbonization, a growth of 180 GW per year would be required.
The integration of wind power into the grid is becoming more relevant than ever as ad-
ditional wind power capacity is commissioned each year across the globe. Future wind
power plants will need to provide operational characteristics similar to those of conven-
tional power plants, that comply with stricter grid code requirements and provide ancillary
services to ensure safe and reliable operation of the power system [55, 56]. As an ex-
ample for other countries, the United Kingdom has laid out its “Net-zero" plan for 2050,
which aims to increase offshore wind energy from around 7 GW today to 75 GW by 2050.
Note that the peak demand for the United Kingdom in 2020 was about 48.76 GW [57].
Such a substantial increase in the volume of wind energy connected to the grid will require
that wind farms no longer operate in a “greedy" manner, whereby the wind farms aim at
maximizing energy capture. Another drawback of the current concept of maximum power
generation is the variance of aerodynamic loading across a dense farm due to the turbine
interactions. Instead, it is likely that wind farms will be required to participate in a more
meaningful manner in the grid balance, and consider the impact of their strategy on the
structural loading of individual turbines.

Rapid penetration of renewable energy sources, with their inherently fluctuating power
availability, is still challenging for electric power systems. This raises questions about how
the systems would operate when renewable generation becomes the dominant technology.
The wind availability further reduces with farm densification due to turbine interactions,
leading to overplanting as a trivial solution. In overplanting, the wind farm is conservatively
designed and is expected to operate in derated conditions [58, 34]. Balancing the wind
farm production with the demanded grid loads can be provided by the so-called Active
Power Control (APC), as demonstrated by Fleming et al. [12] in high-fidelity simulations.
A centralized APC was introduced by an author [18], where a closed-loop controller is
proposed to mitigate the oscillations of power generation caused by the wake effects, mainly
the induced turbulence.

The ability to control the individual power output may lead to improvements in the pro-
vision of ancillary services [59, 60, 61]. The potential to regulate the active power, such
as secondary frequency regulation, has relevant economic implications for wind farm op-
erators [37]. As a result, turbines that directly participate in the system frequency stability
significantly enhance their cost-effectiveness by eliminating support mechanisms and im-
proving the integration grid system. In addition, turbines under a power tracking controller,
which does not operate to extract the maximum amount of power, are subjected to lower
aerodynamic loads compared to those regulated by traditional controllers. This can lead to
the extension of their service life [41, 20, 40]. Recently, new regulations have been push-
ing the wind industry towards the development of such technologies, with the Irish and
the British grid codes being the first examples of the participation of wind power plants in
frequency control [16, 17]. These regulations require the provision of frequency control
services directly from the wind turbines. Future trends for European regulations, like the
European Network Code developed by the ENTSO-E, indicate the need for down-regulated
wind turbines to participate in primary frequency control [33]. In literature, APC has been
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widely used for single wind turbines, where examples of wind turbine APC algorithms can
be found in Aho et al. [36], Zhu et al. [62], Lio et al. [26], and Kim et al. [63]. Still, APC
results are less explored in a wind power plant context where realistic flow interactions
should also be taken into account.

Still providing the required power output, wind farm control can be leveraged to reduce
turbine loads [42, 64]. As a strong driver of fatigue loading, wakes are known to induce
turbulence due to both wake meandering and wake-added turbulence [15]. Reducing wake
effects on downstream turbines could alleviate fatigue damage, especially on the blades.
Recent research in this area can be found in [38, 39, 43, 65]. In Vali et al. [39], tower base
fore–aft bending moments are balanced while the wind farm power production follows a
reference signal evaluated in a mid-fidelity model. In Stock et al. [65], the wind farm
control dispatches power commands aiming to favor the loads in the turbines. A joint pitch-
based and yaw-based control based on optimization algorithms is investigated by Kanev et
al. [38] and, finally, the work in Baros et al. [43] implements a decentralized load control,
where turbines can communicate with neighboring ones. All the above-mentioned works
are either based on mid-fidelity simulations or real-time optimization algorithms whose
computational costs are still high for practical implementation. These notions lead to a
shifting paradigm whereby wind farm control can support better asset management under
time-varying demand and electricity prices [1, 35]. In the zero-subsidy era, maximizing
revenue is likely to be prioritized over annual energy production gains. This can be achieved
by reducing the active power during periods of low grid loads demand and low electricity
prices, as well as the optimization of loads for potential extension of the service life.

Recently, at an individual turbine level, condition-based control making use of down-
regulation has become the focus of several publications, where turbines are down-regulated
to reduce loading on specific components [66, 67, 20, 40]. These strategies in the offshore
environment are of great value since accessibility is the major barrier to offshore wind
implementation. Long down periods and expensive maintenance events as results of faults
are more prone to happen due to the harsh offshore environment, which includes wave loads
and accelerated corrosion [68]. As an alternative to shutdown, down-regulation can have a
significant cost-effective impact on production by safely operating damaged turbines [69].
The Levelized cost of electricity can be reduced by avoiding unexpected maintenance costs
in long term with preventive methods. Turbine operations can be constrained to provide
more structural reliability by being self-aware of possible non-designed conditions [70,
71].

The main contribution of this chapter is the extended evaluation of three APC strategies
for wind farm control, namely wake-loss compensation, thrust balancing, and load-limiting
control. This evaluation is conducted in terms of power generation and mechanical loads
across the entire wind farm. First, the active power compensation of wake losses uses the
current turbine power output to enhance the tracking of defined power demand. Therefore,
the power system’s reliability is increased by maintaining the electrical frequency close to
nominal. Moreover, depending on the weather conditions, i.e. the wind power availabil-
ity, a thrust balancer uses estimations of aerodynamic forces to equalize thrust forces in all
possible turbines in the farm. This leads to a uniform distribution of structural loads across
the turbines. As consequence, the degradation of high-loaded turbines is reduced together
with their associated maintenance costs. In addition, the total farm available power can be
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increased by the cooperative farm operation, as seen in [72]. Lastly, a load-limiting strategy
using the instantaneous thrust estimations derived from regular turbine measurements, i.e.
rotor speed, generator torque, and blade pitch angles, switches its feedback loop between
tracking the power reference signal and limiting the instantaneous thrust force based on a
user-defined thrust force threshold. As a prevention measure of structural faults, the thresh-
old should be defined by the operator or health monitoring systems due to unexpected or
accumulated damage to the turbine structure. This load-limiting strategy based on a power
tracking controller is explored at the wind farm level in contrast to the existing literature.

A reference wind farm layout is simulated in a high-fidelity environment. Results com-
pare the APC strategies in terms of root mean squared, mean absolute, and peak errors;
as well as, time-averaged means, standard deviations, and damage-equivalent loads. The
damage-equivalent loads are computed for the turbine rotor shaft, tower base, and blade
root. The findings show that the proposed wake-loss compensation exhibits a simple and
effective concept that significantly improves wind farm power tracking in waked condi-
tions. As the wake-loss compensation does not consider wake models for simplicity, the
variance of loads is an undesirable side effect. Then, when thrust force balancing is added
the aerodynamic loads are equalized and the standard deviations from damages in distinct
turbine components are reduced. This effectively mitigates the variance of loads on the
farm. Furthermore, specific turbines had their structural damages drastically reduced using
the load-limiting control based on the instantaneous load estimations while the effects on
the wind farm power generation are minor.

2.2. CONTROL STRATEGIES
2.2.1. POWER TRACKING CONTROL
In variable-speed, variable-pitch machines, the rotational speed, and the grid frequency are
decoupled due to an indirect connection between generator and grid, which is carried out,
nowadays, by the so-called back-to-back converters [73]. This concept is about 25 years old
and allows wind turbines to down-regulate by reducing their speed while the grid frequency
is maintained.

Herein, the wind turbine controller is synthesized to track a reference power signal
whenever possible. Down-regulation based on blade pitch is considered. The controller
shows a resemblance with the pitch-reserve controller described in Aho et al. [36] and
the KNU2 algorithm in Kim et al. [63]. The choice based on blade pitch is justified by the
following characteristics: a monotonic thrust reduction in response to monotonic demanded
power reduction is achieved; operation close to the min-CT method [62]; ensuring a stability
margin w.r.t. stall regions [74].

The turbines are down-regulated by applying both the blade pitch and generator torque.
The blade pitch controller consists of a gain-scheduled PI control law, where the blade pitch
command θ is defined as

θ(s) = K P (θmeas)
[
ωgen,meas −ωgen,ref(Pdem)

] + K I (θmeas)

s

[
ωgen,meas −ωgen,ref(Pdem)

]
,

(2.1)
in which ωgen,meas and θmeas, respectively, are the measured generator speed and the mea-
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sured collective blade pitch angle. The reference generator speed, ωgen,ref, is a function of
the demanded power Pdem. K P(θmeas) and K I(θmeas) are the gain-scheduled proportional
and integral gains [75].

The blade pitch controller, as a feedback loop, seeks to regulate the generator speed
to the desired reference speed and it is similar to the controller used for generator speed
regulation in above-rated conditions, traditionally. However, the generator speed setpoint
depends on the demanded power rather than a rated value, ωgen,rated, as depicted in Fig-
ure 2.2. The relation in Figure 2.2 is obtained by the traditional generator torque-speed
curve from Figure 2.1. The generator speed setpoint is selected by the same amount of
power that the turbine would generate by greedy control in different wind conditions and
it is upper-bounded by the rated value. The literature standard for wind turbine control is
referred to as greedy control. The reader is referred to [76, 77] for more information on
greedy control and [75, 78] for practical implementation of such a controller.
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Figure 2.1: Generator torque as a function of the rotor speed
for the DTU 10MW Reference Wind Turbine
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Figure 2.2: Generator speed reference as a func-
tion of the demanded power for the DTU 10MW
Reference Wind Turbine

Together with the blade pitch controller, the generator torque controller is usually ap-
plied to track the demanded power by multiplying it by the inverse of the measured gener-
ator speed as

τgen,tracking =
Pdem

ηeffωgen,meas
, (2.2)

where ηeff is the generator efficiency. This controller would provide near-perfect tracking
by meeting the generated with the demanded power. However, this generator torque control
law can be problematic as a certain increase in demanded power might lead to undesirable
lower rotor speed and shut-off. In the greedy control, the generator torque is known to be
stable for ωgen ≥ 0, and globally converges to the optimal power coefficient CP to maximize
the turbine’s power generation (in region 2). The greedy torque control law1, which is
composed of the traditional regions, is represented by τgen, greedy and depicted in Figure 2.1.
Therefore, combining the greedy torque with the power tracking control law yields

τgen, combined =min
(
τgen, greedy, τgen, tracking

)
. (2.3)

1In the industry, the optimal torque law in region 2 is often replaced with a PID-controller-based tip-speed-ratio
tracking algorithm in combination with a wind speed estimator. Such an algorithm does not sufficiently add to
the relevance of this work and therefore is outside the scope of this chapter.
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The generator torque control law in Equation (2.3) ensures that the turbine does not
operate at a lower tip-speed ratio than expected due to fast transients. As a result, imminent
shutdowns are prevented and the turbine operates conservatively to avoid stalling. Near-
perfect power tracking is achieved whenever τgen, tracking is not constrained by τgen, greedy

and Pdem ≤ Pgreedy, where Pgreedy is the hypothetical power produced by greedy control
with the current wind inflow. At low available power in the wind, the turbine controller
completely switches to greedy control whenever the collective blade pitch angle reaches
the switch value θswitch, and the generator speed becomes lower than the reference speed.
This keeps the turbine producing the maximum power while the turbine is saturated.

Also presented and further detailed in [79], the derived power tracking controller at
individual turbine level is extended to the control of the wind farm in the following Sections.

2.2.2. WIND FARM CONTROL FOR COMPENSATING POWER LOSSES
Whenever a wind farm rather than the individual wind turbines are to track a reference
power signal, the power setpoint distribution over the turbines must be decided on. The
power that a turbine can produce is directly correlated to the local wind speed and varies
within the farm due to wake interactions. This leads to a non-trivial problem of distribut-
ing a wind-farm-wide power reference signal over individual turbines. In this subsection,
a model-free and closed-loop controller is synthesized to distribute the power setpoints
among the turbines and to minimize the wind-farm-wide reference tracking error as shown
in Figure 2.3.

Plant

P̄ k −P k
dem

Nominal
power

distribution

+rk
+

ek

Power compensator
correction term

(single integrator)

+

∆uk
PC

∆uk
PC

.

.

.

∆uk
PC







α1r
k

α2r
k

.

.

.

αNT
rk







Figure 2.3: Block diagram of the wake-loss compensator.

The input signal of a single turbine is the demanded power Pdem, and the actual power
produced Pgen is its output. In the situation that the turbine saturation does not occur, i.e.
Pdem < Pgreedy, and at near-perfect tracking, the input-output relationship is

P k
gen = τk

gen, tracking ω
k
gen ηgen = P k−1

dem (ωk−1
gen,meas ηgen)−1 ωk

gen ηgen, (2.4)

where k is the discrete-time index of the simulation and controller. With a sufficiently high
sampling rate about 1−10 Hz, we can assume ωk

gen ≈ωk−1
gen,meas and therefore, P k

gen ≈ P k−1
dem.
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Thus, the wind turbines can be approximated as pure time-delay systems2 with their time
delay equal to the simulation sampling time ∆t , where the time t k = t k−1 +∆t . Now,
consider power track at the farm scale. The wind-farm-wide power reference r k ∈R is to be
divided among the turbines. Mathematically, the demanded power signal for each turbine
P k

dem,i ∈R is

P k
dem, i =αi r k +∆uk

PC, with
NT∑
i=1

αi = 1. (2.5)

The term αi divides the total wind farm power over the NT turbines, defined as the nom-
inal active power distribution, here assumed to be time-invariant and uniform for simplicity,
i.e. αi = α j , ∀i , j . Still the target of further research, a smart nominal power distribution
would benefit the operation of turbines. The global correction term ∆uk

PC ∈ R, as in van
Wingerden et al. [18], is the output of a pure integral controller defined as

uk
PC = uk−1

PC +KI,PCek∆t , with ek = r k − P̄ k , (2.6)

where KI,PC is the integrator gain for the power compensator. The pure integrator controller
is designed to compensate for the instantaneous wind-farm-wide tracking error ek , which
is obtained from the wind-farm-wide reference r k to the sum of all individual active power
generation P̄ k ∈ R. Although the proportional action might lead to faster responses, it is
not included because turbine saturation can lead to undesirable aggressive behaviors, as
well as the simplicity of the proposed control design can be kept. The integrator gain
is chosen as KI = N−1

T ∆t−1, which is by definition the optimal controller for time-delay
systems without turbine saturation3. The error ek would therefore be eliminated on the
next time-step, whenever all turbines are not saturated.

Using the integrator, the wind farm power tracking stability is assured, where the ac-
cumulated error tends to be eliminated in a steady state. Integrator anti-windup is imple-
mented when all turbines are saturated. Moreover, the integrator state resets whenever all
turbines are not saturated. This controller should achieve near-perfect tracking limited by
the time delay and overall power availability.

2.2.3. WIND FARM CONTROL FOR THRUST FORCE BALANCING
The thrust force balancer is developed to reduce high thrust forces encountered inside the
farm due to wake effects. The thrust forces, considered as the mean of the aerodynamic
loads in the rotor, are reduced in these turbines, consequently, reducing their fatigue. Re-
ducing the variation of thrust forces across the farm extends the aggregated turbine life. The
main idea of the thrust force balance controller is to balance the thrust forces of all turbines
to their mean value while the wind farm power tracking is maintained [72]. Hence, in addi-
tion to the power compensator feedback, a thrust control loop is synthesized by using each
of the estimated instantaneous thrust forces F̂T, i . At each step-time, all F̂ k

T, i ∈ R are sub-

2Pure time-delay systems have their response delayed by a time period. Time-delay systems inherently limit
controller design due to right-half-plane zero (nonminimum-phase) behavior.

3Gain-scheduling due to turbine saturation are not considered and increases undesirable significant transients.
Therefore, whenever saturation occurs, the wind farm control operates sub-optimally but with smother transients.
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tracted by their mean thrust force F̄ k
T ∈ R to obtain the thrust force error vector ek

TB ∈ RNT .
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Figure 2.4: Block diagram of the thrust balancer.

In the control development, we noticed that the additional loop, depicted in Figure 2.4,
would unsuccessfully try to boost the generated power of saturated turbines. In addition, the
loop would reduce the demanded power of the unsaturated turbines which might be used for
compensation purposes. Consequently, both loops compete with each other. Therefore, to
make sure that the feedback loops will not compete, turbines that are saturated, which usu-
ally have lower thrust forces, are removed from the mean thrust force computation through
the balance weight matrix

WNT×NT =


s1 s2 ... sNT

s1 s2 ... sNT

...
s1 s2 ... sNT

 , where


si = 1, if turbine is
not saturated;
si = 0, if turbine is
saturated.

(2.7)

Also, the corresponding instantaneous thrust force errors are reset as

ek
TB,i = 0, if turbine is saturated. (2.8)

Then, the instantaneous thrust force error vector, ek
TB, is computed as

ek
TB =

(
1

M
WNT×NT − I

)
F̂ k

T , (2.9)

in which M is the number of turbines that are not yet saturated, I the identity matrix, and
F̂ k

T ∈ RNT the vector containing all of the estimated instantaneous thrust forces. Analogous
to the wake-loss compensation, pure integral controllers are designed to eliminate the indi-
vidual instantaneous thrust force errors with respect to the overall mean of the unsaturated
turbines, as

uk
TB, i = uk−1

TB, i +KI,TBek
TB, i∆t , (2.10)
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where KI,TB is the integrator gain for the thrust balancing, chosen to be the same value
for the multiple integrators. The tuning procedure relies on the identification of the model
dynamics from the demanded power to the thrust force of the defined down-regulator in
Subsection 2.2.1. For brevity, the reader is referred to [72] for more details. Finally, the
corresponding correction terms in ∆uk

TB ∈ RNT are added to demanded powers P k
dem ∈ RNT

to balance all thrust forces of unsaturated turbines.

THRUST ESTIMATION

The estimated instantaneous thrust force F̂T, which represents the main aerodynamic load,
is obtained from the steady state model and the regular turbine measurements as

F̂T = 0.5ρπR2v̂2
wCT

(
Rωr,meas

v̂w
,θmeas

)
, (2.11)

in which v̂w is the estimated effective wind speed [80], ρ the air density, R the rotor radius
and CT the thrust coefficient from pre-computed mapping with the measured rotor speed
ωr,meas and collective blade pitch angle θmeas. In this work, the estimation of the effective
wind speed is obtained from an I&I estimator [81] through measurements of rotor speed,
generator torque, and blade pitch angles. Note that F̂T is therefore a mean of the inflow
loads over the rotor, where the inflow is inherently not constant by shear, wake, and other
effects.

2.2.4. WIND TURBINE CONTROL FOR LOAD-LIMITING
For damaged turbines, the balance of thrust force might not be enough to guarantee safety.
Such turbines require lower instantaneous loads to keep high safety levels/factors. Lastly,
health monitoring systems are increasingly becoming a feasible technology for wind tur-
bines [22, 82]. Therefore, the operation of those turbines should be appropriately con-
strained in real-time by the controller while still producing energy.

The down-regulation method in Subsection 2.2.1 reduces the structural stresses when
reducing power demand. Thus, the turbine would be able to continue operating by down-
regulating accordingly with the current loads as opposed to shutting down, until mainte-
nance is fully performed. Although this results in sub-optimal power generation in the
damaged turbines, the turbines’ structural reliability is improved, where fatigue damage is
alleviated and lifetime extended [69]. Also, as seen in Subsection 2.2.2, the power contri-
butions from individual turbines can be redistributed among the turbines in the farm. That
is, reducing the demanded power for a set of turbines can be compensated for by increasing
the power generation in other turbines.

A switching control architecture for individual turbines, depicted in Figure 2.5, is there-
fore implemented in a wind farm setting. A user-defined constraint on the instantaneous
thrust force is to be satisfied while the reduction in power generation is compensated by the
other turbines. In the defined turbine j , the architecture allows for a demanded power pro-
file to be tracked when the thrust force is lower than a given maximum allowed value F̄T, j .
When such a value is reached, the proposed controller switches from tracking the demanded
power to tracking the maximum allowed thrust force through feedback, thus satisfying the
constraint on the maximum turbine instantaneous load.

The first observation is that, in order to not modify the power demand reference signal,
it is sufficient for the additional local signal ∆uLL, j ∈R to become zero. In order to do this,
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Damage Turbine j

F̂ k
T, j

P k
dem,j

+Load-limiting
correction term

(individual integrator)

∆uk
LL,j +

Mode switch
ẽkLL,jekLL,jF̄ k

T, j +

−

Figure 2.5: Block diagram of the load-limiting control.

a Mode Switch is designed such that the new additional local feedback loop will be open
whenever the constraint on the thrust force is not exceeded. In particular, the switching will
be defined by introducing the following signal

ẽLL, j =
{

eLL, j , if eLL, j < 0 or eLL, I, j < 0

0, otherwise
(2.12)

where ek
LL, j = F̄ k

T, j − F̂ k
T, j and ek

LL, I, j =
∫ k∆t

0 eLL, j (τ)dτ represent, the difference between
the estimated instantaneous thrust force and its upper bound, and the time integral thereof.
The rationale for this definition with the inclusion of the integral term is to avoid chattering
when the thrust force is close to its reference, as is done for instance in the literature on
Integral Sliding Mode control [83].

When the mode switch is active - that is when ẽk
LL, j ̸= 0 - the local feedback loop is

closed. Using a simple pure integrator, as in previous subsections, the local correction
signal ∆uk

LL, j ∈R is obtained by

uk
LL, j = uk−1

LL, j +KI,LLẽk
LL, j∆t , (2.13)

where KI,LL is the integrator gain for the load-limiting loop. For further details, see [70]. As
the load-limiting controller directly makes use of down-regulation, its stability is guaranteed
by the down-regulation method - Subsection 2.2.1; i.e. if the down-regulation method is
stable to demanded power changes, so is the controller using an integrator. This extends to
all methodologies in this work.

2.3. SIMULATION EXAMPLE
2.3.1. SIMULATION SETUP
The proposed control strategies are evaluated in SOWFA [84], with wind turbines modeled
using a rotating actuator disk model (ADM-R) [85]. Previous studies have been performed
to validate SOWFA, for example, compared with the 48-turbine Lillgrund wind plant field
data, it shows good agreement through the first five turbines in a row aligned with the wind
direction [86]. In addition, SOWFA has been tested to verify that the inertial range in the
turbulent energy spectra and the log-profile in the mean flow are incorporated, both of which
characterize a realistic atmospheric boundary layer [53].

WIND FARM LAYOUT
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4 THE TOTALCONTROL REFERENCE WIND POWER PLANT 
 

The TC RWP is a virtual test bed for wind power plant control.  It is designed with symmetry in 

order to facilitate high-resolution numerical flow simulations.  It has a compact spacing repre-

sentative of the more densely-packed offshore wind power plants (Fig. 2).  This will tend to em-

phasize the efficacy of plant control actions, and will serve to demonstrate how plant control can 

improve the performance of high-density layouts. 

 

4.1 LAYOUT 

 

The TC RWP consists of 32 turbines in a staggered pattern, Fig. 3.  The separation between rows 

and columns is 5𝐷.  The choice of a staggered pattern is somewhat arbitrary; but it makes sense 

to arrange the turbines in this manner if the prevailing wind direction were from the left.   

 

The number of turbines results from a compromise be-

tween limiting the computational cost of high-resolu-

tion flow simulations and having an array that is large 

enough to be relevant as an offshore wind power plant.  

More specifically the main driver for the computational 

cost of such high-resolution simulations is the total 

amount of gridpoints, resulting from the grid resolution 

that is required to adequately resolve turbulent flow 

features in the main regions of interest on the one 

hand, and the dimensions of the total domain including 

buffer regions to avoid blockage effects and spurious 

influence of boundary conditions on the other hand.  

  

The high-resolution simulations in the TotalControl pro-

ject will be performed using the KU Leuven SP-Wind 

and the DTU EllipSys3D solver. SP-Wind employs a high 

order pseudo-spectral discretization, which allows the 

flow to be simulated accurately at relatively low resolu-

tion, but implies that this resolution is fixed throughout 

the entire domain. This includes the abovementioned 

buffer regions, whose size is proportional to the extent 

of the wind farm itself. The converse is true for El-

lipSys3D: the finite volume discretization requires an 

increased resolution in the wind farm, but allows the 

grid to be coarsened significantly in the surrounding 

buffer regions of the simulation domain. In practice, for 

both solvers this entails that the simulation cost is di-

rectly connected to the surface area of the wind farm 

or, for a given layout and turbine spacing, to the num-

ber of turbines. A total amount of 32 turbines was 

found to be feasible for both KU Leuven and DTU.  

 

Figure 3: Layout of the TotalControl Reference 

Wind Power Plant.  Axes have units of s/D, that 

is, length in terms of the number of rotor diam-

eters, where D = 198 m. 
Figure 2.6: Layout of the TotalControl
reference wind power plant. Units of
axes are rotor diameters [87].

The TotalControl reference wind power plant (TC-
RWPP), defined in the H2020 TotalControl project,
serves as a virtual test bed for wind farm control [87]
and is used in this study. The TC-RWPP is a suitable
reference wind farm for simulating moderate and high
waked conditions depending on different inflow orien-
tations. Figure 2.6 shows the staggered pattern of the
TC-RWPP composed of 32 wind turbines. The separa-
tion between rows and columns is five rotor diameters
(5D). This layout assumes that the prevailing wind di-
rection is from the west in Figure 2.6. In this low wake
interaction scenario, the wakes of upstream turbines hit a
single turbine in the stream. In this work, we also explore
a medium wake interaction scenario, where four-turbine
wake interactions occur. The latter happens when the
wind direction deviates 26.565◦ from the first scenario.

The yaw control, often implemented in a decoupled
control loop, aims to align the turbine nacelle with the
wind direction. Using a low-pass filtered wind direction
signal from wind sensors (nacelle anemometers and/or
wind vanes), a yaw angle or yaw rate is commanded to the yaw actuator to assure opti-
mal inflow conditions. The simulations were executed with constant wind directions aim-
ing full-waked conditions. The full-waked conditions present larger effective wind speed
deficits between turbines and, consequently bigger power tracking errors. Partial-waked
conditions or time-varying wind directions are supposed to be easier handled by the con-
trollers and are not the focus herein.

The simulated turbines are DTU 10 MW Reference Wind Turbines [88], which have
a rotor diameter of D = 178.3 m. The inflow wind direction in the simulator is from the
southwest (240◦), instead of the assumed prevailing wind direction from the west (270◦) as
in Figure 2.6. This is done to generate appropriate turbulent wind conditions by precursor
simulations. Details about the positioning of the turbines in the domain for each scenario are
depicted in Figures 2.7 and 2.8, where the layout is accordingly rotated −30◦ and −3.435◦,
respectively.

The distance between interacting turbines is different between the two studied scenarios.
In the first scenario, the distance between the free-stream turbines and the turbines under the
wake is 10.0D, with sixteen interactions between the two turbines. In the second scenario,
the distance is about 5.59D and there are two turbines in the free stream that are not affecting
the downstream turbines, two sets of three turbines, and six sets of four turbines under wake
interaction.

SIMULATION PARAMETERS
The simulation parameters are summarized in Table 2.1. The spatial discretization mesh for
CFD is one step refined in a rectangular region, where the turbines are located and wakes
are developed. Above 300 m of height, the mesh is coarser to reduce computation time.

In all cases, the conditions simulated in SOWFA are based on the study by Churchfield
et al. [53]. The simulated atmospheric conditions consist of a neutral atmospheric boundary
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Figure 2.7: Layout of the simulated 8-by-4 wind farm
rotated by −30◦ for the low wake interaction scenario.
The background is an instantaneous horizontal slice of
flow output taken from SOWFA.
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Figure 2.8: Layout of the simulated 8-by-4 wind farm
rotated by −3.435◦ for the medium wake interaction
scenario. The background is an instantaneous horizon-
tal slice of flow output taken from a SOWFA.

layer with a low aerodynamic surface roughness value of 0.002 m - typically for offshore
sites. The wind speed intensity averages 10 ms−1 and the turbulence intensity is around
5−6% at the turbine hub height. The simulated time length of 1000 s is used to let the wakes
develop through the domain. We were limited by single simulations for each controller
approach because of the associated enormous computational cost due to the large simulated
domain. Yet, the exact same turbulent inflow field is used.

A power tracking controller, further presented in Section 2.2.1, can follow a time-
varying automatic generation control (AGC) signal. The AGC command used here is a
portion of the 40-minute ‘RegD’ test signal, the most rapidly actuating test signal that is
used for AGC qualification by the PJM regional transmission organization [89]. The signal
is normalized and upsampled to 1 Hz. In the simulations, we assume a power command
to have a persistent value of 3.5 MW, lower than half of the maximum produced power at
a wind speed of 10 ms−1, plus an AGC perturbation signal, which is set to have an ampli-
tude of 1 MW. The AGC signal starts at 300 s to allow time for the wakes to develop and
propagate during the simulation.

2.4. RESULTS
The key findings in this chapter are illustrated via a series of event plots and tables in this
section, focusing on generated and reference power signals, turbine actuation, and mechan-
ical loads. The results are obtained by the cumulative use of the defined controllers in
Section 2.2. One of the differentiating features of this work is the analysis of full farm
signals and loads. Thus, the results are broken down by quantities of interest, which en-
compass turbine operational parameters, such as blade pitch and generator torque, and key
structural loads, including out-of-plane blade root bending moment, shaft torque, and tower-
base bending moment. Time-domain histories of the quantities of interest are presented via
aggregate statistics, in particular mean values, standard deviations, root mean squared er-
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Table 2.1: SOWFA simulation parameters.

Property Value

Domain size 9 km × 9 km × 1 km
Cell size outer regions 10 m × 10 m × 10 m
Cell size near rotor 5 m × 5 m × 5 m
Simulation time-step 0.5 s
Atmospheric boundary layer (ABL) Neutralstability
Mean inflow wind speed 10 m/s
Surface roughness 0.0002 m
Turbulence intensity 5.0-6.0 %
Turbine rotor approximation Rotational Actuator Disk Model (ADM-R) [85]
Turbine type DTU 10 MW [88]
Turbine rotor diameter 178.3 m
Turbine hub height 119 m
Force scalar factor 1.0
Inflow velocity factor 0.94
Blade smearing factor 20.0 m
Inter-turbine interaction spacing 10.0 D and 5.59 D †

† The inter-turbine interaction spacing depends on the wind direction because of the
staggered pattern defined in Subsection 2.3.1.

rors, mean absolute errors, peak errors, and short-term damage equivalent loads (DELs).

2.4.1. STATISTICAL CALCULATIONS
Root mean squared error (RMSE) is considered an excellent general-purpose error metric
for tracking performance, as it is scale-dependent. It is defined as

RMSE=
√√√√ 1

N

N∑
n=1

|xn −xref
n |2, (2.14)

where N is length of the evaluated discrete signal x, n the element variable, and xref the
reference signal.

Mean absolute error (MAE), as also a widely used criterion, is defined as

MAE= 1

N

N∑
n=1

|xn −xref
n |. (2.15)

This criterion is a similar measurement to the RMSE. Nevertheless, it is more robust
since it is less sensitive to extreme values than RMSE. In MAE, different errors are not
weighted, but the scores increase linearly with the increase in errors. Generally speak-
ing, low values for RMSE and MAE mean that the power generation has been accurately
tracking the power reference.
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Table 2.2: Parameters of controllers.

Variable Symbol Value

Proportional gain of the pitch controller K P
Gain-scheduled:

0.039 - 1.41 s [75]

Integral gain of the pitch controller K I
Gain-scheduled:

0.067 - 0.28 s [75]
Derivative gain of the pitch controller K D 0.0 s [75]
Corner frequency of generator speed - 0.1798 Hz [75]low-pass filter
Generator efficiency ηgen 1 [78, 75]
Generator torque constant for greedy control Kgreedy 79.439 N-m/(rad/s)2 [75]
Transitional generator speed bet - 200.0 rpm [75]
Transitional generator speed - region 1.5 to 2 - 300.0 rpm [75]
Transitional generator speed - region 2 to 2.5 - 405.0 rpm [75]
Rated generator slip percentage in region 2.5 - 10.0 [77]
Rated power Prated 10 MW [88]
Transitional generator speed between regions - 95.0 [77]2.5 and 3 percent of rated generator speed
Rated generator speed ωgen,rated 445.67 rpm [77]
Maximum generator rate - 15,000 N-m/s [78, 75]
Maximum blade pitch rate - 10 deg/s [78, 75]
Fine blade pitch angle θfine 0.75 deg [75]
Switch blade pitch angle θswitch 1 deg [75]
Integral gain of the wind farm

KI,PC N−1
T ∆t−1 *wake-loss compensator

Integral gain of the wind farm
KI,TB 0.5 [72]

thrust balancer
Integral gain of the wind turbine

KI,LL 2.947 [70]load-limiting controller

* Optimal gain defined in Subsection 2.2.2.
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Moreover, peak error (PE) is defined by

PE= max
n∈{1,...,N }

|xn −xref
n |. (2.16)

Short-term fatigue DELs of quantities of interest were computed directly from the time
series using the NREL postprocessing tool, MLife [90]. MLife uses rainflow counting to
bin a histogram of load cycle amplitudes over the time series. A mean-value Goodman
correction is also used for the histogram amplitudes. The short-term DELs are computed
from the histogram bins and the material-specific Wöhler exponent, m, from classical S-N
fatigue theory, as

DELshort =
[

1

T

∑
k

ck f m
k

] 1
m

, (2.17)

in which T is the simulation time representing a 1-Hz equivalent cycle, k is the number of
bins, and c is the number of cycles at load amplitude, f . As is standard practice, m = 5
was used for loads on the main shaft and tower made of steel, and m = 10 for loads on the
composite blades.

2.4.2. MECHANICAL CALCULATIONS
The computation of tower-base bending moment was simplified using only the component
of the fore-aft thrust force FT and the tower height ht as

Mt = FTht. (2.18)

The ultimate tower-base bending moment is derived from the ultimate stress σult of the
tower material, considered as σult = 400 MPa, and its geometry as

Mt,ult =
σultIt

ro,t
, (2.19)

in which It is the moment of inertia and ro,t is the outside radius of the tower base. The ulti-
mate tower-base bending moment is considered 6.0105 kN·m. Moreover, the ultimate shaft
torque is derived considering pure torque loading, i.e. τmax =σult/2, and shaft geometry as

Tshaft,ult =
Jshaftτmax

ro,shaft
, (2.20)

in which Jshaft is the polar moment of inertial and ro,shaft is the outside radius of the shaft.
The ultimate shaft torque is therefore considered as 3.5106 kN·m. Lastly, the out-off plane
root-blade bending moment is computed by summing the corresponding moments due to
axial forces throughout the blade span. The ultimate blade root bending moment is con-
sidered 7.0104 kN·m [88]. Note that, with a different definition from the Standards for
Certification of wind turbines, the ultimate load is herein derived from each component for
the computations of short-term fatigue DEL.
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2.4.3. SIMULATION RESULTS
The application of the active power control methodologies, namely wake-loss compensa-
tion, thrust force balancing, and load limitation was simulated in the low wake interaction
scenario (Scenario 1) and the medium wake interaction scenario (Scenario 2). Moreover,
the variability in wind energy is represented by a time-varying wind farm power reference
signal, instead of varying wind conditions, as described in Section 2.3.1.

Wake-loss compensation The closed-loop wake-loss compensator boosts the individual
wind turbine power references to compensate for power losses from wake effects. In Sce-
nario 1, the power losses due to wake effects on downstream turbines are mild. The effects
of oscillations due to the turbulence in the wind inflow are seen in the power output in Fig-
ure 2.9. The power compensator, denoted as PC, slightly boosts the power reference signal
to deal with them. Turbines 1 and 17, an upstream and a downstream turbine respectively,
are plotted for the sake of brevity, as the other turbines in the farm behave similarly.
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Figure 2.9: Powers of turbine 1 and 17 in Scenario 1. P
WTi
ref is the uniform dispatch power of the desired wind

farm power, P
WTi
meas with no PC the obtained power with no power compensation, P

WTi
PC ref the new power reference

given by the power compensator, and P
WTi
meas with PC the obtained power with power compensation.

The total wind farm power signals are presented in Figure 2.10. The desired reference
signal is depicted in black, the total power output signal without the proposed wake-loss
compensator is in red, and the total power output signal when the PC is applied is in blue.
Also, the total of the boosted power references signal in the PC simulation is plotted in
green. Clearly, the PC as a wind farm closed-loop approach significantly enhances the total
power trackability.

In Scenario 2, there are sets of three turbines under a consecutive full-waked flow and
a lower inter-spacing distance, so the wake effects on the downstream turbines lead to a
significant mismatch between the individual power generation and demand - Figure 2.11.
The result is illustrated by plotting only turbines 1, 10, 18, and 27, which are ones of a four-
turbine interacting set. This leads to a compromising total wind farm power generation
without the PC, as seen in Figure 2.12. However, as clear evidence of the benefits of the
wake-loss compensator in such a scenario, not all the boosted individual power references
are being matched by their power generation, but the total wind farm power with the PC
still follows the desired total power.
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The downside of this approach is that power booster as a simple strategy does not con-
sider the wind turbine interactions in the dispatch of the additional power signals in the
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reference of each turbine. It can lead to a large variance in loads across the turbines on the
farm. This variance is also seen without the PC. To convey such a downside, an additional
thrust balancer is proposed and its results will be provided.

Thrust balance The thrust balancing is designed by an additional close-loop to balance
loads of unsaturated turbines while the total power reference is met by the wind farm. First,
the thrust balancer is activated in Scenario 1. The result is presented in Figure 2.14, where
“TB” denotes thrust balancer. The difference can be seen by comparing the loads with the
case with no TB in Figure 2.13. As expected due to the inflow turbulence, the thrust signals
keep oscillating, but their averages are balanced. This leads to aggregated structural load
alleviation in the farm and a dispatch of power references that benefits the total available
power [72]. Then, for Scenario 2, the results are correspondingly depicted in Figure 2.15,
Figure 2.16, and Figure 2.17.

Load limitation Accordingly to the decision of the turbine to be limited and its load
threshold by the wind farm operator or health monitoring system, the turbine is derated
using its estimated instantaneous loads as real-time feedback information. The load limita-
tion is denoted as LL. The two cases were set by limiting the thrust on the turbine number
eighteen (WT18), which is a waked turbine in Scenario 1 and a second downstream waked
turbine in Scenario 2. In the first case, a thrust limit of 410 kN was defined, while in the sec-
ond case a higher limit of 460 kN was chosen, as they are about half of the thrust variation
means from previous simulations, see Figure 2.18 and Figure 2.19.
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Figure 2.13: Thrust forces in Scenario 1 when PC is
used and TB is not used.
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Figure 2.14: Thrust forces in Scenario 1 when both PC
and TB are used.
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Figure 2.15: Thrust forces in Sce-
nario 2 when both PC and TB are not
used.
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Figure 2.16: Thrust forces in Sce-
nario 2 when PC is used and TB is
not used.
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Figure 2.17: Thrust forces in Sce-
nario 2 when both PC and TB are
used

2.4.4. QUANTITATIVE RESULTS AND DISCUSSIONS
The quantitative results are presented in three stages. All quantities are obtained after an
initializing simulation time of 300 s, in which the wakes have been allowed to propagate
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Figure 2.18: Thrust forces in Scenario 1 when both PC
and TB are used. In addition, LL of 410kN in the WT
18 is applied.
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and TB are used. In addition, LL of 450kN in WT 18 is
applied.
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through the farm. First, the power tracking capability is presented in Table 2.3. It provides
a quantitative comparison of reliability in terms of power generation from the entire farm
from both scenarios, namely here onward as Sc1 and Sc2. The results show that the power
tracking is improved with the PC based on all criteria. Furthermore, the power tracking is
conserved or even improved by applying the TB on top of the PC. A slight improvement
with the additional use of the LL is noticed from the RMSEs and the MAEs, although the
RMSE in Sc2 and the PEs increase compared with the PC and TB together.

Table 2.3: Total Power Tracking Criteria in the Wind Farm.

Scenario PC TB LL RMSE [MW] MAE [MW] PE [MW]

Sc1

1.295 0.856 2.698
✓ 0.114 0.061 0.477
✓ ✓ 0.114 0.060 0.461
✓ ✓ ✓ 0.081 0.042 0.468

Sc2

6.044 3.802 10.765
✓ 0.247 0.137 0.765
✓ ✓ 0.142 0.076 0.502
✓ ✓ ✓ 0.167 0.071 1.316

*The colours in the cells go from green as the lowest value to yellow the highest value
corresponding to the evaluated category. This colour formatting is carried along the
next tables.

Next, as controllers can lead to premature degradation of actuation systems, the actu-
ation is herein evaluated. For an overall wind farm evaluation, the averages of the time
series of the operational parameters across the farm were computed and the statistics apply
to them, as provided in Table 2.4. The mean of pitch actuation is reduced by applying the
PC, however, the pitch and the generator torque variations are increased among turbines in
the farm. This elucidates the variation in the operation of turbines due to the only use of
the PC. The opposite is observed when applying the TB. The TB reduces the variance in
the operation of the turbines in waked conditions. Furthermore, The LL reduces the mean
of pitch actuation as a consequence of the compensation for the power losses of the load-
limited turbine. However, as expected the variations increase in both pitch and generator
torque due to the discrepancies in the operation of the load-limited turbine.

Finally, fatigue loads are reported in Table 2.5 through the short-term DEL of the torque
in the rotor shaft, of the tower-base bending moment, and the out-of-plane blade root bend-
ing moment. These quantities directly address the central question of how closed-loop con-
trol considering structural loads could be beneficial for wind farm APC. For the addition of
the TB on the PC, we derived the reduction of the standard deviations across the farm of the
short-term DELs of the torque in the rotor shaft, of the tower-base bending moment, and
the out-of-plane blade root bending moment. The result is a reduction of 5%, 60% and 60%,
respectively, in Scenario 1; and 22%, 32% and 36% in Scenario 2. This means that the dam-
age is distributed with the addition of the TB. Applying the LL in the defined WT18, the
DELs are reduced considerably in all three loads of interest - 23%, 46% and 42%, respec-
tively, in Scenario 1; and 60%, 64% and 68% in Scenario 2 compared with the PCTB cases
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Table 2.4: Statistics of the Time-series Average of Pitch Actuation and of the Generator Torque in the Wind Farm.

Scenario PC TB LL Mean SD Max Min
[deg] [kN·m] [deg] [kN·m] [deg] [kN·m] [deg] [kN·m]

Sc1

7.6 101.9 1.5 0.1 9.7 102.1 5.5 101.6
✓ 4.6 99.5 3.2 3.4 9.4 102.4 1.2 93.2
✓ ✓ 7.5 102.6 1.5 0.1 9.6 102.8 5.4 102.3
✓ ✓ ✓ 4.0 102.6 3.0 6.0 8.7 108.1 1.0 92.4

Sc2

7.5 102.5 0.9 4.7 8.8 109.3 6.2 96.2
✓ 4.2 102.4 2.1 11.1 7.4 119.9 2.1 90.4
✓ ✓ 8.3 102.7 0.8 4.4 9.4 108.4 7.1 95.8
✓ ✓ ✓ 5.5 102.5 1.8 10.1 8.2 118.5 3.3 89.5

- while in the other turbines the DELs are held uniformly because of the TB. The DELs of
WT18 from all simulations are depicted in Figure 2.20. According to MLife [90] and as
expected, the mechanical life of the turbines for the shaft, tower, and blades in all studied
cases is considered infinity, which is not suitable for the evaluation of lifetime extension
from this work. This happens because the power tracking approach (derating) experiences
lower loads than the traditional operation that maximizes power extraction, which is an
outstanding advantage.

Short-term DELs in WT18 [kN.m]

Sc1 Sc1PC Sc1PCTB Sc1PCTBLL Sc2 Sc2PC Sc2PCTB Sc2PCTBLL
0
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Out-of-plane Blade-root Bending Moment

Figure 2.20: Short-term damage equivalent loads for the different controllers and scenarios.

2.5. CONCLUSIONS
Under increased wind energy penetration in the grid, APC services are essential to the reli-
ability of power grids. An APC objective is to have the wind farm’s power generation track
a power reference signal generated by transmission system operators. Due to the uncertain
wake dynamics, a closed-loop control solution is proposed to provide power tracking. Since
dynamical wake models are generally complex, approximations are proposed such that the
closed loop can be employed with a low computational cost to work in a real-time applica-
tion. In addition, induced loads are considered to prevent turbines from quick degradation
and to keep them safe in damaging conditions.
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Table 2.5: Short-term DELs of the Shaft Torque, Tower-base Bending Moment, and Out-of-plane Blade-root
Bending Moment [kN·m].

Case WT1 WT2 WT3 WT4
Sc1 421 3767 1525 394 4526 1975 351 4055 1789 397 4502 1891
Sc1PC 416 3973 1654 395 4617 2021 345 4037 1780 384 4472 1869
Sc2 288 3508 1487 323 3626 1629 291 2999 1269 293 4358 2008
Sc2PC 414 5019 2132 371 5105 2234 369 4616 1804 395 6524 2950

Case WT5 WT6 WT7 WT8
Sc1 358 4261 1935 303 3181 1383 328 3583 1563 545 4639 1885
Sc1PC 360 4308 1941 307 3198 1407 328 3645 1611 320 3999 1875
Sc2 310 3890 1734 298 4769 2200 279 3648 1567 279 3754 1824
Sc2PC 410 5479 2234 387 6060 2698 371 5035 2114 403 4883 2049

WT9 WT10 WT11 WT12
Sc1 359 3505 1530 325 4184 1868 324 4500 2027 337 4699 2087
Sc1PC 365 3520 1542 320 4302 1886 314 4467 2009 335 4665 2086
Sc2 248 3639 1623 318 6393 2781 267 5278 2163 260 5444 2309
Sc2PC 369 5133 2072 455 9869 4269 461 8431 3544 417 8423 3562

WT13 WT14 WT15 WT16
Sc1 326 3870 1659 352 3976 1691 327 4966 2278 389 4176 1794
Sc1PC 328 3929 1704 344 3894 1636 321 4945 2280 379 4124 1776
Sc2 266 5507 2308 270 6484 2897 348 8343 3730 240 5343 2346
Sc2PC 435 9476 4131 458 9574 4127 481 9005 3916 386 6805 2830

WT17 WT18 WT19 WT20
Sc1 323 5182 2373 374 5789 2643 301 5066 2149 347 6907 3096
Sc1PC 335 5279 2436 366 6008 2683 298 5161 2175 360 7044 3025
Sc2 380 8334 3521 639 6939 2431 616 8124 3456 608 8239 3249
Sc2PC 459 9358 3888 806 8865 3283 685 8840 3624 715 8063 2883

WT21 WT22 WT23 WT24
Sc1 351 5258 2188 334 5175 2450 322 5180 2320 470 6533 3000
Sc1PC 357 5329 2238 347 5236 2478 317 5266 2385 459 6520 2997
Sc2 690 7854 3054 620 6509 2600 699 7230 2961 628 7936 3233
Sc2PC 696 7835 3068 809 8364 3077 826 9133 3486 758 8985 3385

WT25 WT26 WT27 WT28
Sc1 346 5701 2632 341 5902 2532 331 6207 2941 418 6199 2635
Sc1PC 363 5798 2700 344 6003 2569 333 6975 3240 431 6360 2701
Sc2 293 3020 1314 664 8160 3423 870 9564 3733 644 6629 2325
Sc2PC 423 4559 1863 672 7178 2785 949 10019 3912 632 7281 2570

WT29 WT30 WT31 WT32
Sc1 376 5093 2201 337 6005 2640 328 6902 3183 327 5389 2484
Sc1PC 349 5095 2191 340 6112 2714 325 6858 3139 337 5512 2530
Sc2 656 8099 3133 661 7328 2863 666 7411 2665 718 8719 3310
Sc2PC 726 8829 3264 729 8357 3272 728 7871 2779 699 8579 3262

*The colours in the cells go from green as the lowest value to yellow the highest value
corresponding to the evaluated component.
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In this chapter, we showed that wind power plants exploring APC services can provide
power tracking, and reduce the loading on a farm level and specific turbines by considering
additional closed loops. The application of proposed closed-loop approaches is demon-
strated and evaluated in a high-fidelity simulation environment by including load examina-
tion of turbine components.

The key elements addressed in this chapter are the followings: (1) wake-loss compen-
sation, which balances the total power generated with the consumed on the grid in the pres-
ence of wake effects; (2) thrust force balancing, which balances the structural loading across
the farm; (3) load-limiting control, which increases safe margins on structural-damaged tur-
bines by limiting the instantaneous loads to user-defined ones.

Consequently, we demonstrate that power reliability is enhanced with (1). Also, dam-
age loading is spread across the turbines due to (2), which would lead to lower maintenance
costs in the long term as sporadic maintenance events would be reduced. Moreover, the
damage is mitigated effectively on the defined turbine by (3). The combination of such
strategies could lead to a relevant cost reduction in wind energy. However, a quantitative
overall cost-benefit analysis of an integrated APC for a wind farm has not yet been per-
formed and remains the subject of ongoing and future work.

Further research and possible test campaigns are needed to implement the closed-loop
controllers successfully in real wind farms. This research direction is relevant for reductions
in the Levelized cost of energy (LCoE), particularly if extended as part of an overall co-
optimization framework as by Ashuri et al. [91]. Worthwhile future avenues of investigation
include time-varying wind direction and yaw control strategies like wake steering for load
mitigation.
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LOAD LIMITING WIND TURBINE

CONTROL

Intellectuals solve problems,
geniuses prevent them.

Albert Einstein

It takes leadership to improve safety.

Jackie Stewart

Even though structural loads can be effectively distributed as presented in Chapter 2, spe-
cific events may arise such that the operation of turbines must be limited. Structural in-
tegrity of a turbine is not only influenced by the imposed structural loads but also by ex-
ternal factors, such as corrosion, damaged structures from potential collisions with boats,
and severe weather. Through the knowledge of the turbine’s health, it is imperative for tur-
bines to prioritize safety. In order to achieve a balance between energy production and safe
operation, this chapter presents load-limiting controllers we have developed. These con-
trollers are designed to ensure that turbines generate energy while operating within safe
load limits.

The work of this chapter has been published in Silva et al. [70] and Silva, Ferrari, and Wingerden [92].
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3.1. A SWITCHING THRUST TRACKING CONTROLLER
Wind turbines are prone to structural degradation, particularly in offshore locations. Based
on the structural health condition of the tower, power de-rating strategies can be used to
reduce structural loads at the cost of power losses. This fist part of the chapter introduces
a novel closed-loop switching control architecture to constrain the thrust in individual tur-
bines. By taking inspiration from developments in the field of reference governors, an ex-
isting demanded power tracking controller is extended by a thrust tracking controller. The
latter is activated only when a user-defined constraint on fore-aft thrust force is exceeded,
which can be set based on the actual damage status of the turbine. Having a down-regulation
with monotonic aerodynamic load response, a simple linear thrust tracking controller is pro-
posed. Such a scheme can reduce aerodynamic loads while incurring acceptable losses on
power production which, in a wind farm setting, can be compensated for by other turbines.
Large eddy simulations demonstrate the performance of the proposed scheme on satisfying
thrust constraints.

3.1.1. INTRODUCTION
To make wind energy competitive in the transition from fossil fuel-based to renewable
energy sources, it is essential to reduce the Levelized Cost of Energy (LCoE). This perfor-
mance indicator takes into account the costs of construction, maintenance and the energy
generated by the power plant over its entire lifetime [91].

Structural degradation reduces the lifetime of turbine components as an inevitable result
of alternating stresses and environmental conditions, thereby increasing the cost of main-
tenance. Periodic structural loading is being considered as the main cause for component
failures [93, 94]. Additionally, structural degradation is accelerated by the offshore envi-
ronment, including wave action and corrosion [68].

A way to reduce the damage propagation and increase reliability is by derating the tur-
bine appropriately to reduce structural stresses. Health monitoring systems can be used to
detect and to estimate high level corrosion, mechanical flaws and cracks [22, 82]. Although
this results in sub-optimal power generation for individual turbines, the turbines’ structural
reliability is improved, where fatigue damage is alleviated and lifetime extended [69]. As a
result, the turbine is able to continue operating as opposed to shutting down, until mainte-
nance is fully performed.

When the goal of the wind farm controller is to track a power reference, and enough
power is available in the wind, the power contributions from individual turbines can be
redistributed among the turbines in the farm. That is, reducing the demanded power for a
set of turbines, is compensated for by increasing the power reference for the other turbines.
This can be accomplished by simple compensation control loops as described in [18]. For
instance, power losses due to waked conditions are compensated when turbines are not able
to meet their individual power reference in [72].

Recently, condition-based control making use of down-regulation has become the focus
of several publications, where turbines are down-regulated to reduce loading on specific
components [66, 67, 20, 40]. These strategies in the offshore environment are of great value
since accessibility is the major barrier to offshore wind implementation. Long down periods
and expensive maintenance events as results of faults are more prone to happen due to the
harsh offshore environment, which includes wave loads and accelerated corrosion [68]. As
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an alternative to shutdown, down-regulation can have a significant cost-effective impact
on production by safely operating damaged turbines [69]. The levelized cost of electricity
can be reduced by avoiding unexpected maintenance costs in the long term with preventive
methods. Turbine operations can be constrained to provide more structural reliability by
being self-aware of possible non-designed conditions [70, 71].

At an individual turbine level, the down-regulation of power can be achieved by either
operating the turbine at higher rotor speeds (HRS) or lower rotor speeds (LRS), with respect
to the rotor speed from conventional controllers.

HRS approaches are beneficial for power tracking because there is more kinetic en-
ergy associated with the higher rotor speed, allowing fast recovery when demanded power
increases. As an HRS approach, the Max-Ω strategy [95] maximizes the rotor speed. How-
ever, the HRS approaches present limitations for our design. The aerodynamic loads do not
reduce significantly when the power demand decreases and might even increase [20]. As a
result of the latter, the thrust response might not be monotone to power setpoint changes.
Non-monotone behaviors do not only appear in the thrust and power relation, but they can
also appear in the demanded power and generated power relation [74].

LRS approaches present lower aerodynamic loads and, consequently, lower structural
loads on the blades and tower. In constrast with HRS approaches, the turbine response
presents a monotone behavior from power demand to thrust. As an LRS approach, the
Const-Ω [26] keeps the rotor speed constant avoiding high rotor speeds, but can reach
extreme tip-speed ratio values and undesirable operation regions as wind speed changes.
Furthermore, there exists the so-called min-CT method based on steady state power coeffi-
cient (CP) and thrust coefficient (CT) look-up tables [26, 41]. CP and CT represent the wind
turbine power and thrust conversion efficiencies, respectively. The method ideally leads to
the smallest thrust compared to all the down-regulation strategies and demonstrates bene-
fits for waked wind farms, which allows more available power to down-stream turbines [96,
19]. However, its operation in low tip-speed ratios is close to stall conditions, where the
predominant flow stability along the blades can be lost, affecting the controlled turbine re-
sponse. This latter drawback is overcome in [36] and [63] with the so-called “Active Power
Control (APC) pitch" and KNU2, respectively. This approach pitches the blades to follow
a reference generator speed, based on the function built from the conventional generator
torque law [77, 78]. Although the power tracking response is slightly worse in the LRS
approaches [36], [63], they are suitable for wind farm power tracking purposes on large
farms. For instance, down-regulation providing power reserves were explored in [12].

We propose a switching control architecture for wind turbines that must satisfy a user-
defined constraint on the fore-aft thrust forces. This architecture allows to track a demanded
power profile when the thrust forces are lower than a given maximum allowed value. When
such a value is reached, the proposed controller switches from tracking the demanded power
to tracking the maximum allowed thrust force, thus satisfying the constraint on the turbine
maximum loading. In particular, the following contributions are presented:

1. The extension of an existing power tracking controller via a switching thrust tracking
feedback law that modifies the former’s reference, by taking inspiration from the
reference governor literature [97];

2. The introduction of an integral switching law for the thrust tracking controller in order
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to avoid chattering when the estimate thrust force lies on the constraint boundary;

3. A large eddy simulation (LES) study showing the effectiveness of the proposed scheme
for both laminar and turbulent wind speed profiles.

The simulation study shows how the relative reduction in the thrust force results in a
generated power reduction experienced by a given turbine. This allows to satisfy constraints
on structural load, which can depend for instance on the current turbine state of structural
health. Furthermore, the present chapter will pave the way for the design of a wind farm
power allocation control scheme, where healthy turbines can be assigned a larger demanded
power to compensate for reductions in turbines that operate at their maximum allowed
structural load.

3.1.2. CONTROL ARCHITECTURE
This section presents the proposed switching control architecture for load constraining.
First an overview of the architecture will be given. Then, the individual constituting blocks,
namely the thrust estimator, the thrust tracking controller, the switching law, and the de-
manded power down regulator will be described.

OVERVIEW OF THE ARCHITECTURE
The overall switching control architecture is presented in Figure 3.1, where we assume
that external references P ref ∈ R+ and F ref

T ∈ R+ are provided for, respectively, the power
to be generated by the given wind turbine and the maximum allowed fore-aft thrust forces.
Starting from left, we can identify the following functional blocks:

1. The power down-regulator D, which can track a demanded power Pdem ≤ Pav, where
Pav is the available aerodynamic power. D provides to the turbine a reference θref

and τref
g for, respectively, the collective blade pitch and the generator torque (see

Section 3.1.2).

2. The wind turbine, which accepts as inputs the references θref and τref
g and provides

the output measurements ωr,meas, τg, meas and θmeas representing the rotor speed, gen-
erator torque and the collective blade pitch angle, respectively.

𝜏𝜏gref

𝜃𝜃ref
+

+
-
𝑃𝑃dem

+

Wind 
Speed 

Estimator

Measurement 
noise

Thrust 
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Figure 3.1: Block diagram of the proposed switching control architecture for constraining the turbine thrust forces.
The novel switching controller is highlighted in light blue.
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3. The wind speed estimator, which uses the measurementsωr,meas and θmeas to compute
an estimate v̂w of the rotor effective wind speed vw. As in the present work we do not
assume to have a reliable wind speed measurement, so the Immersion and Invariance
(I&I) wind speed estimator of [98] will be used.

4. The thrust computation block, which uses the wind speed estimate v̂w, ωr,meas and
θmeas to compute an estimate of the fore-aft thrust force F̂T.

5. The mode switch block, which together with the transfer function K (s) constitutes
the novel switching controller for tracking the thrust force. The output of K (s) is the
signal u, which is subtracted from the external reference P ref to obtain the demanded
power Pdem = P ref −u.

In order to derive the proposed switching controller, we will introduce the following

Assumption 1. The down-regulation controller and wind speed estimator are asymptoti-
cally stable, as in [36, 63, 98].

Assumption 2. The dynamics from the demanded power to thrust force are represented by
a first-order linear model as

FT(s)

P dem(s)
= A

s +B
def= G(s). (3.1)

Remark 1. As Assumption 1 holds, in steady conditions both generated power and thrust
force will converge to a constant value. Short-term transient behaviors in the turbine op-
eration are not the focus of our controller. This justifies the use of Assumption 2 for repre-
senting the dominant behavior.

We are now ready to introduce the control problem addressed in this first part of the
chapter:

Problem 1. Design a feedback control law that extends, rather than replacing, the existing
demanded power controller D such that:

1. the fore-aft thrust force FT does not exceed a user defined upper bound F̄T;

2. the tracking performance of the desired power reference P ref is unaltered whenever
FT ≤ F̄T.

The next subsection introduces the novel switching controller developed in this chapter.

SWITCHING CONTROLLER DESIGN

This section describes the design of the Mode Switch and the transfer function K (s) intro-
duced in previous subsection, towards solving the control problem posed in Problem 1.

The first observation is that, in order to satisfy point 2 in Problem 1, it is sufficient that
the signal u becomes zero, and thus Pdem = P ref. In order to do this, the Mode Switch
will be designed such that the lower feedback loop in Figure 3.1 will be open whenever the
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constraint on the thrust force is not exceeded. In particular, the switching will be defined
by introducing the following signal

ẽ =
{

e, if e < 0 or eI < 0

0, otherwise
(3.2)

where e = F ref
T −F̂T and eI =

∫ t
0 e(τ)dτ represent, the difference between the estimated thrust

force and its reference, herein set as equal to the upper bound, i.e. F ref
T = F̄T, and the

time integral of that, respectively. The rationale for this definition with the inclusion of the
integral term is to avoid chattering when the thrust force is close to its reference, as is done
for instance in the literature on Integral Sliding Mode control [83].

When the mode switch is active, that is when ẽ ̸= 0, the lower feedback loop involving
the transfer function K (s) is closed. The design of K (s), outlined in the subsequent part,
will thus determine the fulfillment of requirement 1 in Problem 1.

The approach is to design K (s) such that F̂T will track its reference F ref
T . From this point

of view, notice that variations of the power reference and wind speed also contribute to the
thrust response. As such, P ref and vw are considered disturbances acting into the system.
This said, the thrust response can be written in the Laplace domain as

FT(s) =−G(s)u(s)+Gd,1(s)P ref(s)+Gd,2(s)vw(s),where (3.3)

u(s) =−K (s)ẽ(s) =−K (s)
(
F ref

T (s)−FT(s)−n(s)
)

. (3.4)

G(s) represents the transfer function of the join power down-regulator and wind turbine
from the considered demanded power P dem input and the thrust FT output. Gd,1(s) = G(s)
from P ref to FT and Gd,2(s) from vw to FT are the transfer functions from the considered
disturbances on the down-regulated turbine. Furthermore, n(s) = FT(s)− F̂T(s) represents
the estimation error between the true thrust and the estimated one (cfr. Section 3.1.2).

Substituting Eq. (3.4) into Eq. (3.3), and reorganizing the terms we have the closed-loop
response as

FT(s) = K (s)G(s)

1+K (s)G(s)
F ref

T (s)+ Gd,1(s)

1+K (s)G(s)
P ref(s)

+ Gd,2(s)

1+K (s)G(s)
vw(s)− K (s)G(s)

1+K (s)G(s)
n(s).

(3.5)

The controller K (s) should be designed to stabilize the poles of the closed-loop system,
i.e. the roots of 1+K (s)G(s) = 0, and to guarantee steady-state convergence from changes
in the reference, disturbances and estimation error. A PI controller is therefore chosen as an
effective way to track the reference, to reject the disturbances and to attenuate the estimation
error

K (s) = KP + KI

s
. (3.6)

The closed-loop characteristic equation is then equal to

s2 + (B +KP A)s +KI A = s2 +2ζωns +ω2
n = 0. (3.7)
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Proposition 1. The steady-state thrust tracking error is bounded for steps in reference,
disturbances and estimation error.

Using Eq. (3.5), we can derive the thrust tracking error function

E(s) = FT(s)−F ref
T (s)

= (T (s)−1)F ref
T (s)︸ ︷︷ ︸

E1(s)

+S(s)Gd,1(s)P ref(s)︸ ︷︷ ︸
E2(s)

+S(s)Gd,2(s)vw(s)︸ ︷︷ ︸
E3(s)

−T (s)n(s)︸ ︷︷ ︸
E4(s)

, (3.8)

where S(s) = 1/(1+K (s)G(s)) and T (s) = K (s)G(s)/(1+K (s)G(s)) are the sensitivity and
complementary sensitivity functions, respectively.

By the final value theorem, the state steady errors due to steps on F ref
T , P ref, vw, and n

can be computed for the proposed controller as

ess,i = limt→∞ ei (t )
= lims→0 sEi (s),

(3.9)

where i = 1,2,3,4.
By Assumption 1, Gd,1(s) and Gd,2(s) are stable functions, as well as the estimation

error n is bounded. Therefore, the steady state error vector is ess = [0, 0, 0, −T (0)] for steps
on F ref

T , P ref, vw, and n.

Remark 2. The controller can be calibrated with an offset in to the thrust reference to
take into account ess,4 if a constant bias in the thrust estimation exists. In addition, extra
measurement devices can be used to improve the estimations and reduce the bias, such as
the use of strain-gauges or accelerometers in the tower structure.

Remark 3. Deviations in the model from Assumption 2 can occur at different wind speeds
given the non-linearity of the turbines, therefore it might degrade the designed controller
performance. Nevertheless, as Assumption 1 and monotonicity from D still hold, the track-
ing is kept, as well as steps from disturbances rejected and from noise attenuated, even
though model uncertainties exist.

THRUST COMPUTATION

The estimated average fore-aft thrust force, representing the aerodynamic loads, is com-
puted by

F̂T = 0.5ρπR2v̂2
wCT

(
Rωr,meas

v̂w
,θmeas

)
, (2.11)

where v̂w is the estimated effective wind speed, ρ the air density, R the rotor radius and CT

the thrust coefficient computed with the measured rotor speed ωr,meas and collective blade
pitch angle θmeas. In this work, the estimation of the effective wind speed is obtained from
the I&I estimator [98] through measurements of rotor speed, generator torque and blade
pitch angles.

POWER DOWN-REGULATOR

For the down-regulator D the APC pitch approach [36, 63] is adopted in this work, because
of the following characteristics:
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• A monotonic thrust reduction in response to monotonic demanded power reduction
is achieved;

• Operation close to the min-CT method, see Fig. 3.2;

• Stability margin for the stall region [74].

The turbine is down-regulated using the blade pitch controller, which consists of a gain-
scheduled PI control law

θ(s) = K P(θmeas)
[
ωg,meas −ωref

g (P dem)
]
+ K I(θmeas)

s

[
ωg,meas −ωref

g (P dem)
]

, (2.1)

where ωg,meas and θmeas are the measured generator speed and the measured collective
blade pitch angle, respectively. The reference generator speed as function of the demanded
power P dem is represented by ωref

g (P dem). K P(θmeas) and K I(θmeas) are the gain-scheduled
proportional and integral gains [75]. While the generator torque controller is applied to
track the demanded power by multiplying it by the inverse of the measured generator speed
as

τg = P dem

ηeffωg,meas
. (2.2)

Both controllers are applied whenever the demanded power is lower than the rated
power, and the measured generator speed is higher than the reference generator speed or
the blade pitch angle is higher than a switch blade pitch angle. Otherwise, the turbine
follows the conventional turbine controllers [75].

3.1.3. SIMULATION
The proposed control architecture is evaluated in SOWFA [53]. In this first part of the
chapter, the actuator line method is implemented using the DTU 10MW reference wind
turbine [88]. The control parameters of the controllers are based on the values provided
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Figure 3.2: CP and CT of the operation points of “APC pitch" given a reduction in the demanded power (5, 4 and
3 MW) at 9 m/s wind speed and min-CT/max-CP curve for the DTU 10MW reference wind turbine.
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Table 3.1: SOWFA simulation parameters

Property Value
Sub-grid-scale model One-equation eddy viscosity
Domain size 3 km × 3 km × 1 km
Cell size outer regions 10 m × 10 m × 10 m
Cell size near rotor 2.5 m × 2.5 m × 2.5 m
Simulation timestep 0.04 s
Atmospheric boundary layer stability Neutral
Mean inflow wind speed 9 m/s
Turbulence intensity 0.0 and 5.0 %
Turbine rotor approximation Actuator Line Model
Turbine type DTU 10 MW
Turbine rotor diameter 178.3 m
Turbine hub height 119 m
Blade smearing factor 5.0 m

with the NREL’s Reference OpenSource Controller (ROSCO) [75]. An overview of the
parameters for the SOWFA simulations is shown in Table 3.1.

At a mean wind speed of 9 m/s (i.e. below rated wind speed), the first-order model
from Eq. (3.1) was identified from down-regulating 3 to 4 MW of power using the thrust
step response, see Fig. 3.3. The model parameters were identified as A = 0.068 and B =
0.625. By considering a simple first-order model, only the dominant dynamic behavior is
captured. For the controller design, we choose KP = 0 and a damping coefficient ζ = 0.7,
then ωn = 0.446 and KI = 2.947. As is seen in Fig. 3.4, the integrator is sufficient to add
tracking and robustness to the plant from G to L = KG , where the disturbances are reduced
and the estimation error is attenuated, as shown by S and T . The controller provides an
infinity gain margin and a phase margin of 65.2 degrees at a frequency of 0.047 Hz for the
identified model. Up to 99% of tracking until frequencies of 0.2 Hz and at least 90.9%
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Figure 3.3: Thrust response of a step demanded power from 3 to 4 MW at 9 m/s with the down-regulator D defined
in Section 3.1.2.
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Figure 3.4: Bode magnitude and phase plots of L(s)=G(s)K(s), S(s) and T(s) for G(s) = 0.067625/s+0.625 and
K(s)=2.947/s. The crossover frequencies 0.2 Hz and 7.16 Hz of L at +20dB and -20dB are considerably high and
low, respectively. Meaning high tracking robustness and disturbance rejection [99].

of reduction for frequencies greater than 7.16 Hz (from the crossover frequencies of L at
± 20 dB).

The simulations were performed by feeding a reference power signal below the avail-
able power based on the normalized standard test signal [89]. The results of the thrust
tracking controller are presented in Figs. 3.5 and 3.6, using a uniform wind inflow and a
turbulent one, respectively. As the maximum thrust is about 512 kN by just tracking power,
the thrust references were accordingly set as 500, 475, 450, 425 kN for the uniform inflow
case. The results shown in Table 3.2 present a roughly linear relation between the per-
centage of the maximum power loss and the percentage of reduction of thrust in the case
studies.

The proposed control architecture was able to track the computed thrust sufficiently,
even though oscillations appear in the thrust force. These oscillations are due to the tower
effect characterized by the blade passing frequency (3P) and to the inflow wind profile
reproduced by SOWFA. They are partially accommodated by the adopted wind speed es-
timator and thrust computation. In addition, the proposed integral switching law presents
robustness against chattering and smooth transitions.

3.1.4. CONCLUSIONS AND DISCUSSION
A closed-loop switching control architecture for addressing aerodynamic load constraints
on wind turbines is presented. The framework makes use of down-regulation and wind
speed estimations. The proposed architecture effectively limits the aerodynamic loads,
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Figure 3.5: Power and thrust of the simulations with no turbulence. Thrust tracking with reference of 450 kN.

300 400 500 600 700 800 900 1000

2.8

3

3.2

3.4

P
o

w
e

r 
(W

)

10
6

300 400 500 600 700 800 900 1000

Time (s)

3

4

5

6

T
h

ru
s
t 

(N
)

10
5

Figure 3.6: Power and thrust of the simulations with turbulence (turbulence intensity of 5%). Thrust tracking with
reference of 450 kN

where the appropriate user-defined constraint would ensure the safety of the system. In fact,
such approaches present an undesirable loss in power generation but they can be acceptable
from a farm-wide perspective. Therefore, the proposed architecture aims to prevent me-
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Table 3.2: Power loss as a function of the thrust reference

Thrust Percentage of Maximum Percentage of
reference thrust reduction power loss power reduction

[kN] [%] [MW] [%]
500 2.35 0.0750 2.1
475 7.23 0.2175 6.2
450 12.12 0.3826 10.9
425 16.99 0.5382 15.4

chanical structures from failure and their associated costs by avoiding high stresses from
the aerodynamic loads. Also, this can lead to a profit from keeping turbines operating in
non-designed conditions, such as corroded structures.

Future work will focus on the development and the performance of model predictive
controllers for down-regulation purposes, aiming to avoid unstable flow behaviors and os-
cillations in response signals and expand the present framework to farm simulations.
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3.2. CONVEX MODEL PREDICTIVE CONTROL
Wind turbine (WT) controllers are often geared towards maximum power extraction, while
suitable operating constraints should be guaranteed such that WT components are protected
from failures. Control strategies can also be devised to reduce the generated power, for
instance to track a power reference provided by the grid operator. They are called down-
regulation strategies and allow to balance power generation and grid loads, as well as to
provide ancillary grid services, such as frequency regulation. Although this balance is lim-
ited by the wind availability and grid demand, the quality of wind energy can be improved
by introducing down-regulation strategies that make use of the kinetic energy of the turbine
dynamics. This second part of the chapter shows how the kinetic energy in the rotating
components of turbines can be used as an additional degree-of-freedom by different down-
regulation strategies. In particular we explore the power tracking problem based on convex
MPC at a single wind turbine. The use of MPC allows us to introduce a further constraint
that guarantees flow stability and avoids stall conditions. Simulation results are used to
illustrate the performance of the developed down-regulation strategies. Notably, by max-
imizing rotor speeds, and thus kinetic energy, the turbine can still temporarily guarantee
tracking of a given power reference even when occasional saturation of the available wind
power occurs. In the study case we proved that our approach can guarantee power tracking
in saturated conditions for 10 times longer than with traditional down-regulation strategies.

3.2.1. INTRODUCTION
In the transition to renewable energy sources, several countries reached a penetration level
of renewable generation of more than 15% of their overall power-generation mix. Many
of them (e.g., Spain, Portugal, Ireland, Germany, Denmark and the United States) have al-
ready crossed this threshold significantly, and experienced instantaneous penetration levels
higher than 50% [100]. Due to such significant contribution of renewable energy sources,
including wind power, grid operators are increasing their demand for ancillary services to
be provided by wind turbines (WTs).

In particular, grid operators can make use of so-called Active Power Control (APC)
to request turbines to provide a given reference power output [12]. The power reference
command sent to all generators will guarantee that, at grid level, supply and demand are
balanced and grid frequency is stabilized. As the power that a WT can generate is up-
per bounded by the available power in the incoming wind flow, WTs can only be down-
regulated, that is operate in a way to track a power reference that is lower than the theoreti-
cal available maximum. Due to the nonlinearities present in the dynamics of WTs, several
down-regulation methodologies that achieve power tracking are possible [20, 26, 41].

Still, existing down-regulation strategies were developed for steady state conditions
only, and cannot directly take into account available information on changing wind con-
ditions, such as those provided by short time weather forecasts or LIDAR measurements.
Furthermore, they do not accommodate directly the need to minimize structural loads on
the WT, which on the long period can lead to premature failures.

In order to address these challenges, in this chapter we propose a down-regulation ap-
proach based on convex MPC. We will show how all the major down-regulation strategies
present in the literature can be implemented with the proposed MPC approach. Further-
more, we will introduce a novel down-regulation strategy based on the maximization of
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kinetic energy, and show its benefits in guaranteeing power tracking also during occasional
periods of saturation, when the reference power from the grid is larger than the available
power in the wind flow.

MPC approaches have already demonstrated their potential in several works on wind
turbine and wind farm [101] control. An MPC formulation based on power flow and energy
was presented in [102], while [103] and [104] have extended it by including the tower
flexural model and by considering the presence of faults, respectively. By assuming the
knowledge of future demanded power and wind variations, in [105] the authors are able
to damp grid frequency oscillations by storing and releasing the WT kinetic energy. The
use of kinetic energy as an energy reserve for grid stabilization is also explored in [106],
where power generation can be increased by temporarily supplying kinetic energy from the
rotor. To the best of the authors’ knowledge, anyway, no work did consider the problem of
promoting flow stability on the WT blades during down regulation. Indeed operating in low
flow stability regions can lead to rotor speed oscillations, undesirable turbine responses and
ultimately cause stall conditions [26].

The contribution of this second part of the chapter is three fold.

• We develop a general convex MPC framework for power tracking on wind turbines
which includes the kinetic energy as a degree of freedom;

• We extend the cost function in order to minimize aerodynamic loads, and add a con-
straint that enforces flow stability;

• We present a simulation study based on the NREL 5 MW WT [77] and compare
different down-regulation strategies under saturated conditions in OpenFAST [47].

A key ingredient for obtaining a convex MPC formulation in the present case is to
use a linear model of the WT dynamics, expressed in energy form. Such form allows
to remove the non-linear relationship among rotor speed, blade pitch angles, and wind
speed from the optimization problem. The aerodynamic rotor power is then chosen as
an optimisation variable, which is constrained by a piecewise affine approximation of the
available wind power. This formulation allows naturally to include the kinetic energy as a
degree of freedom and leads to a linear optimization problem. Due to this freedom, an extra
objective can be added to the optimization problem and thus recover the different existing
down-regulation strategies. Finally, we show how to avoid stall conditions by implementing
a further linearized constraint . As will be seen in the simulation results, the time period
during which the demanded power is tracked, by maximizing kinetic energy, can be up to
ten times longer with respect to other down-regulation strategies.

3.2.2. CONTROL ARCHITECTURE
WIND TURBINE MODEL

The non-linear wind turbine dynamics can be modelled using the rotor torque balance equa-
tion. By considering a rigid shaft and neglecting losses, this leads to the following model.

ω̇g(t ) = 1

J

[
1

GB
Tr(t )−Tg(t )

]
, (3.10)
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where J is the equivalent moment of inertia of the rotor-generator-drive-train assembly
referred to the high speed shaft, ω̇g(t ) the generator acceleration, Tr(t ) the aerodynamic
torque, GB the gearbox ratio and Tg(t ) the generator torque.

The non-linearity due to the aerodynamic torque relation can be expressed as

Tr(t ) = 0.5

ωr(t )
ρArv3(t )CP(λ(t ),θ(t )) (3.11a)

=Φ(v(t ),ωr(t ),θ(t ))v3(t )/ωr(t ) (3.11b)

=0.5ρArRv2(t )CQ(λ(t ),θ(t )), (3.11c)

where ρ the air density, Ar the rotor area, θ(t ) the collective blade-pitch angle, and λ(t ) =
Rωr(t )/v(t ) is the tip-speed ratio, being R the rotor radios and ωr(t ) = ωg(t )/GB the rotor
speed. The representation in (3.11a) is as function of the power coefficient CP(λ(t ),θ(t )). In
(3.11b), instead the function Φ(v(t ),ωr(t ),θ(t )) = 0.5ρArCP(λ(t ),θ(t )) is defined. Finally,
the rotor torque in (3.11c) is a function of the torque coefficient CQ(λ(t ),θ(t )), where it
holds CQ(λ(t ),θ(t )) =CP(λ(t ),θ(t ))/λ(t ).

The collective blade pitch angle, generator speed and torque are limited by their upper
and lower bounds as follows:

θmin ≤ θ(t ) ≤ θmax; (3.12a)
ωg,min ≤ωg(t ) ≤ωg,max; (3.12b)

0 ≤ Tg(t ) ≤ Tg,max. (3.12c)

The aerodynamic power extracted from the wind by the rotor is given as

Pr(t ) = Tr(t )ωr(t ) = 0.5ρArv3(t )CP(λ(t ),θ(t )), (3.13)

while the electrical generator power is given by

Pg(t ) = ηgTg(t )ωg(t ), (3.14)

where ηg is the generator efficiency.
The electrical generator power is constrained by

0 ≤ Pg(t ) ≤ Pg,rated, (3.15)

where Pg,rated is the rated generator power.
In terms of power flow and energy, the dynamics in (3.10) is rewritten as

K̇ (t ) = Pr(t )− 1

ηg
Pg(t ), (3.16)

where K (t ) is the kinetic energy stored in the rotating components and relates to the gener-
ator speed as

K (t ) =
Jω2

g(t )

2
. (3.17)

In the proposed convex MPC formulation, Pr and Pg in (3.16) are chosen to be the decision
variables. The set of constraints in (3.12) needs then to be rewritten as a function of Pr and
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Pg and K as well, as the latter depends on the former via the system dynamics (3.16). Note
that the transformed constraints should be also convex to lead to a convex problem [107].
Using (3.17) and (3.14), the rotor speed and generator torque constraints from (3.12b) and
(3.12c) can be expressed respectively as

(J/2)ω2
g,min ≤ K (t ) ≤ (J/2)ω2

g,max, (3.18)

0 ≤ Pg(t ) ≤ ηg

√
(2/J )K (t )Tg,max. (3.19)

Since
p

(2/J )K (t ) is a concave function, (3.19) is a convex constraint on Pg(t ) and K (t ).
Defining the available power as

Pav(v,K ) = max
θmin≤θ≤θmax

Φ(v, (1/GB)
√

(2/J )K ,θ)v3,

the aerodynamic rotor power constraint is set as

Pr(t ) ≤ Pav(v(t ),K (t )). (3.20)

This includes the constraint (3.12a) in the formulation.
For a range of wind speeds and blade pitch angles and realisticΦ functions, the available

power turns out to be a concave function of K . Therefore, by fitting k piecewise affine
functions [108], the available power can be approximated as

P̂av,vi (K (t )) = mi n{a1K (t )+b1, ... , akK (t )+bk}v3
i ,

where a linear interpolation is done between different wind speeds to obtain P̂av(v(t ),K (t )).

P̂av(v(t ),K (t )) = (1−Θ)P̂av,v1 (K (t ))+ΘP̂av,v2 (K (t )), (3.21)

with Θ = v(t )− v1

v2 − v1
. The linear interpolation of concave functions results in a concave

function.
The thrust force, which presents another non-linear behavior, is modelled as

FT(t ) = 0.5ρArv2(t )CT(λ(t ),θ(t )), (3.22)

where CT is the thrust coefficient.
In order to develop the down-regulation strategy that minimizes thrust force, we ap-

proximate the thrust force through a linearization with respect to the aerodynamic rotor
power and kinetic energy by assuming the knowledge of the wind speed at each time-step
as follows.

First, the power and thrust coefficients are expressed with a first-order Taylor series
expression around the current kinetic energy K ∗ and blade pitch angle θ∗,

CP(K (t ),θ(t )) ≈CP(K ∗,θ∗)+ ∂CP

∂K

∣∣∣∣
K ∗,θ∗

(K (t )−K ∗)+ ∂CP

∂θ

∣∣∣∣
K ∗,θ∗

(θ(t )−θ∗)

= qP(t )θ(t )+ rP(t )K (t )+ sP(t ),

(3.23)
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CT(K (t ),θ(t )) ≈CT(K ∗,θ∗)+ ∂CT

∂K

∣∣∣∣
K ∗,θ∗

(K (t )−K ∗)+ ∂CT

∂θ

∣∣∣∣
K ∗,θ∗

(θ(t )−θ∗)

= qT(t )θ(t )+ rT(t )K (t )+ sT(t ),

(3.24)

where qP(t ), rP(t ), sP(t ), qT(t ), rT(t ) and sT(t ) are the corresponding time-varying param-
eters.

Then, combining (3.23) with (3.13) and (3.24) with (3.22), and eliminating the collec-
tive blade pitch angle, an affine relationship can be derived at each time step as

F̂T(t ) =QFT (t )Pr(t )+RFT (t )K (t )+SFT (t ), (3.25)

with QFT (t ) =
(

qT(t )

qP(t )v(t )

)
, RFT (t ) = 0.5ρAr v(t )2

(
rT(t )− rP(t )

qT(t )

qP(t )

)
, and

SFT (t ) = 0.5ρAr v(t )2
(

sT(t )− sP(t )
qT(t )

qP(t )

)
.

DOWN-REGULATION

As discussed earlier, there are several practical benefits in being able to down-regulate
turbines to track a specific demanded power from the grid. However, there are multiple
control solutions to down-regulate wind turbines. In Table 3.3, the main strategies from the
literature are summarized and qualitatively compared in terms of their capabilities to track
a power reference, reduce structural loads and guarantee flow stability.

Table 3.3: Qualitative categorization of down-regulation strategies

Strategies Power tracking Structure Loads Flow stability
Maximum ωr High High Low
Minimum CT Low Low Low
Constant λ Medium Medium High
Constant ωr Depending on Depending on Low

the ωr value the ωr value

3.2.3. THE DEGREE OF FREEDOM ON KINETIC ENERGY
The possibility of having multiple down-regulation strategies is a consequence of the fol-
lowing:

Proposition 2. There exist a non-unique steady state operating condition when a power
demand is below the maximum available power.

Proof. Lets then assume a steady state condition with power demand and inflow wind as
being Pdem,ss and vss, respectively. Also, consider the down-regulation of a turbine to be
asymptotic stable by feedback [109, 12], meaning that as t →∞ the demanded power flow
tends to be reached by the generator, and the derivative of the kinetic energy from Eq. (3.16)
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tends to zero in a steady state condition. Then, the following equation would hold near to
an equilibrium.

0 ≈ Pr(t )− 1

ηg
Pdem,ss(t ), (3.26)

From combining (3.26) with (3.13)

1

ηg
Pdem,ss ≈ 0.5ρArv3

ssCP

(
ωr(t )R

vss
,θ(t )

)
. (3.27)

Therefore, as depicted by the CP contours in Fig 3.7, a desired CP value lower than the
maximum CP can be reached by different combinations of λ and θ.

Remark 4. The fact that different combinations of λ are possible means that there is an
extra degree of freedom on choosing a desired rotational speed and, thus, a kinetic energy.
This will indeed be leveraged to reduce aerodynamic loads and the risk of stall conditions.

Figure 3.7: Operation curves of down-regulation methods and stall regions of an NREL 5MW turbine. The shades
of bright and dim blue colors correspond to ∂CQ(λ,θ)/∂θ > 0 and ∂CQ(λ,θ)/∂ωr > 0, respectively, characterizing
the stall regions.

3.2.4. FLOW STABILITY
A current problem occurring when down-regulating turbines is due to the risk of loss of
flow stability along the blades. This phenomenon, which can occur in low and high tip
speed ratios, can lead to undesirable oscillations [110] and stall and is thus problematic for
the design of turbine control.

Stall is characterized by the decrease of lift force on turbine blades as function of their
angle of attack [9]. When the turbine is operating in a region where the derivatives of
the aerodynamic torque with respect to rotor speed and pitch angle are positive, then it
will eventually reach stall conditions [111, 74, 112]. These regions are shown by the blue
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shades in Fig. 3.7 when the partial derivatives of the torque coefficient CQ are positive, thus
indicating the possible onset of stall.

In particular, each down-regulation method can be analyzed in terms of flow stability
from their operation distance with respect to stall regions. First, the constant ωr strategy
can easily reach stall regions with low or high tip speed ratios depending on wind speed.
From the same point of view, the maximum ωr strategy operates on the boundary of the stall
pitch region. The minimum CT strategy is categorized as low flow stability as its operation
is close to stall regions at low tip-speed ratios. Finally, the constant λ always remains far
from stall regions, being the strategy that operates under the most stable flow conditions.

Remark 5. The flow stability analysis herein is based on a steady state model. Dynamic
flow effects and model-plant mismatches introduce a considerable uncertainty on the stall
conditions. Conservative stall constraints should therefore be considered to avoid such
regions.

3.2.5. THE USE OF KINETIC ENERGY
On one hand, the high kinetic energy is beneficial for power tracking, for instance, in the
case where the demanded power exceeds the current maximum available power in the wind.
In that case, the stored kinetic energy on the rotor speed is released so power tracking can be
maintained longer. On the other hand, high rotor speeds may lead to operation conditions
close to stall regions and to higher aerodynamic loads as seen by the max ωr curve and the
CT contours in Fig. 3.7. In this regard, the different down-regulation strategies are further
explored in Section 3.2.7 in the convex MPC framework.

3.2.6. CONVEX MODEL PREDICTIVE CONTROL FORMULATION
Convex MPC is based on solving a convex optimization problem and is a supported by a
fairly complete body of research. Convex MPC can be solved numerically very efficiently,
making it suitable to several applications.

The down-regulation in wind turbines is here formulated as an optimization problem
based on the linear dynamics and convex constraints defined in Section 3.2.2. Different
from previous works, such as [102], the turbine herein is set to track a demanded power in-
stead of maximizing power extraction. As consequence of Proposition 2, a down-regulation
operation is not uniquely defined, so an extra objective is added corresponding to the chosen
down-regulation methodology.

First, we define the extra objectives - in Table 3.4- and corresponding additional con-
straints in terms of energy and power flows. Then, further the flow stability constrain is
derived. In the end, the general optimization problem is defined for all down-regulation
strategies.

The minimum CT strategy is equivalent to minimize the thrust force FT(t ), which is
also equivalent to minimize the term RFT K from Eq. (3.25) while the rotor power Pr would
match its associated power reference. RFT is a time-varying parameter, which depends on
the current operation point, so an extra variable FT,extra is instead minimized by including
the following constraints:

(RFT K )′RFT K ≤ FT,extra, (3.28)

FT,extra ≥ 0, (3.29)
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Table 3.4: Down-regulation strategies and equivalent objectives

Down-regulation Equivalent Weights for (3.36)
Strategy Objective [α5, α6, α7]

Maximum ωr Maximizing K (t ) [α5, 0, 0]
Minimum CT Minimizing FT(t ) from (3.25) [0, 0, α7]
Constant λopt Tracking K ref(t ) [0, α6, 0]
Constant ωr Tracking constant K ref [0, α6, 0]

where the term RFT K is therefore indirectly minimized based on the robust linear pro-
gram [107]. This is done because the term RFT K is composed by a time-varying parameter,
instead of a constant, and a decision variable.

To obtain the constant λopt strategy, the kinetic energy is set to track the following
reference:

K ref(t ) =
J (ωref

g (t ))2

2
, (3.30)

where

ωref
g (t ) = λoptv(t )

R
GB. (3.31)

Now, a time-varying inequality that includes a positive tuning parameter δ is introduced
to constrain the turbine operation out of the stall region as

∂Tr(t )

∂θ(t )
≤−δ, (3.32)

where, using (3.11c),

∂Tr(t )

∂θ(t )
= 0.5ρArRv2(t )

∂CQ(λ(t ),θ(t ))

∂θ(t )
. (3.33)

The value of ∂Tr(t )/∂θ(t ) expresses how safe the current WT operation is from stall con-
ditions and it should be always negative as previously discussed in Subsection 3.2.4. The
parameter δ> 0 is recommended to be added to increase robustness as result of Remark 5,
therefore conservatively preventing stall to happen.

Similar with the derivation of (3.25), the affine time-varying constraint that avoids
stall regions can be obtained by the linarization of the power coefficient CP(K (t ),θ(t ))
and the derivative of the aerodynamic torque coefficient with respect to the blade pitch
∂CQ(K (t ),θ(t ))/∂θ(t ). Such that the following constraint is obtained:

∂Tr(t )

∂θ(t )
≈QT ′

r
(t )Pr (t )+RT ′

r
(t )K (t )+ST ′

r
(t ) ≤−δ, (3.34)

where QT ′
r
(t ), RT ′

r
(t ) and ST ′

r
are the corresponding time-varying parameters. An affine

function is always convex, so also is this constraint.
Finally, the cost function is defined as the integral of the objective function F over the

time horizon T while considering the linear dynamic model from (3.16) and the defined
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convex constraints from (3.18), (3.19), (3.20) and (3.34) over the receding horizon. Then,
we have

maxU (t )

∫ T+t

t
F (x(τ),u(τ))dτ, ∀t ≥ 0, (3.35)

s.t. (3.16),(3.18),(3.19),(3.20),(3.34),

where the objective function F is defined as

F (x(t ),u(t )) =−α1

[
Pg(t )−P ref(t )

]2 −α2Ṗ 2
g (t )−α3Ṗ 2

r (t )

−α4

[
max{K (t )− J

2
ω2

g,rated, 0}

]
+α5K (t )−α6

[
K (t )−K ref(t )

]2 −α7FT,extra(t ). (3.36)

In the previous equations, it holds x(t ) = [K (t )], u(t ) = [Pr(t ),Pg(t )]⊤, and U (t ) = [u⊤(t ), ...,
u⊤(t +T )]⊤. For each down-regulation strategy, the corresponding weights for F are listed
in Table 3.4, where α5, α6, α7 ∈ R>0. The additional constraints (3.28) and (3.29) for the
minimum CT strategy are set only when this strategy is chosen.

In the proposed formulation, the optimization problem can be solved globally using
efficient algorithms [107]. At a defined sampling time Ts , the optimal solution for U (t )
as a vector sequence along the time horizon T is obtained whereby the first input of the
sequence is used to compute the current turbine command. Then, the prediction horizon
moves ahead to the next step time, from which the optimization is repeated.

In particular, given the values of Pr, Pg obtained from the MPC solution, we can obtain
the blade pitch command from Eq. (3.13) as

θ(Pr(t ),K (t )) = θtable

(
Pr(t )

0.5ρArv3(t )
,

R
p

(2/J )K (t )

v(t )

)
, (3.37)

and the generator torque command from Eq. (3.14) as

Tg(Pg(t ),K (t )) = Pg(t )

ηg
p

(2/J )K (t )
. (3.38)

3.2.7. SIMULATION
In this section, the performances of the controller with different down-regulation strategies
described in the previous section are compared for the case where a time-varying demanded
power exceeds the current maximum available power in the wind. The control parameters
used in the OpenFAST simulations are in Table 3.5. The normalized standard test signal
from [89] is used for the reference power as in [12], where the time-varying reference
power signal is herein set to exceed the maximum available power. The maximum available
power is derived from the simulated constant and uniform wind speed of 8 m/s, that is a
representative average annual value in a wind plant site.

For each down-regulation strategies, the mean values of kinetic energy and aerodynamic
loads are computed before the power reference increases at 300 s. The amount of time that
turbines can track the required power after it becomes saturated is presented in Table 3.6.
The turbine’s power and reference are depicted in Fig. 3.8. The reference power in green
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Table 3.5: Control parameters

Parameter Value
Weights, αi [10 0.1 0.1 0.1 0.1 0.1 0.01]

Time horizon, T 20 s
Sampling time, Ts 0.2 s

Stall constraint parameter, δ 0

Table 3.6: Comparison of Controller Power Output Tracking and Previous Aerodynamic Loading

Down-regulation Kinetic Energy (J) Mean Load (kN) Time of Power Tracking
Strategy [before 300 s] [before 300 s] after Saturation (s)

Maximizing K (t ) 4.8675e+07 306 40
Minimizing F̂T(t ) 0.7689e+06 259 4
Tracking K ref(t ) 1.3750e+07 264 5

Tracking const. K ref 1.5086e+07 266 9
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Figure 3.8: Active power signals (NREL 5MW).

is set to exceed the available power in orange. The generated powers from each down-
regulation strategy present overshoots with respect to the available power when saturation
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occurs due to the stored kinetic energy. The strategy that maximizes kinetic energy follows
longer the reference power, although the turbine operates under higher aerodynamic loads.

3.2.8. CONCLUSIONS AND DISCUSSION
In this chapter, we proposed a linear convex MPC framework for implementing wind tur-
bine down-regulation. Down-regulating a turbine leads to an additional degree of freedom
on the value of the kinetic energy. We leveraged this and shown how different choices of
the target kinetic energy can lead to existing down-regulation strategies. We further intro-
duced a novel strategy aimed at reducing aerodynamic loads and reducing the risk of stall
conditions. We have demonstrated the results of different down-regulation methodologies
in terms of structural loading, flow stability and power tracking capability. Simulation on
realistic models reveal the ability to maintain power tracking in saturation conditions, by
means of the stored kinetic energy of the rotor.

The shifting paradigm from maximizing to tracking power and the use of kinetic energy
as a storage presents a significant economic potential and encourages the research on active
power control of wind turbines [109, 34]. As future work, the extension of the proposed
MPC approach for the problem of power dispatch in wind farm control, and the effects of
wakes, is of particular interest.





4
DISTRIBUTED WIND FARM

CONTROL

Distribute to scale!

It’s important to have a sound idea,
but the really important thing is the implementation.

Wilbur Ross

Chapter 2 presented controllers at the wind farm level. However, barriers emerge when
implementing these controllers with a growing number of turbines and an expanding wind
park size. These barriers include communication and computation issues. To address this
concern, a distributed control approach is proposed and presented in this chapter. This ap-
proach achieves performance comparable to central controllers while utilizing constrained
communication, relying on time-scale separation and consensus theory principles.

This chapter was submitted for publication and is under review.

67



4

68 4. DISTRIBUTED WIND FARM CONTROL

4.1. INTRODUCTION
With the increasing share of renewable energy, concerns regarding ensuring power system
stability are ever more relevant [16]. This demands further research in developing control
algorithms that enable wind farm (WF) owners to effectively meet the requirements posed
by future regulations. These regulations are evolving to support the seamless integration of
WFs into power grids, moving from turbine power maximization to tracking [33, 113, 114].
Power tracking controllers [36, 63, 26] provide WF operators with tracking capabilities that
are closer to those of conventional energy sources, enabling them to offer ancillary ser-
vices to the grid [115, 34], including frequency regulation through frequency droop control
schemes [116, 117]. The integration of wind energy into the grid is stipulated by specific
grid codes in each country [37, 55]. In this work, we focus on active power control, which
enables the provision of these services.

Additionally, power tracking controllers can be designed to simultaneously achieve sec-
ondary WF objectives, such as balancing structural loading [39, 72], thus permitting opera-
tors to better manage the WF’s resources. We have proposed a WF controller that enhances
power tracking capability and distributes the aerodynamic loading [54]. However, several
challenges in WF control stem from the large number of involved WTs. Transmitting and
receiving information from hundreds of WTs in a single node at a required rate is unfavor-
able. In addition, the computation effort required by controllers of large-scale WFs can be
significantly high, as observed in centralized optimal controllers [14, 44, 118]. Therefore,
facing applicability to large-scale WFs, we move from a centralized to a distributed control
approach. Benefiting from the current turbine hardware, our proposed distributed control
approach is implemented in individual WTs and resolves WF objectives by communicating
only with neighbor WTs. Particularly, our distributed control approach distinguishes itself
from others by consolidating all WF information at each WT before taking action.

4.1.1. A CENTRALIZED APPROACH AND ITS RELIANCE ON WAKE MOD-
ELING

As a wind turbine (WT) extracts energy from the wind, it reduces the downstream wind
velocity and adds turbulence to the flow. The altered flow is called the wake of a WT. Un-
der the wake, downstream WTs suffer from insufficient energy availability and additional
loads [18]. When WTs are not capable of producing the required amount of power, i.e. the
maximum power that can be produced is below the reference level set, we have the so-called
turbine saturation.

Several design methods for WF controllers have been proposed in the literature, includ-
ing those in [13, 109, 119], with strategies focusing on power maximization being tested
in the field [28, 30]. Wake steering through yawing has been developed and utilized to
maximize wind farm power output. However, in the context of on-demand energy, yaw
misalignment could also be used to track a power demand, though it increases structural
loads at the yawed turbine. Research in this area is still in its early stages [120, 121], along
with emerging strategies, such as wake mixing [27]. Here, we manage the WF through the
power distribution across the turbines, generally referred to as axial induction control, and
account for wake effects while keeping the turbines aligned with the wind.

To design wind farm controllers, engineers and researchers have modeled the wind
farm with analytical steady-state models [61]. However, these models can demonstrate
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low accuracy through the validation by measurement data, as reported in [30]. The accurate
modeling of wake effects is a nontrivial task to achieve because of the dynamic time-varying
nature and uncertainty of the flow, for instance, induced by changes in atmospheric stability.
The reliance on a wake model is therefore compromised. However, it is crucial to account
for the wind flow interactions between WTs [12]. Instead of relying on WF models in open
loop, we adopt a real-time feedback WF control framework to ensure that the WF meets its
objectives according to its current conditions.

4.1.2. THE SHIFT FROM CENTRALIZED TO DISTRIBUTED CONTROLLERS
The implementation of centralized controllers in large-scale systems poses challenges, such
as communication overhead, network topology constraints, and computation effort [122].
Additionally, central approaches are susceptible to a single point of failure and often lack
flexibility to include new agents or remove failed ones without redesigning the controller,
making them unsuitable for plug-and-play solutions. On the other hand, distributed control
approaches, where networked local controllers are in charge of regulating parts of the entire
farm, achieve modularity and sparsity. From an economic standpoint, distributed control
systems are advantageous for large-scale WFs mainly attributed to the fact that each WT is
not required to communicate to all other WTs, i.e. all-to-all communication, or a central
computational unit that might be far apart. Therefore, equipping WTs with controllers ca-
pable of achieving global wind farm objectives can reduce significantly the costs associated
with the required communication.

The future outlook for WF control envisions a shift toward decentralization, resembling
the applications seen in micro-grids [123, 124] and power systems [125, 126, 127]. In [118]
and [128], the authors propose algorithms to integrate the contribution of building energy
systems and charging stations to the grid in a distributed manner. In [126] and [129], the
authors proposed controllers for power systems going from a fully decentralized to a dis-
tributed control that results in an improvement in the damping of dominant oscillations.
Moreover, robustness against failures in the control system can be achieved with distributed
methods [130], in which local failures can be detected [131] and compensated for.

Among the first works towards distributed control in WFs are the works from Marden
et al. [132] and Gebraad et al. [133]. In their works, the WT actions take into consideration
their neighbor WTs. Avoiding a centralized controller, [134] and [135] maximize power
production of the wind power plant using data-driven and learning approaches. In [136], the
authors estimate the wind speed direction using an average consensus algorithm. Finally,
coalitional control, a strategy where controllers are temporarily clustered into alliances, so-
called coalitions, jointly achieve a control objective [122], applied to WFs in [44]. Also,
clusters of turbines are identified in [137], which hinges on the correlation observed in the
measured power signals, for yaw control.

Wind farm control is implemented with large sampling times because WTs should re-
spond gradually to wind conditions. This approach helps prevent high-frequency signals
from impacting the WTs, ensuring stable WT controllers. Additionally, the energy market
generally does not demand immediate adjustments. However, this poses challenges for dis-
tributed WF controllers, as their convergence can be sluggish due to the distributed network
topology and the extended sampling rates. As a result, responses to issues such as turbine
saturation or failures may be delayed and inefficient.
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4.1.3. OUR CONTRIBUTIONS
In this chapter, we design a distributed WF controller to achieve the following objectives:

O1 Regulate the WF’s active power generation to track a time-varying set point;

O2 Distribute the WT power reference through the WF;

O3 Achieve aerodynamic load balancing as a surrogate for structural loading.

To reduce the communication range while maintaining a lower WF control sampling
rate and still attaining performance levels akin to centralized controllers [54], the WTs are
suggested to engage in high-rate communication based on a multi-rate scheme [138, 139].
Our approach takes advantage of the low WF sampling rate and employs average consen-
sus [140, 141] to estimate the entire WF information before taking action. This contrasts
with typical distributed methods, such as the distributed averaging proportional and integral
control [127] and the distributed model predictive control [42], that consider only the infor-
mation of the neighbour turbines, i.e. partial information, to compute and implement local
actions. Hence, we refer to our novel framework as multi-rate consensus-based distributed
control (MCDC). The MCDC aims to achieve the objectives O1-O3 thereby counteract-
ing power losses mainly attributed to wake effects and reaching balance in thrust forces
across the WF. With the entire WF information being estimated through the communica-
tion network, this proposed method enables a distributed framework to achieve performance
comparable to that of centralized approaches while using a lower WF control sampling rate.

To attain these WF objectives, the following steps are taken:

S1 Objective O1 is achieved by cooperatively compensating for power losses stemming
from low wind availability caused by, e.g., wake effects. The rationale for the power
compensation is to account for this disturbance by altering the set-point of those
WTs with excess available power, thus achieving WF-level reference tracking. The
average of the WT power tracking errors is estimated by a high-frequency average
consensus algorithm, and compensated at a lower sampling rate. By doing this, the
total power tracking error is estimated at each turbine and compensated throughout
the entire WF.

S2 To achieve O2, we implement a leader-follower consensus algorithm to distribute the
global power reference across the WF, solving the alignment problem. This power
reference distribution eliminates the necessity of a central connection point for the
power distribution.

S3 Finally, O3 is attained by computing the average aerodynamic loads through a con-
sensus algorithm, and then regulating the local aerodynamic loads to the obtained
average. Treating aerodynamic loads as a surrogate of WT structural loading, the
balance of aerodynamic loads leads to uniform degradation of WTs. Moreover, im-
plementing thrust force balancing can avoid WT saturation, which may in turn in-
crease the WF’s total available power, compared to uniform power distribution.

The main contributions of this work include the development of the MCDC framework,
a distributed approach that achieves the objectives outlined in O1-O3, the provision of sta-
bility conditions for designing the proposed MCDC scheme, and a comparison of MCDC
with the centralized approach in a high-fidelity environment.
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Figure 4.1: Summary of the approaches utilized in this chapter; which includes past works and our contribu-

tions herein . The MCDC is composed of the set of three controllers highlighted as .

The novel wind farm controller proposed in this chapter is summarized in Figure 4.1.

4.1.4. OUTLINE OF THE REMAINDER OF THE CHAPTER
The structure of this chapter is as follows: first, the WF control problem will be formulated
in Section 4.2. Second, the proposed distributed control, namely MCDC, for power com-
pensation, power distribution, and thrust balance is presented in Section 4.3. In Section 4.4,
simulation results will be presented using a high-fidelity simulator to evaluate the proposed
controller. Lastly, conclusions and future works will be discussed in Section 4.5.

4.2. PROBLEM FORMULATION
In this section, before introducing the proposed MCDC, we present the simplified WF
model, followed by the considered WF control problem. Finally, the existing centralized
control design.

4.2.1. WIND FARM MODEL
We model the WF as a linear time-invariant dynamic system, composed of n WTs. De-
spite the non-linear open-loop dynamics of WT systems, each turbine is equipped with
a dedicated feedback controller designed to track a reference power setpoint. This local
controller leads the WTs to exhibit predominantly linear and stable behavior. The WT
controller employs both blade pitching and generator torque to regulate the power gener-
ation, as presented in [54]. Then, we take this set of controlled WT as linear systems to
be regulated by the WF controller. A similar procedure has been utilized in chemical pro-
cesses [142], where a linear behavior is induced in the closed-loop system, allowing for
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higher-level control via linear methods. Linear controllers are widely used in the industry.
While the system may encounter disturbances and can exhibit nonlinear behaviors, linear
control methods provide robust performance and yield satisfactory results. Poor adherence
of the controller WT model to reality is compensated for by the WF controller.

We applied system identification to obtain the linear dynamic model of the controlled
wind turbines based on numerical simulation data (see Figure 4.2). Step responses of gener-
ator power and thrust force to the reference power setpoint were used in the grey-box model
identification process. The models are defined as single-input and multi-output (SIMO) sys-
tems, described by [

Pg,i (k +1)
FT,i (k +1)

]
=

[
aP aP,T

aT,P aT

][
Pg,i (k)
FT,i (k)

]
+

[
bP
bT

]
P ref

g,i (k)+
[

qP,i (k)
qT,i (k)

]
,

(4.1)

where k is the WF discrete-time index; FT,i , Pg,i and P ref
g,i are the thrust force, generator

power output and power reference of turbine i , respectively. The six parameters aP, bP ,
aT, bT, aP,T and aT,P ∈ R+ are identified from simulation data. qP,i and qT,i represent the
power and thrust force discrepancies, respectively, caused by model mismatch and possible
turbine saturation of turbine i .

The first-order representation is adopted for both power and thrust force dynamics, sim-
plifying the turbine responses. This choice is driven by our focus on the dominant transient
characteristics to design the WF controller. The identification procedure utilized simulation
data of the WT responses, including inflow turbulence and wake effects. The responses of
the identified model (Id. sys.) are displayed in Figure 4.2, alongside the WT responses,
which exhibit significant variations. Anticipating this, we propose WF controllers that in-

Figure 4.2: Multiple realizations of the power and thrust force response when a step is applied to the power
reference with a turbulent inflow. The responses of the identified model are depicted.
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corporate an integral term to provide robustness against fluctuations in system parameters
and model mismatches, as demonstrated in [143, 144]. Although using higher-order mod-
els with only minor extensions in notation – by replacing the scalar model parameters with
matrices – could improve fitting with one of the responses, it may not provide a generalized
representation because of the significant variability due to turbulence and wake effects.

At the WF level, there exists a time-scale separation between the dynamics of WTs with
the power tracking controller, designed at sampling time ranging from 0.00125-0.1 s and a
response time of 5-10 s, and the dynamics of wake interactions, of 100-300 s, depending
on the turbine spacing and wind speed. In our study case, with the average wind inflow of
10 ms−1, the rise time of the power tracking controller is about 8 s and the wake propagation
takes between 120 and 225 s, approximately. Due to this time-scale separation between the
WT dynamics and the wake flow dynamics, we make the following assumption:

Assumption 3 (decoupled WF model). Model (4.1) for WT i is decoupled from all other
WTs. ◁

Note that, as a consequence of the definition of model (4.1) and Assumption 3, the
disturbance signals qP,i and qT,i represent unmodeled behaviors. These include the effects
from the turbulence in the flow, as well as the effects of the slow time-scale wake interaction,
e.g, induced wake turbulence and turbine saturation caused by the wind deficit [12, 79].

4.2.2. WIND FARM CONTROL
As noted earlier, the WF controller must be designed to achieve objectives O1-O3. In this
subsection, we present a solution to achieve these objectives using feedback and feedfor-
ward strategies. From our previous discussion on the WT modeling, the generator power
reference P ref

g ,i acts as the sole input to the i -th WT, and it is set as

P ref
g,i (k) = P̂ ref

g,i (k)+ui (k), (4.2)

where P̂ ref
g,i is the feedforward term, being the desired power reference for each WT and

ui (k) is the feedback term defined to compensate for power tracking errors and to balance
thrust forces across the WTs. Note that, so long as their sum adds to the global WF ref-
erence, there is some freedom in the definition of the feedforward terms; here we suppose
P̂ ref

g,i are provided by the distribution of the power reference from objective O2. Conversely,
the feedback term ui (k) is defined to achieve both objectives O1 and O3. Specifically,

ui (k) = uP,i (k)+uT,i (k), (4.3)

where uP,i (k) is designed for power compensation and uT,i (k) for thrust balance. In Fig-
ure 4.3, we visualize the proposed architecture in the distributed case, where the power
reference signal received by the WT i is composed of its desired power reference, and the
control signals, as defined in (4.2) and (4.3).

Following the electro-mechanical constraint of typical turbines, the power reference
signal (4.2), as the input of the WTs, is saturated as

P ref
g,i (k) =


0, if P ref

g,i (k) ≤ 0

P ref
g,i (k), if 0 < P ref

g,i (k) < P rated
g,i

P rated
g,i , else;

(4.4)
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Figure 4.3: Block diagram of the distributed control scheme. At each agent i , there is a power distributor, a power
compensator, and a thrust balancer that provides the power reference for WT i . Bold arrows represent vectors of
signals from the neighborhood Ni , distinguishing from the scalar ones.

where P rated
g,i is the rated power of turbine i .

CENTRALIZED CONTROLLER
As a benchmark solution to the design problem set in Section 4.2.2, we now summarize the
centralized controller proposed in [54]. There, an integral controller is used for the power
compensation, such that

uP,i (k) = uP,i (k −1)+KP11×neP(k), (4.5)

where KP is a scalar integrator gain, 11×n = [1 1 ... 1] denotes a row vector of length n filled
with ones, eP(k) = [eP,1(k),eP,2(k), ...,eP,n(k)]⊺, with the superscript ⊺ denoting transpose, is
a vector containing the power tracking errors,

eP,i (k) = P̂ ref
g,i (k)−Pg,i (k), (4.6)

of all WTs. The wind-farm-wide power tracking error is the aggregation of all WT errors,
i.e. e total

P (k) = 11×neP(k) = ∑n
i=1

(
P̂ ref

g,i (k)−Pg,i (k)
)
. The utilization of feedback control

law (4.5) requires information from all WTs, and ensures that the effort for power compen-
sation is distributed throughout the entire farm. This even distribution is advantageous as it
results in a minor impact from the increased wake generated by the compensating WTs, as
proposed in [18], and overlooked by Assumption 3.

Similarly, an integral control is utilized for aerodynamic load balancing,

uT,i (k) = uT,i (k −1)+KTeT,i (k), (4.7)

where KT is a scalar integrator gain for the thrust force balance control and

eT,i (k) = F avg
T (k)−FT,i (k) (4.8)

is the thrust force error between the average of thrust forces across the WF F avg
T and the

thrust force FT,i acting on WT i . To compute F avg
T the information of all thrust forces
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is required, as in the case of the power errors in the power compensation. We define the
average matrix Wavg = 1

n 1n×111×n and rewrite (4.5) and (4.7) in vector form, such that

uP(k) = uP(k −1)+ K̄PnWavgeP(k), (4.9)

where uP(k) = [uP,1(k),uP,2(k), ...,uP,n(k)]⊺ and K̄P = diag(KP); and

uT(k) = uT(k −1)+ K̄T
(
Wavg − In

)
FT(k), (4.10)

where uT(k) = [uT,1(k),uT,2(k), ...,uT,n(k)]⊺, FT(k) = [FT,1(k),FT,2(k), ...,FT,n(k)]⊺, K̄T =
diag(KT), and In is the identity matrix of order n.

Instead of employing a centralized approach, we propose that the average power track-
ing error vector eavg

P = WavgeP and the average thrust force vector F avg
T = WavgFT are ob-

tained from a consensus algorithm. Moreover, a consensus algorithm is also proposed to
distribute the power references P̂ ref

g,i , by aligning them to a leader turbine that has the infor-
mation of the WF power demand.

4.3. MULTI-RATE CONSENSUS-BASED DISTRIBUTED CONTROL
We propose the so-called Multi-rate Consensus-based Distributed Control (MCDC). To
meet the objectives O1-O3, the scheme consists of three control components: a power
compensator, a power distributor, and a thrust balancer. The overall proposed distributed
WF control is depicted in Figure 4.3. The core idea is to reach a consensus estimate of
the relevant WF states for each of the control components. This is accomplished by uti-
lizing only neighborhood information, requiring a substantially less complex and resource-
intensive WF communication network. Although local communication is engaged at a high
frequency, its rate would remain constant and independent of the number of wind turbines
in the farm. In contrast, the number of communications at the central node increases with
the number of turbines, eventually surpassing the communication per second at a node in
our approach. The consensus estimates are then utilized to compute the power reference for
each turbine.

Firstly, we introduce graph notation and the WF communication network in Section 4.3.1,
followed by the average consensus conducted within the WF control sampling time in Sec-
tion 4.3.2. Next, Section 4.3.3 delves into the distributed power compensation. Subse-
quently, Section 4.3.4 presents the power distribution as a fully distributed approach, and
Section 4.3.5 covers the distributed thrust force balance. Finally, stability conditions for the
entire control framework are derived and discussed in Section 4.3.6.

4.3.1. GRAPH NOTATION AND WIND FARM COMMUNICATION NETWORK
As mentioned previously, the centralized controller from Section 4.2.2 requires information
on the entire WF to compute the feedback terms, consisting of (4.9) and (4.10). Moving
towards distributed architectures, WTs no longer require communication from hundreds of
WTs to one controller. Instead, they would only communicate with their neighbor WTs.
Additionally, it would avoid problems if that one controller fails. In this section, we intro-
duce some preliminaries on graph theory, used in our design, as well as a critical assumption
on the communication network linking WTs in the WF.
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A graph G is defined as G = (V ,E ), where V = v1, ..., vn is its vertex set, with |V | = n
the number of agents, and E ⊆ V × V its edge set. L is the Laplacian matrix, defined by
L = D −A , where D = diag(d1, ...,dn) is the in-degree matrix and A is the adjacency
matrix. The diagonal elements li , j of L are therefore equal to the in-degree of vertex vi ,
and the off-diagonal elements li , j are −1 if there is an edge from vertex vi and v j , or 0
otherwise. The open neighborhood of vi is defined by the set of neighbors Ni containing
all the adjacent vertices to vi excluding itself. A graph G is said to be undirected if ei j ∈ E

implies e j i ∈ E .
A communication network in a wind farm induces a graph G which shares the same

topology, i.e., for two vertices vi , v j ∈ V there exists an edge between them if the two can
exchange information. We assume the following.

Assumption 4 (connected network). The communication network is such that the induced
graph G is undirected and connected. ◁

By Assumption 4, any two distinct vertices of the graph G are connected through a path,
meaning that there is always a directed spanning tree from a vertex to all other vertices in
the graph. This assumption ensures that every agent can reach average consensus [140] and
that the leader-follower consensus converges [141].

Consensus algorithms inherently provide robustness against packet loss, as demon-
strated in [145]. Additionally, incorporating communication redundancies is crucial in the
network design to enhance robustness and guarantee connectivity in the event of a commu-
nication failure from a WT. This is achieved by ensuring that each WT exchanges informa-
tion with at least two others, meaning each vertex vi has at least two connecting edges. In
this case, when a link fails, consensus would still be achieved in all the remaining WTs with
a functioning communication system. Furthermore, switching network schemes [141] can
be implemented to address these failures and optimize operations through reconfiguration.
However, we assume that the turbines have no issue in sharing information.

4.3.2. AVERAGE CONSENSUS BETWEEN WF CONTROL SAMPLINGS
Our proposed multi-rate controller assumes that the data exchange between WTs can occur
at a higher rate than the WF control. The WF control typically operates at a low time scale,
between 20 s and 10min [34], being suitable for conducting consensus algorithms [141,
140] to estimate the relevant WF information before the WF control action’s execution.
This inherently leads to a unitary delay in the action, which will be further discussed and
assessed. This design consideration is in line with the control of power systems, where
different time scales are accounted for [127].In this subsection, we present a general for-
mulation of the consensus algorithm, used to obtain the estimates for the power compesator
and thrust balancer.

The average consensus of a state x ∈ Rn , is to be achieved at each WT within h ∈ N
iterations, the consensus horizon. For clarity, the average consensus algorithm is divided
into three stages: (re-)initialization; inner iteration; and final assignment.

In the (re-)initialization, the state variable of the average consensus, xavg
i is initialized

as
xavg

i (0) = xi (k). (4.11)
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Then, the inner iteration is recursively conducted over the consensus horizon, as follows:

xavg
i (c +1) = wi ,i xavg

i (c)+ ∑
j∈Ni

wi , j xavg
j (c), (4.12)

for c ∈ {0,1, . . . ,h−1}, where wi ,i is the weight on xavg
i at vertex i , and wi , j are the weights

on xavg
j at vertex i . As the last stage, the final assignment is

xavg, final
i (k|k +1) = xavg

i (h), (4.13)

where xavg, final
i is the final average value obtained after h steps and utilized for defining the

WF control action. The notation (k|k + 1) is utilized to highlight that the estimate of the
average of x(k) can only be obtained at k +1.

By setting wi , j = 0 for j ∉Ni , we can then rewrite (4.11)-(4.13) in a vector form

xavg(0) = x(k), (4.14a)
xavg(c +1) =W xavg(c),∀c ∈ {0,1, ...,h −1}, (4.14b)

xavg, final(k|k +1) = xavg(h), (4.14c)

where W = [wi , j ] is the average consensus weight matrix. The matrix W is structured to
respect the communication topology and has to satisfy the following conditions:

λ1(W ) = 1 and |λi (W )| ≤ 1 for all i = 2, ...,n, (4.15a)
W 1n×1 = 1n×1, (4.15b)
11×nW = 11×n . (4.15c)

While average consensus is only reached in the limit, as h →∞, a suitable average can
be achieved in finite iterations, by choosing a sufficiently large h. Moreover, the optimal
design of W to achieve the fastest convergence rate and enhance accuracy is obtained by
solving the following optimization problem, the so-called Fastest Discrete-Time Consensus
(FDTC) problem [146]:

minimize
wi j

ρ
(
W −Wavg

)
(4.16a)

subject to

W 1n×1 = 1n×1, (4.16b)
W =W ⊺, (4.16c)

wi , j = 0, if (i , j ) ∉ E and i ̸= j , (4.16d)

where ρ(S) is the spectral radius of S, and the convergence speed decreases with ρ(S); and,
reiterating, Wavg = 1

n 1n×111×n is the average matrix. Since we impose W to be symmetric
as a design choice, the spectral radius of a symmetric matrix is also its spectral norm, then
(4.16a) can be cast as the minimization of ∥W −Wavg∥, where the operator ∥·∥ is the induced
matrix 2-norm. This problem is convex and can be solved globally and efficiently.

Notice that for plug-and-play capabilities, the optimization problem should be reconsid-
ered taking into account the new addition or removal to keep overall optimality. Otherwise,
at least, the elements of W associated with their neighbors should be changed accordingly
to maintain the conditions in (4.15).
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4.3.3. DISTRIBUTED POWER COMPENSATION
Let us now address the solution to objective O1 in a distributed manner. The main idea is
to utilize WTs with enough wind resources to cooperatively compensate for power-tracking
errors. This ensures that overall power tracking at the WF level can still be attained in
the case of turbine saturation. Figure 4.4 illustrates our proposed distributed strategy for
power compensation. Each WT i initiates its consensus protocol based on its own power
error. Then, the average power error across the entire farm is estimated through the average
consensus process that communicates the power errors in a neighborhood at a high rate.
Subsequently, the control computes the feedback control signal uP,i at a low rate using
the estimates of the WF power error. This strategy is detailed as follows, divided into
Estimation and Control.

Neigh-
borhood

Initialization
eP, i

Control
uP,i

Estimation
based on Consensus

[
eavgP, j

]
j∈Ni

eavgP, i

eavgP, i eavg,finalP, i

Low Rate

High Rate

Power Compensator i

Figure 4.4: Block diagram of the power compensator based on the consensus of the power errors.

Estimation: The first step in our distributed power compensation strategy is to estimate
the WF power error. This is accomplished by computing the average power error at each
WT using the average consensus algorithm, as presented in Section 4.3.2. The algorithm
leverages the current power error information at each WT and disseminates it by engaging
in high-frequency communication with neighboring WTs. If Assumption 4 holds, and pro-
vided that h is sufficiently large, the average consensus value is obtained in the subsequent
low-rate time step. Theoretically [140, 146], we have

limh→∞W heP(k) =WavgeP(k)

= eavg, final
P (k|k +1),

(4.17)

where eP is the vector containing all power tracking errors of each WT, W is the aver-
age consensus weight matrix, which is structured to respect the communication topology,
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and Wavg is the average matrix. The notation (k|k +1) signifies that the average of power
losses eavg, final

P from k is only obtained at k + 1. This notation emphasizes the delay at-
tained by utilizing our proposed approach. Thus, the WF power error is estimated to be
neavg, final

P (k|k +1).
During the design stage, a finite value for h is determined, constrained by the speed of

the communication system in transmitting information and the time required by the local
controller to execute the algorithm. Since communication speed and computation time are
“hard” constraints, the designer must account for some tolerance in the attained average
consensus. The choice of h affects the distribution of the power compensation, moving
from uniform, widespread compensation across the farm with h sufficiently large, to a
more localized compensation with a low value of h. This localized compensation is ac-
knowledged without significant prejudice, as (4.15b) guarantees that the sum of the vector
of node values is preserved and h is factored into the stability conditions derived further in
this work.

A high convergence rate, dictated by the network’s topology and the chosen average
consensus weights, allows more flexibility in selecting h, where choosing a low value of
h is essential to guarantee that the practical constraints are satisfied, therefore obtaining a
satisfactory average consensus within the wind farm control sampling time.

Control: We propose a compensation strategy following the integral method derived for
centralized controller in [54] and presented in Section 4.2.2. The integral method is demon-
strated to achieve stability even with the presence of the additional step-time delay for the
execution of the consensus algorithm. The control law at each WT uses the final estimated
average power error eavg, final

P (k −1|k) from the previous time step k −1 obtained at k, and
it is defined as:

uP,i (k) = uP,i (k −1)+KPneavg, final
P,i (k −1|k), (4.18)

where KP is the integrator gain for the power compensator. In vector form, we can rewrite
(4.18) as

uP(k) = uP(k −1)+ K̄PWPeP(k −1), (4.19)

where K̄P is the gain matrix defined as K̄P := diag(KP), and WP = nW h a weight matrix.
Notice that differing from a central control law (4.9), the average depends on the value of
h, if h → ∞ then WP = nWavg. Importantly, the computation of the average consensus
adds a sampling time delay to the power error signal in (4.19), compared to the centralized
controller in (4.9).

Remark 6. With the control law (4.18) utilizing the average consensus with a sufficiently
large h, the compensation equally spreads the additional power demand, as in the central-
ized approach. This equal compensation across all turbines is simple and effective. Fur-
thermore, the compensation can be expanded to take the intensity of the turbine interactions
into account in (4.18), e.g., using a WF model-based optimization [119], or estimations of
available power [14]. A weighted approach across the turbines considering the intensity
of the interactions is a direct extension. Our proposed controller combines power com-
pensation with aerodynamic load balancing, implicitly accounting for their interactions
and promoting a power distribution that leads to uniform degradation and prevents turbine
saturation. ◁
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4.3.4. POWER DISTRIBUTION
In a fully distributed WF system, the desired power references P̂ ref

g,i (k), as a solution of
objective O2, should also be obtained in a distributed manner. The information regarding
the desired power reference for each turbine can be disseminated throughout the commu-
nication network by solving the alignment problem [141], also known as leader-follower
consensus.

The alignment problem is accomplished by converging all the desired power references
to leader turbines. The leader turbines leave their values unchanged, while all others asymp-
totically agree with them according to the consensus protocol, achieving alignment. The
leader-follower consensus is conducted between the WF control sampling time, so it also
follows the notations from Section 4.3.2.

A widely employed benchmark approach is to divide the WF power reference uniformly
among all WTs [14]. As a feedforward term, the desired power reference provides an
initial reference to the WTs, with the primary goal of sharing implicit information on the
total farm power demand, while the feedback terms are also incorporated into the power
reference signals. For simplicity, we assume a single leader identified as the WT i = m.
The leader’s power reference is determined by dividing the total WF power reference P ref

WF
by the number of WTs in the WF; such that the (re)initialization of the leader turbines is
defined as follows

P ref, align
g,m (0) = P ref

WF(k)/n, (4.20)

while the (re-)initialization of the other turbines is

P ref, align
g,i (0) = P̂ ref

g,i (k −1),∀i ̸= m, (4.21)

and for k ≥ 1, where P ref, align
g,i is the internal state variable.

Then, in the inner iteration stage, the leader’s power reference remains constant, being

P ref, align
g,m (c +1) = P ref, align

g,m (c),∀c = 0,1, ...,h −1, (4.22)

where c is an internal discrete-time index. On the other hand, the followers i ̸= m converge
to the leader as:

P̂ ref, align
g,i (c +1) =ai ,i P̂ ref, align

g,i (c)+ ∑
j∈Ni \m

ai , j P̂ ref, align
g, j (c)

+bi P ref, align
g,m (c),

(4.23)

∀c = 0,1, ...,h−1, where ai , j ∈R, and bi is either βi ∈R if agent i is connected to the leader,
or 0 otherwise.

At the final assignment stage,

P̂ ref
g,i (k|k +1) = P ref, align

g,i (h),∀i . (4.24)

For a single leader, without loss of generality, we can assume that this agent is the one
labeled with m = n. Then, the multi-agent system is said to achieve alignment between the
WF control sampling time when

lim
h→∞

||P̂ ref
g,i (k|k +1)− P̂ ref

g,n(k|k +1)|| = 0, (4.25)
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∀i ∈ {1,2, ...,n −1}. The inner iteration defined by (4.22) and (4.23) can be written in state
form as [

P ref, align
i=1:n−1 (c +1)

P ref, align
n (c +1)

]
=

[
Alf Blf

01×n−1 11×1

]
︸ ︷︷ ︸

Llf

[
P ref, align

i=1:n−1 (c)

P ref, align
n (c)

]
, (4.26)

∀c = 0,1, ...,h−1, where Alf = [ai , j ]n−1×n−1, with ai , j = 0 for j ∉Ni , and Blf = [b1,b2, ... , bn−1]⊺.
The design of the parameters ai , j and bi ∈R is conducted by an equivalency with the align-
ment problem derived in [141]. It then follows

Alf =
(
In−1 +Dn−1×n−1 +B ′)−1 (In−1 +An−1×n−1), (4.27)

Blf =
(
In−1 +Dn−1×n−1 +B ′)−1 B ′, (4.28)

where B ′ is a n−1×n−1 diagonal matrix whose i th diagonal element is 1, if i is the neigh-
bor of the leader, and 0 otherwise; Dn−1×n−1 and An−1×n−1 are the degree and adjacency
matrices removing the last column and row, respectively. In this way, Llf in (4.26) is an
stochastic matrix, i.e. Llf1n×1 = 1n×1 and Llf is square with all entries non-negative.

Utilizing this approach, the distribution of WF power reference is not made by a cen-
tral workstation to each turbine, as typically observed in the general centralized scenario.
Instead, the communication is distributed in exchange for a time-step delay. This time-step
delay, on the other hand, can be designed to be as small as necessary, constrained by the
execution of the consensus algorithm.

4.3.5. THRUST FORCE BALANCE CONTROL
Following objective O3, we aim to evenly distribute the thrust forces throughout the entire
farm in a distributed manner. Our solution in this section also takes advantage of the average
consensus and the time-scale separation from the WF and WT controllers to compute the
average thrust forces.

For computing the feedback control signal uT,i (k), we use the average thrust force
across the entire farm obtained from average consensus. Then, we estimate the thrust force
errors from the average thrust force to the current values.

Estimation: The thrust force errors from the average thrust force to current values are
estimated from our distributed thrust force balance strategy. This is achieved by comput-
ing the average thrust force across the WF at each WT employing the average consensus
algorithm from Section 4.3.2. The thrust force tracking errors eT,i is defined as

eT,i (k) = F avg
T,i (k)−FT,i (k), (4.29)

where F avg
T,i is the average of thrust forces known at i -th WT and FT,i is the current thrust

force.
Different from the centralized controller, F avg

T,i is computed across the WF by the average
consensus algorithm from Section 4.3.2, such that the estimations of the thrust force errors
are defined as

eT(k −1|k) =
(
W h − In

)
FT(k −1)

=−WTFT(k −1),
(4.30)
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where WT =−(
W h − In

)
. When h →∞,

eT(k −1|k) = (
Wavg − In

)
FT(k −1). (4.31)

This indicates that the strategy introduces a sampling time delay besides the consensus
algorithm being conducted with a finite h in practice. Similarly to the power compensation,
the choice of h dictates the level of smoothness in the averaging of the thrust forces across
the WF.

Control: The control protocol that balances the thrust force is proposed to be composed
of pure integrators. The sampling time delay originating from the computation of the aver-
age consensus is embedded into the proposed control law (4.32) by considering the defini-
tion of the error signals from (4.30), contrasting with the central control law in (4.7).

uT,i (k) = uT,i (k −1)+KTeT,i (k −1|k), (4.32)

which can be rewritten in a vector form as:

uT(k) = uT(k −1)+ K̄TeT(k −1|k)

= uT(k −1)− K̄TWTFT(k −1),
(4.33)

where K̄T = diag(KT).

Remark 7. Note that the weight matrix WT is a double-stochastic matrix by definition,
therefore it guarantees that

∑
i uT,i (k) = 0∀k. Indeed, from (4.33):∑

i
uT,i (k) = 11×nuT(k)

= 11×nuT(0) −
k∑
τ=1

11×nK̄TWTFT(τ−1). (4.34)

Thus, provided that uT,i (0) = 0 ∀i is established as the initial condition for the integrators,
11×nK̄TWTFT(k − 1) = 0 ∀k is a sufficient condition for

∑
i uT,i (k) = 0∀k. Thus, by the

definition of WT,
11×nK̄TWTFT(k −1) = 0 (4.35)

holds, where 11×nWT = 0n follows from the definition of WT = −(W h − In), as W h is a
double-stochastic matrix. ◁

Remark 8. When turbine saturation1 occurs in one of the WTs, the balancing of thrust
forces would reduce the total WF power generation. The saturated turbine can not increase
power generation and it typically has a lower thrust force compared to the remaining tur-
bines. Consequently, the saturated turbine affects the power generation of the other tur-
bines by diminishing their power output and failing to compensate for their reduced gener-
ation with its own increased power generation. Hence, we exclude saturated turbines from
the balancing of thrust forces, departing from the previous practice in the central approach

1Turbine saturation refers to a condition where a turbine operates at maximum capacity and cannot produce any
more power when demanded. This condition is imposed by unavailable wind and high power demand.
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in [72, 54]. This prioritizes object O1 and is justified by the fact that the thrust forces of
saturated turbines are lower than the remaining ones. To accomplish this, we define the
consensus algorithm, such that W h reaches the definition of the average matrix in (4.36)
when h →∞ .

Wavg, sat = [wi , j ] =


1, if i = j is saturated,
0, if i ̸= j and i or j is saturated,

1
n−nS

, otherwise,
(4.36)

where nS is the number of saturated turbines. The saturation information is also obtained
through average consensus, thereby maintaining distributed communication. Since this fol-
lows directly from Section 4.3.2, it is omitted for brevity. The double-stochasticity property
in (4.36) persists and the result thrust force error of the saturated turbines is zero, grant-
ing an anti-windup property for the integrators. An example of the weighted matrix of a
3-turbine farm with saturation in the second turbine is

Wavg, sat =
 1

2 0 1
2

0 1 0
1
2 0 1

2

 .

◁

Remark 9. In the event of a scheduled shutdown for maintenance at specific WTs, the
power compensation and power distribution, as discussed in Section 4.3.3 and Secction 4.3.4,
could remain unchanged. In this way, the power error at the shutdown turbine will be com-
pensated by the other from the feedback loop. The information of the turbine to be shut
down can be transmitted through the communication network by the alignment consensus
algorithm. The turbine undergoing shutdown must be removed from the thrust force bal-
ancing and this can be handled in the same manner as when turbine saturation occurs,
following (4.36). ◁

4.3.6. STABILITY OF THE PROPOSED CONTROL SCHEME
To start the discussions in this section, we consider the concept of Bounded Input Bounded
Output (BIBO) stability and how it relates to turbine saturation in the farm. Here, exoge-
nous inputs, i.e. the references P̂ ref

g , and the disturbances qP and qT, are acknowledged as
bounded, as substantiated by the following assessments:

1. The contribution of the inflow turbulence or other unmodelled effects is bounded,
such that |qP,i | < K1 and |qT,i | < K2 for all i , where K1 and K2 ∈ R, governed by the
convergence of the dedicated feedback controller at each WT;

2. Owing to potential saturation qP,i < 0, and qP,i ≥−P rated
g,i , as a result of the constraints

imposed by the turbines and the reference signal, Pg,i ≥ 0, P ref
g,i ≥ 0, and P ref

g,i ≤ P rated
g,i ;

and, similarly, qT,i < 0, and qT,i ≥ −F max
T,i , where F max

T,i is the maximum thrust force
admitted by an individual WT.

For the closed-loop system to be BIBO stable - meaning that the norms of the power
and thrust force errors remain bounded for bounded inputs - a necessary condition is that
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the poles of the closed-loop system must be in a stable region. From (4.1), the dynamics of
the power generation and thrust force are rewritten in vector form as

Pg(k +1) = APPg(k)+ AT,PFT(k)+BPP ref
g (k)+qP(k), (4.37)

FT(k +1) = ATFT(k)+ AP,TPg(k)+BTP ref
g (k)+qT(k), (4.38)

where, given Assumption 3, AP = diag(aP), AT,P = diag(aT,P), and BP = diag(bP); and AT =
diag(aT), AP,T = diag(aP,T), and BT = diag(bT). Thus, we convert (4.37) and (4.38) from
their discrete-time description to the z-domain [147], and reorganize them using matrix
algebra:

Pg = (In z − AP)−1(AT,PFT +BPP ref
g +qP) (4.39)

=GT,PFT +GPP ref
g +GP, qqP,

FT = (In z − AT)−1(AP,TPg +BTP ref
g +qT) (4.40)

=GP,TPg +GTP ref
g +GT, qqT,

where Pg, FT, P̂ ref
g , qP, and qT represent the Z -transform of the respective vectors from

this point, calculated as Z [x(k +a)] = za x(z) with a ∈ Z; and GT,P = (In z − AP)−1 AT,P,
GP = (In z − AP)−1BP, GP,q = (In z − AP)−1, GP,T = (In z − AT)−1 AP,T, GT = (In z − AT)−1BT,
GT,q = (In z−AT)−1 are defined transfer functions that represents the open-loop system (see
the block diagram representation in Figure 4.5). For simplicity, we denote q̄P =GP,qqP and
q̄T = GT,qqT. Replacing (4.39) and (4.40) into each other and rearranging the terms, we
have the following representation of the WF dynamics:

Pg =(In −GT,PGP,T)−1[(GP +GT,PGT)P ref
g +GT,Pq̄T + q̄P

]
, (4.41)

FT =(In −GP,TGT,P)−1[(GT +GP,TGP)P ref
g +GP,Tq̄P + q̄T

]
. (4.42)

Furthermore, we also convert the power reference input signal to the Z -domain, which
incorporates the control laws previously defined in (4.19) and (4.33), such that

P ref
g = P̂ ref

g +uP +uT, (4.43)

uP = (In z − In)−1K̄PWPeP (4.44)

=CPWP(P̂g −Pg),

uT = (In z − In)−1K̄TeT (4.45)
=CTWTFT,

where uP, uT, eP, and eT represent the Z -transform of the respective vectors from this point
forward, and CP = (In z−In)−1K̄P, CT = (In z−In)−1K̄T are the defined control transfer func-
tions. To emphasize, these control transfer functions represent a backward numerical inte-
gration due to the delay inherent in our approach, contrasting with the forward integration
used in centralized control.

The feedback system is illustrated in the block diagram in Fig. 4.5. In this representa-
tion, the input disturbance di includes the feedforward term, which is the reference power
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CP

CT

GP

GT

GT,P

GP,T

WP

WT

P̂ ref + eP

+

uP

rT = 0 + eT
+

uT

di + P ref

+

+

+

+

+

+

q̄P
+

q̄T

+

Pg

FT

−

−

Figure 4.5: Block diagram of the closed-loop system with both feedback loops. The communication is represented
by WP and WT.

P̂ ref
g , an exogenous signal. To assess stability, we close both feedback loops using the sys-

tem equations (4.41) and (4.42), along with the control signal (4.43). Consequently, we can
formulate the following theorem:

Theorem 1. The closed-loop stability, utilizing both feedback control laws (4.44) and
(4.45) simultaneously, is ensured when the following matrix inequalities are satisfied:

A0 − A3 < 0, (4.46a)
A0 + A1 + A2 + A3 > 0, (4.46b)
A0 − A1 + A2 − A3 < 0, (4.46c)

and
A2

3 − A2
0 + A0 A2 − A1 A3 > 0, (4.47)

where A3 = In , A2 =−(In+AP+AT), A1 = AP AT+AP+AT+AT,P AP,T+BPK̄PWP+WTBTK̄T,
A0 =−AP AT+AT,P AP,T−ATBPK̄PWP+AT,PBTK̄PWP−APWTBTK̄T+AP,TWTBPK̄T, and |.|
is the determinant operation.

Proof of Theorem 1. Taking (4.43), and replacing with the control laws (4.44) and (4.45),
and subsequently replacing with (4.41) and (4.42), we have

P ref
g = P̂ ref

g +uP +uT (4.48a)

= P̂ ref
g +CPWP(P̂ ref

g −Pg)−CTWTFT (4.48b)

= (In +CPWP)P̂ ref
g −CPWP(In −GT,PGP,T)−1[(GP +GT,PGT)P ref

g +GT,Pq̄T + q̄P]

−CTWT(In −GP,TGT,P)−1[(GT +GP,TGP)P ref
g +GP,Tq̄P + q̄T] (4.48c)

= [
In +CPWP(In −GT,PGP,T)−1(GP +GT,PGT)

+CTWT(In −GP,TGT,P)−1(GT +GP,TGP)
]−1 {

(In +CPWP)P̂ ref
g −CPWPq̃P −CTWTq̃T

}
(4.48d)
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From (4.48c) to (4.48d), we rearranged (4.48c) by isolating the power reference P ref
g and

we denote q̃P = (In −GT,PGP,T)−1 (GT,Pq̄T + q̄P) and q̃T = (In −GP,TGT,P)−1(GP,Tq̄P + q̄T),
having stable relationships with q̄P and q̄T by the definitions of GP,T and GT,P. Substituting
the transfer functions accordingly and utilizing algebraic manipulations, the inverse term
that includes the closed-loop characteristic equation becomes[

In +CPWP(In −GT,PGP,T)−1(GP +GT,PGT)+CTWT(In −GP,TGT,P)−1(GT +GP,TGP)
]−1 =

[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP + AT,PK̄PWPBT

+(In z − AP)K̄TWTBT + AP,TK̄TWTBP]−1[(In z − AP)(In z − AT)− AT,P AP,T](In z − In).

To ensure stability, we must guarantee that the solutions to the characteristic matrix
polynomial

det((In z − AP)(In z − AT)(In z − In) − (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP

+AT,PK̄PWPBT + (In z − AP)K̄TWTBT +AP,TK̄TWTBP
)= 0

(4.49)

lie within the unit circle. To demonstrate this, we rely on the multivariate extension of
the Jury stability criterion [148], as presented in [149]. Specifically, let us start by defining
Q(z) = (In z−AP)(In z−AT)(In z−In)−(In z−In)AT,P AP,T+(In z−AT)K̄PWPBP+AT,PK̄PWPBT+
(In z − AP)K̄TWTBT + AP,TK̄TWTBP. Then, det(Q(z)) = 0 has a solution only if ∃x ̸= 0 such
that x⊤Q(z)x = 02. Thus, solving (4.49) and verifying its solutions is equivalent to evaluat-
ing

x⊤Q(z)x =x⊤ [(In z − AP)(In z − AT)(In z − In) − (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP

+ AT,PK̄PWPBT + (In z − AP)K̄TWTBT +AP,TK̄TWTBP
]

x

=x⊤ [
In z3 − (In + AP + AT)z2 + (AP AT + AP + AT + AT,P AP,TK̄PWPBP

+ K̄TWTBT)z − AP AT + AT,P AP,T − ATK̄PWPBP + AT,PBTK̄PWP − APK̄TWTBT

+AP,TWTBPK̄T
]

x

=x⊤A3xz3 +x⊤A2xz2 +x⊤A1xz +x⊤A0x = 0,
(4.50)

where A3 = In , A2 =−(In+AP+AT), A1 = AP AT+AP+AT+AT,P AP,T+BPK̄PWP+WTBTK̄T,
A0 =−AP AT+AT,P AP,T−ATBPK̄PWP+AT,PBTK̄PWP−APWTBTK̄T+AP,TWTBPK̄T. Then,
it is possible to exploit the Jury stability criterion [148]. Having solutions of det(Q(z)) = 0
restricted to the complex unit disc is equivalent to satisfying the stability constraints of the
third-order polynomial (4.50), such that:

x⊺(A3 + A2 + A1 + A0)x > 0, (4.51a)
x⊺(A3 − A2 + A1 − A0)x > 0, (4.51b)
x⊺(A3 − A0)x > 0, and (4.51c)

2For any matrix A ∈Rn×n , det(A) = 0 is equivalent to rank(A) < n and therefore nullity(A) = dim(ker(A)) ≥ 1. This
latter fact implies that ∃x ̸= 0 ∈Rn s. t. x ∈ ker(A) =⇒ Ax = 0 =⇒ v⊤Ax = 0,∀v ∈Rn . Taking v = x, x⊤Ax = 0.
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∣∣∣∣x⊺A0x x⊺A1x
x⊺A3x x⊺A2x

∣∣∣∣− ∣∣∣∣x⊺A0x x⊺A3x
x⊺A3x x⊺A0x

∣∣∣∣> 0, (4.52)

In turn, given that A3, A2, A1, A0 are symmetric by construction, the conditions in (4.51) are
equivalent to the linear matrix inequalities in (4.46); and (4.52) equivalent to (4.47).

The stability conditions from Theorem 1 imply internal stability for our proposed MCDC
framework in our study case, which we evaluate through the closed-loop system in a stan-
dard MIMO feedback configuration [150], as illustrated in the block diagram in Figure 4.6.

[
CPWP CT

]
Controller: C

[
G̃P

G̃T

]
Plant: G

[
In 0
0 WT

]

Feedback: F

r =

[
P̂ ref

rT

]
ξ1 =

[
eP
eT

]

u ξ2

di

+ y

do =

[
q̃P
q̃T

]

+

ξ3 =

[
Pg

FT

]
−

v

Figure 4.6: Block diagram of the closed-loop system in a basic feedback loop representation.

We define the vector signals r , di , and do , being the exogenous signals; ξ1, ξ2, ξ3, u, y ,
v , being the internal signals; and the system transfer functions, G̃P = (In −GT,PGP,T)−1(GP+
GT,PGT) and G̃T = (In −GP,TGT,P)−1(GT +GP,TGP). Following the approach in [150], the
internal transfer functions are obtained by

ξ1

ξ2

ξ3

=
I2n 02n×n F
−C In 0n×2n

02n −G I2n

−1  r
di
do

 , (4.53)

where G = [G̃P; G̃T], C = [CPWP CT], F = [In 0n ; 0n WT]. Twenty-five internal closed-loop
transfer functions from P̂ ref

g , r , di , q̃P, and q̃T to eP, eT, P ref
g , Pg and FT can be derived

from (4.53). For conciseness, these functions are not explicitly presented. All transfer
functions retain the characteristic matrix polynomial shown in (4.49). Moreover, they are
well-defined and proper, and have possible pole and zero cancellations inside the unit circle
when satisfying the stability matrix conditions in (4.46) and (4.47). Consequently, Theo-
rem 1 also ensures the internal stability of the closed-loop system based on these properties.

We can demonstrate this argument by applying the block matrix inversion in the inverse
term in Eq. (4.53), such that

 I2n 02n×n F
−C In 0n×2n

02n −G I2n

−1

=
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 I2n −F (I2n +GC F )−1GC −F (I2n +GC F )−1G −F (I2n +GC F )−1)
(In −C F (I2n +GC F )−1G)C In −C F (I2n +GC F )−1G −C F (I2n +GC F )−1

(I2n +GC F )−1GC (I2n +GC F )−1G (I2n +GC F )−1

 .

(4.54)
Having derived (4.54), we can analyze the stability of each block. We note that each

block can be seen as the series and parallel interconnection of a number of different MIMO
systems, namely: G , C , F , and (I2n +GC F )−1. Thus it is sufficient to analyze the stability
of each of these to guarantee internal stability. Additionally, we note immediately that
(I2n +GC F )−1 is the output sensitivity transfer function from do to ξ3, which we define as
S, and shows up directly in (4.54).

Firstly, the systems described by the transfer matrices G , C are stable by either assump-
tion (G) or design (C ), while F is a static gain. Thus, to show internal stability it is sufficient
to show stability of S = (I2n +GC F )−1. Thus, applying Woodbury’s formula, also known as
the matrix inversion lemma, and replacing the definitions for G , C , and F , we obtain

S = (I2n +GC F )−1 = I2n −G(In +C FG)−1C F =[
In −G̃P(In +CPWPG̃P +CTWTG̃T)−1CPWP −G̃P(In +CPWPG̃P +CTWTG̃T)−1CTWT
−G̃T(In +CPWPG̃P +CTWTG̃T)−1CPWP In −G̃T(In +CPWPG̃P +CTWTG̃T)−1CTWT

]
.

(4.55)
Thus, defining

S =
[

S11 S12

S21 S22

]
,

replacing G̃P, G̃T, CP, and CT by their definitions, and performing some algebraic manipu-
lations (which include some stable zero-pole cancellations, given stability of G and C ) we
obtain:

S11 = In −G̃P(In +CPWPG̃P +CTWTG̃T)−1CPWP =
In − (In −GT, PGP, T)−1(GP +GT, PGT)

[
In +CPWP(In −GT, PGP, T)−1(GP+

GT, PGT)+CTWT(In −GP, TGT, P)−1(GT +GP, TGP)
]−1

CPWP = (4.56a)
[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP+

AT,PK̄PWPBT + (In z − AP)K̄TWTBT + AP,TK̄TWTBP]−1

[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T+
(In z − AT)K̄PWPBP + AP,TK̄TWTBP]. (4.56b)

S12 =−G̃P(In +CPWPG̃P +CTWTG̃T)−1CTWT =
−(In −GT, PGP, T)−1(GP +GT, PGT)

[
In +CPWP(In −GT, PGP, T)−1(GP+

GT, PGT)+CTWT(In −GP, TGT, P)−1(GT +GP, TGP)
]−1

CTWT = (4.57a)
−[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP+

AT,PK̄PWPBT + (In z − AP)K̄TWTBT + AP,TK̄TWTBP]−1

[(In z − AT)K̄TWTBP + AT,PK̄TWTBT]. (4.57b)
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S21 =−G̃T(In +CPWPG̃P +CTWTG̃T)−1CPWP =
−(In −GP, TGT, P)−1(GT +GP, TGP)

[
In +CPWP(In −GT, PGP, T)−1(GP+

GT, PGT)+CTWT(In −GP, TGT, P)−1(GT +GP, TGP)
]−1

CPWP = (4.58a)
−[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP+

AT,PK̄PWPBT + (In z − AP)K̄TWTBT + AP,TK̄TWTBP]−1

[(In z − AP)K̄PWPBT + AP,TK̄PWPBP]. (4.58b)

S22 = In −G̃T(In +CPWPG̃P +CTWTG̃T)−1CTWT =
In − (In −GP, TGT, P)−1(GT +GP, TGP)

[
In +CPWP(In −GT, PGP, T)−1(GP+

GT, PGT)+CTWT(In −GP, TGT, P)−1(GT +GP, TGP)
]−1

CTWT = (4.59a)
[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T + (In z − AT)K̄PWPBP+

AT,PK̄PWPBT + (In z − AP)K̄TWTBT + AP,TK̄TWTBP]−1

[(In z − AP)(In z − AT)(In z − In)− (In z − In)AT,P AP,T+
(In z − AT)K̄PWPBP + AT,PK̄PWPBT]. (4.59b)

In (4.56b), (4.57b), (4.58b), and (4.59b) we have rewritten Si j in its left Polynomial
Matrix Fractional Description (l-PMFD), as defined in [151, Ch. 7], i.e.:

Si j (z) = Di j (z)−1Ni j (z), (4.60)

where Di j and Ni j are n ×n polynomial matrices. We conclude by noting not only that
Di j (z) is the same for all i , j ∈ {1,2}, but also, and most importantly, that it is the matrix
characteristic polynomial derived in Theorem 1. Thus, given that the poles of Si j are equiv-
alent to the roots of det(Di j ), i.e., the solutions to the matrix characteristic equation, we see
that S is stable by satisfaction of the conditions in Theorem 1.

The robustness against output disturbances, which represents unmodeled effects and de-
viations from our identified simplified WF model, is characterized by the output sensitivity
transfer function S from do to ξ3. Norms are often employed for robustness analysis [150],
but this approach can be computationally expensive and susceptible to numerical issues as
our MIMO system scales with the number of turbines. As an alternative, we visually in-
spect the locations of the zeros and poles of Si j . The matrix polynomial equations Ni j (z)
and Di j (z) are formulated as generalized eigenvalue problems [152] to find the zeros and
poles, respectively. This approach is scalable for large numbers of turbines and, possibly,
higher-order system models.

In Figure 4.7, we compare the zero and pole mappings of the four transfer functions
derived from S using the MCDC formulation to those of the Central-WFC for our study case
of thirty-two WTs. Considering the same control gains, we can see slight changes in the
locations of the zeros and poles due to the different approaches. All poles are situated within
the unit circle, characterizing stability, along with all zeros and possible cancellations. The
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Figure 4.7: Zero and pole mappings of the sensitivity function for centralized control (upper subplots) and our
proposed MCDC (down subplots) in our study case. Slight dislocations are observed due to the delay in the
MCDC formulation.

greater the distance between the poles and zeros and the unit circle, the more robust the
approach is. The poles of the MCDC shifted slightly to the right-hand side, indicating a
minor reduction in robustness. Additional details of our study case are presented in the
subsequent section.

4.4. RESULTS AND DISCUSSION
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Figure 4.8: Illustration of the commu-
nication range spanning 5

p
2 of the tur-

bine diameter.

The proposed MCDC presented in Section 4.3 is
evaluated in the high-fidelity large-eddy simulator
SOWFA [84]. The WF layout is based on the TotalCon-
trol reference wind power plant [87] and the adopted set
of neighbors Ni is set based on the communication range
of each WT as depicted in Figure 4.8. A low wake inter-
action scenario (Scenario 1) and a medium wake interac-
tion scenario (Scenario 2) are considered, which differ in
the prevailing wind direction, as illustrated in Figure 4.9
and 4.10, respectively. The wind farm power reference is
taken from a portion of the 40-minute ‘RegD’ test sig-
nal [89], normalized to have an amplitude of 32 MW
with an additional persistent value of 112 MW. The sim-
ulations were set with a 10Hz sampling rate, which was
utilized in each wind turbine power tracking controller,
while a sampling rate of 2Hz was implemented for the
WF control. To reach average consensus, we conserva-
tively set the number of steps at h = 400, acknowledging
that the WF control’s sampling time does not necessitate
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the same level of swiftness as the WT control. This results in a high-frequency communica-
tion rate of 800 Hz across the neighbor turbines, which is acceptable for typical low-range
wireless communication devices.
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Figure 4.9: Scenario 1- wind speed direction per-
pendicular to the TotalControl Reference Wind Power
Plant [87].
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Figure 4.10: Scenario 2 - wind speed direction of 26.565
degrees to the TotalControl Reference Wind Power
Plant [87]

The controller gains were selected as KP = 1
4

1
n and KT = 0.25 based on insights from

previous works [54, 18], and in accordance with the stability conditions outlined in Theo-
rem 1. The same values were applied in both the Central-WFC and the MCDC to assess the
impacts of the introduced delays and the finite number of interactions to consensus from
the MCDC approach.

We start by presenting the comparisons of the WF’s active power generation, depicted
in Figure 4.11 for Scenario 1 and Figure 4.12 for Scenario 2. The figures illustrate the
power production of the WF over time which is regulated to a power demand from the
operator. Both the central and the proposed distributed control approaches maintain the
track of the WF power reference without an offset, in contrast to the offset observed in
the absence of a wind farm controller (No-WFC). This offset results from the combination
of power losses, where turbines generate less power than expected, caused by turbulence
effects. While compensation strategies in open loop can help reduce this offset, turbine
saturation further exacerbates the offset in Scenario 2, significantly impacting total power
generation. A quantitative assessment of the WF’s power tracking has been conducted and
conveniently summarized in Table 4.1. This evaluation is based on the root mean square
error (RMSE) between the desired power reference and the actual power generation, as
well as its peak error (PE). The performance results of the MCDC prove to be satisfactory
and nearly equivalent to the centralized approach. The key performance indicators are
calculated from the 300-second mark onward.

Despite the added delay from the average consensus computation, the MCDC show-
cases comparable performance when compared to the Central-WFC. Particularly, in Sce-
nario 2, the MCDC achieves a 96.25% reduction in the RMSE of power compared with
the No-WFC, which is comparable to the 97.65% reduction by the Central-WFC compared
with the No-WFC.



4

92 4. DISTRIBUTED WIND FARM CONTROL

Figure 4.11: Wind farm active power generation in Scenario 1.

Figure 4.12: Wind farm active power generation in Scenario 2.

Shifting our focus to the structural loads, the mean and standard deviation of the aero-
dynamic loads across the turbines are depicted in Figure 4.13. A reduction in the standard
deviation, illustrated by the shaded regions, is evident with the implementation of both the
central and the proposed distributed control approaches. Again, it demonstrates equivalence
between the approaches in balancing structural loads, in which the shaded region is reduced
compared to the results from the No-WFC.

The quantitative evaluation of the thrust balancers is additionally provided in Table 4.1
in terms of the mean and peak of the computed thrust force variance across the turbines.
In Scenario 2, the MCDC achieves a 91.97% reduction in the mean of the thrust force
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Figure 4.13: Mean and standard deviation of thrust forces of all turbines in both scenarios 1 and 2.

variance, compared to the 92.29% reduction observed with the Central-WFC. Interestingly,
in Scenario 1, with a reduction of 91.92% compared to 88.31% the MCDC overperforms the
Central-WFC in the mean of the thrust force variance. This may seen counter-intuitive and
it is ascribed to the inherent additional delay introduced by the MCDC, where we adopted
the same gains in the controller from the Central-WFC. While the delay negatively impacts
power compensation, it reflects positively on the thrust balancing, as the two loops exert
opposing effects on each other. However, the control gains can be adjusted accordingly to
balance these effects.

These findings emphasize the potential of an effective distributed control approach.
Leveraging established theories, our approach holds potential for innovative applications
in managing future large-scale wind parks and other multi-agent systems, with promising
and satisfactory results demonstrated in high-fidelity simulations.

Our high-fidelity simulations examine the wind farm’s ability to meet power demand
using the proposed wind farm control strategy at an average wind speed of 10ms−1 and a
turbulence intensity of 5-6% in the inflow. Nevertheless, it is important to acknowledge the
limitations of our strategy in the following remarks:

Table 4.1: Performance of WF controllers.

RMSE PE of Mean of Peak of thrustScenario Approach of power power thrust thrust
[MW] [MW] variance variance

[GN2] [GN2]

1
No-WFC 1.2950 2.6982 2.3297 4.1050
MCDC 0.1258 0.5536 0.1883 0.3881

Central-WFC 0.1142 0.4612 0.2723 0.6272

2
No-WFC 6.0417 10.7650 8.0316 10.9100
MCDC 0.2268 0.9006 0.6447 2.2425

Central-WFC 0.1422 0.5021 0.6195 2.0546

*The colors in the cells go from light green as the lowest value to yellow as the highest
value across each performance indicator, i.e. across each column. NA stands for non-
applicable. [-] refers to simulations that were not conducted.
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Remark 10. Rapid wind condition changes in real settings can affect the proposed design’s
performance, with consensus diverging from current conditions. Reducing the wind farm
sampling time can mitigate this, but it demands faster, yet feasible, communication.

Remark 11. Low or no wind conditions can compromise WF power generation despite
the controller’s efforts. Managing this volatility requires complementary strategies, such as
energy storage and integrating wind with other energy sources.

4.5. CONCLUSION
As wind parks transition towards large-scale systems, the prominent future trajectory for
WF control is toward decentralization. However, this transformation introduces numerous
challenges in effectively controlling the WTs cooperatively. This work presents the MCDC,
a fully distributed control approach for power compensation, power distribution, and aero-
dynamic load balance. At a high rate, consensus is obtained for the variables of interest,
and, at a low rate, the control takes place. This novel, practical approach integrates the
wind farm objectives using well-established control methods, achieving effective results.
The main advantages of the proposed MCDC framework include:

1. MCDC does not rely on explicitly modeling WT interaction;

2. MCDC is both distributed and computationally tractable, facilitating straightforward
implementation;

3. MCDC achieves performance comparable to the centralized controller.

Remarkably, the MCDC does not require a communication central point. This facilitates
the implementation of WF control, which can be embedded locally in each WT. This paves
the way for the production of WTs with WF control capabilities. Moreover, it requires only
the current WT hardware and a short-distancing communication system, minimizing asso-
ciated costs. While the MCDC relies on more frequent communication with neighboring
WTs in comparison to the alternative approaches in the literature of distributed control, it
is important to note that communication is limited to the neighboring WTs, and its perfor-
mance matches the centralized controller.

As future venues of research, the proposed MCDC could be broadened to encompass
additional applications in operation and management, such as distributing critical local
structural information. Furthermore, the framework may prove advantageous for detect-
ing cyber-attacks and corrupted signals within the communication channels. The high rate
layer utilized to reach consensus provides space to integrate detection algorithms, thus en-
hancing security and robustness against such malicious threats before actions are taken in
the lower rate layer. Additionally, extensions of this work include exploring strategies to
accommodate link and node failures, as well as communication rate limitations. In these
scenarios, consensus might not sufficiently converge within the sampling time of the WF
control. The use of strategies that enhance convergence are of great value, such as robust
network design and restarting mechanisms. Moreover, sufficient conditions for stability in
the presence of extra delays are direct extensions of this work.



5
WIND TUNNEL TESTING OF
WIND FARM CONTROLLERS

The true method of knowledge is experiment.

William Blake

It doesn’t matter how beautiful your theory is,
it doesn’t matter how smart you are.

If it doesn’t agree with experiment, it’s wrong.

Richard P. Feynman

The outcomes presented in the preceding chapters were derived from simulations. While
simulations rely on advanced engineering models, they may overlook physical phenomena
that remain incompletely understood in practical scenarios. In this chapter, we put the
power-tracking control concepts and wind farm control algorithms into action by conduct-
ing experiments in a controlled setup.

The work of this chapter has been published in Silva et al. [153].
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5.1. INTRODUCTION
Current wind turbines usually operate to maximize their own power generation. When
placing them together, the deployment cost and the amount of area needed for usage are
reduced. However, a notable challenge arises from the interactions between turbines in-
duced by their wakes [12] - the turbulent downstream wind structures created by the energy
extraction from the rotor blades. The conventional operation of wind turbines, neglecting
each turbine’s impact on other turbines through its wake, is considered a greedy approach.
Strategies such as axial induction and wake steering control have been proposed in the lit-
erature to address the wake interactions [15]. Recently, wake-mixing techniques have been
suggested that apply a sinusoidal thrust excitation to enhance wake recovery [31]. The em-
phasis on maximizing power generation is predominantly employed because wind energy
constitutes a small share of the total power generation, with other energy sources typically
taking over the grid regulation.

As the share of wind energy grows, the maximization paradigm is expected to shift to a
demand-response source. To supply sufficient stability throughout the electrical grid, wind
farms would instead regulate their power generation to the demand [55, 34, 1]. Such a
transformation is beneficial for the future of wind energy. Yet, insufficient wind may still
render the grid susceptible to system splits, blackouts, and instabilities. Therefore, discus-
sions to address power system stability challenges due to the variability of wind sources
are gathering momentum [2, 154]. To overcome these challenges, for instance, storage
units have been proposed as presented by Morales et al. [155], including batteries and hy-
drogen plants. Also, the integration with other energy sources that present flexible power
regulation capabilities, such as hydro power, solar power, and nuclear energy have been
recommended [156, 157, 158]. While energy integration efforts are crucial for the future,
in this work, we focus on wind farm control techniques to provide more flexible and reli-
able wind energy solutions from the wind power plants themselves. Through wind tunnel
testing, we explored the on-demand power tracking capability of single turbines and their
collaboration within a farm.

To enhance wind energy flexibility, requirements have been placed to equip wind tur-
bines with derating capabilities [33]. This aims to improve the integration of wind energy
into the grid. With the increasing penetration of wind energy, it is important for wind farms
to actively contribute to frequency regulation, i.e. providing active power control (APC)
services to the grid. In the existing literature, different derating control strategies have been
proposed [36, 20, 26]. Aho et al. [36] presented two derating approaches: APC torque
control and APC pitch control. The APC torque control maintains a high rotor speed,
which is favorable for power regulation since energy is stored as kinetic energy by the ro-
tating components. This kinetic energy enables greater responsiveness to rapid changes
in power demand. On the other hand, lowering rotor speed, with the APC pitch control,
leads to lower structural loads, as demonstrated by van der Hoek et al. [20]. It is important
to note that there is an infinite number of operating conditions that can achieve a desired
down-regulation, a point underscored by Lio et al. [26]. The wind flow and the interac-
tion between the turbines vary based on the adopted derating control strategy. In the works
of Ma et al. [19] and Kim et al. [63], lower rotor speed methods are suggested in a wind
farm context because they result in lower thrust forces, reducing the wind deficit and con-
sequently benefiting downstream turbines. Ideally, derating while considering a minimum
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thrust force would maximize wind farm power availability. However, this approach relies
heavily on accurate wind speed estimates, which are challenging to obtain in highly waked
scenarios. This reliance often leads to degraded performance [159] and can result in shut-
downs at lower rotor speeds. Here, we derive and investigate a low rotor speed approach
similar to APC pitch control that does not directly use the wind speed information in the
controller, overcoming the challenges of the minimum thrust force method.

Wind farm control considering aerodynamic loads is in the early stages. The concept
was presented and assessed by simulations in Vali et al. [39] and Silva et al [54], where the
contributions of individual turbines to the total power output are modified online through
feedback based on the turbines’ structural loading. Taking into account thrust forces not
only can reduce the wind deficit but also avoid the overloading of specific turbines due to
prevailing wind conditions, thereby reducing sporadic failures and consequently mainte-
nance costs. These are promising outcomes, especially within the offshore wind sector. In
offshore sites, the access for maintenance operations is limited and the turbines are placed in
a highly corrosive environment that accelerates degradation and amplifies fatigue, thereby
increasing failure rates [68].

Regarding wind farm power regulation, a fundamental approach involves employing a
balanced and equitable power generation across turbines [14]. This strategy entails derating
all turbines equally to meet an overall demand lower than the wind farm’s capacity. Each
turbine receives an equal share of the total power demand, aiming to prevent overloading of
any particular turbine, irrespective of wake interactions. However, uniform power genera-
tion may result in uneven power availability due to the wake effects, potentially leading to
turbine saturation, where turbines fail to meet demands that surpass their maximum avail-
able power capacity. In such scenarios, as a remedy, turbines with available power can
increase power generation and compensate for others with insufficient power availability.
A real-time closed-loop solution, introduced by van Wingerden et al. [18] using a simple
but effective PI controller, shows through simulations to enhance wind farm power output
by alleviating power fluctuations. In Silva et al. [72, 54], the authors extended this approach
to assess power losses due to turbine saturation and implemented it concurrently with the
thrust force balancing in simulations. The real-time feedback approach contrasts with typi-
cal axial induction control approaches, which rely on steady-state models and lookup tables
to maximize power and have demonstrated limited benefits in realistic conditions [119, 28].

This chapter contributes by deriving derating control strategies and elucidating their
impact from a wind farm perspective through wind tunnel testing. Additionally, it validates
wind farm control strategies, particularly real-time feedback controllers for thrust force
balancing and power compensation in the presence of turbine saturation, transitioning from
numerical simulations to experimental setups. Previous experimental works, such as those
by Campagnolo et al. [160], focused on power maximization. Furthermore, Petrovic et
al. [161] performed experiments with a closed-loop wind farm controller for APC, but did
not evaluate turbine saturation scenarios nor account for loads.

Our findings highlight the advantages of balancing aerodynamic loads across the farm,
preventing turbine saturation, and enhancing power availability by 3-5% compared to a
uniform power dispatch. Furthermore, the inclusion of power compensation results in a
heightened upper limit in wind farm power tracking, indicating a 22% boost in wind farm
power availability. This research underscores the potential benefits of innovative turbine
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regulation strategies for optimizing wind farm performance and enhancing overall energy
flexibility.

The remainder of this chapter is structured as follows: The experiments are conducted
with scaled wind turbines in the wind tunnel, described in Section 5.2. The considered
derating control strategies are presented in Section 5.3.1. The wind farm controller, which
compensates for power and balances loads in the farm, is described in Section 5.3.2. The
results are reported in Section 5.4, where we first demonstrate the effects of different de-
rating control strategies on a single turbine and in a wind farm setting in Section 5.4.1.
Next, we evaluate the effectiveness of thrust force balancing to showcase the reduction of
fatigue loads and the enhancement of wind farm power availability in Section 5.4.2 and
Section 5.4.3, respectively; Then, we assess the effectiveness of power compensation in the
presence of turbine saturation in Section 5.4.3. Finally, the conclusions are presented in
Section 5.5.

5.2. EXPERIMENTAL SETUP
The experiments were performed in a novel modular wind tunnel at the Delft University of
Technology. The wind tunnel was tailored to replicate diverse wind conditions, prioritizing
practicality through modular compartments. The wind tunnel consists of a WindShape

Figure 5.1: Illustrations of the experimental setup: the photo of the wind tunnel and the three scaled turbines in
operation on the right; and the layout details on the left.

unit [162] with a square outlet of 2.1 by 2.1 m, typically utilized for drone testing. The
WindShape is composed of 9 by 9 modules, each containing 9 pairs of counter-rotating
computer fans, which allow personalizing the desired wind profile, with a maximum wind
speed of 15 m/s. Additionally, the wind tunnel includes modular compartments that contain
the flow for a desired length. The scaled wind turbines are placed in specific modular
compartments, defining their distancing. An overview of the experimental setup is provided
in Figure 5.1.

For the experiments, we utilized three MoWiTo-0.6 wind turbines developed by the
University of Oldenburg [163]. This three-bladed, horizontal-axis wind turbine has a rotor
diameter of D = 0.58 m and is equipped with a generator that allows torque control and a
stepper motor for collectively pitching blades. The base of the turbine tower is equipped
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with a set of strain gauges in a full Wheatstone bridge to measure the tower bending mo-
ment.

The wall interference from the tunnel compartments can be considered negligible [164],
where the blockage effect, defined as the ratio of the rotor-swept area divided by the wind
tunnel cross-sectional area, is 6%. The hub center of the turbines was 0.672D above the
tunnel floor. Hence, interference effects from the ground are about as expected at full scale.
The three wind turbines are spaced 3.9D apart to operate in full wake conditions. Only the
full wake condition is considered because it represents the worst-case scenario regarding
power availability. The tests were conducted at constant inflow velocities at 7 and 8 m/s
with an inherent turbulence intensity of T I ≈ 4%, and no vertical wind profile.

The control system is established as illustrated in Fig. 5.2. Communication between the
wind turbines and the computer is arranged with a dSPACE MicroLabBox. The dSPACE
MicroLabBox offers a real-time interface with MATLAB’s Simulink® through dSPACE
ControlDesk software. The controllers for the wind turbines and the wind farm, as well
as the estimators for wind speed and thrust, are developed in MATLAB’s Simulink® and
compiled to run within dSPACE ControlDesk at a frequency of 2 kHz. The recorded signals
from the turbines encompass rotor speed, pitch angles, generator torque, and strain at the
tower base. These signals are utilized in the controllers and estimators. The actuator signals
include the generator torque and blade-pitch angles; yaw control is not considered in the
scope of this work. Aiming to investigate control algorithms in an experimental setup, this
setup has also been used to explore wake mixing strategies [165].

dSPACE 
MicroLabBox

Supervisory PC

dSPACE ControlDesk

Compiled Simulink Code

Wind turbine control
Wind speed estimator

Thrust estimator
Wind farm control

Actuators

Sensors

Actuators

Sensors

Figure 5.2: Control structure utilizing real-time interface with dSPACE and Simulink.

5.3. ADOPTED STRATEGIES
5.3.1. DERATING CONTROL STRATEGIES
Control strategies utilizing blade pitching for derating purposes have been demonstrated as
beneficial for wind farms, not only in terms of reducing structural loading but also in en-
hancing wind farm power availability [19, 63]. The advantage in terms of wind farm power
generation lies in the significant reduction of wind deficit achieved through blade pitching,
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as opposed to relying solely on pure generator torque control for derating. This reduction of
wind deficit behind the derated turbine is particularly beneficial for downstream turbines,
enhancing overall wind farm power availability. Consequently, our focus is on derating
strategies that utilize blade pitching.

The definition of a derating strategy involves establishing a framework for determin-
ing the blade pitching strategy, consequently affecting the generator torque through the
changes in the rotor speed. First, we formulate the closed-loop controller that regulates the
rotor speed based on blade pitching in Section 5.3.1. Different definitions of the reference
rotor speeds lead to different operating conditions, i.e. combinations of blade pitching and
generator torque, that result in distinct turbine performances and wake characteristics. As
a result, we propose and evaluate two strategies: derating control by blade pitching based
on the greedy generator torque control, presented in Section 5.3.1; and derating control by
blade pitching with constant tip speed ratio, in Section 5.3.1.

BLADE-PITCH CONTROLLER FOR DERATING STRATEGIES

The main goal of the blade-pitch controller is to regulate the rotor speed to a desired set
point by pitching the blades. To obtain the blade-pitch controller for the derating control
strategies, we follow the derivation of the baseline blade-pitch control utilized in the above-
rated wind speed conditions from Hansen et al. [25] and Jonkman et al. [77]. The blade-
pitch controller is designed using the drive-train model defined as

Taero −GbTgen = JLSS∆ω̇r, (5.1)

where Taero is the low-speed shaft aerodynamic torque, Tgen is the high-speed shaft gener-
ator torque, Gb is the high-speed to low-speed gearbox ratio, JLSS is the rotational compo-
nents’ equivalent inertia, corresponding to the low-speed shaft, ∆ω̇r is the low-speed shaft
rotational acceleration. The generator torque Tgen can be configured in two ways. First,
it can be adjusted to match the specified reference power P ref. In that case, it exhibits an
inverse relationship with the generator speed and is referred to as a tracking mode. Alter-
natively, the generator torque can be set to maximize power extraction, operating in a mode
known as greedy. This mode is reached when the turbine cannot meet the power demand,
so it maximizes the power extraction instead. Therefore, the torque is set as

Tgen =

 Tgen,tracking(P ref,ωr) = P ref

Gbωr
, if in tracking mode;

Tgen,greedy(ωr) = Kgenω
2
r , else if in greedy mode.

(5.2)

where Kgen is the greedy generator torque gain based on the steady-state aerodynamics,
and ωr is the low-speed shaft rotational velocity. Conversely, the aerodynamic torque is
dependent not only upon the rotor speed but also on the blade-pitch angles and wind speed,
as expressed in the following:

Taero(θ,ωr, v) = P (θ,ωr, v)

ωr
, (5.3)

where P is the mechanical power, θ is the collective blade-pitch angle, and v is the inflow
wind speed.
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Taking the first-order Taylor series expansion of the above expressions, we have:

Tgen,tracking(P ref,ωr) ≈
P ref

0

Gbωr,0
− P ref

0

Gbω
2
r,0

∆ωr + 1

Gbωr,0
∆P ref, (5.4)

Tgen,greedy(ωr) ≈ Kgenω
2
r,0 +2Kgenωr,0∆ωr, (5.5)

and

Taero(θ,ωr, v) ≈ P0

ωr,0
+ 1

ωr,0

∂P

∂θ

∣∣∣
0
∆θ+ 1

ωr,0

∂P

∂ωr

∣∣∣
0
∆ωr − P0

ω2
r,0

∆ωr + 1

ωr,0

∂P

∂v

∣∣∣
0
∆v, (5.6)

where ∆ωr, ∆P ref, ∆θ and ∆v are small perturbations from the operation point 0 of the low-
speed shaft rotational speed, the reference power, the collective blade-pitch angle, and the
inflow wind speed, respectively. ∂P

∂θ , ∂P
∂ωr

and ∂P
∂v are the sensitivity of aerodynamic power to

collective blade-pitch angle, to the rotor speed and to the inflow wind speed, respectively.
The terms of the aerodynamic torque associated with the perturbations of the low-speed
shaft rotation speed and the inflow wind speed are expected to be approximately three orders
of magnitude lower than the term associated with the perturbation of collective blade-pitch
angle. This assessment is based on the observed rates of change—approximately 5 rad/s2

for the low-speed shaft rotation speed, 1°/s for the collective blade-pitch angle, and 0.02
m/s2 for the inflow wind speed—and the operational conditions, which include a low-speed
shaft rotation speed of 130 rad/s, a power output of 13 W, a collective blade-pitch angle of
6°, and an inflow wind speed of 8 m/s. Therefore, as a design decision, we focus on the
aerodynamic torque changes with respect to the collective blade-pitch angle solely, so the
aerodynamic torque is simplified, in accordance with [25, 77], as

Taero(θ) ≈ P0

ωr,0
+ 1

ωr,0

∂P

∂θ

∣∣∣
0
∆θ. (5.7)

We apply a proportional-integral-derivative (PID) control law to dynamically adjust the
collective blade-pitch angle based on the rotor-speed perturbation, acting as the reference
error. This strategy ensures precise rotor speed regulation while tracking the desired power
set-point. The variation in the collective blade-pitch angle is defined as

∆θ = KPGb∆ωr +KI

∫ t

0
Gb∆ωrd t +KDGb∆ω̇r, (5.8)

where KP, KI, and KD are the blade-pitch controller proportional, integral, and derivative
gains, respectively. If the applied generator torque corresponds to the tracking generator
torque outlined in Eq. (5.4), combining with Eq. (5.1), Eq. (5.7), and Eq. (5.8), the equation
of motion for the rotor-speed error can be derived as[

JLSS +
1

ωr,0

(
−∂P

∂θ

∣∣∣
0

)
KDGb

]
︸ ︷︷ ︸

M

∆ω̈r +
[

1

ωr,0

(
−∂P

∂θ

∣∣∣
0

)
KPGb −

P ref
0

ω2
r,0

]
︸ ︷︷ ︸

C

∆ω̇r

+ 1

ωr,0

(
−∂P

∂θ

∣∣∣
0

)
KIGb︸ ︷︷ ︸

K

∆ωr =− 1

ωr,0
∆Ṗ ref.

(5.9)
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On the other hand, if the applied generator torque matches the greedy generator torque
from Eq. (5.5), analogously, it follows[

JLSS +
1

ωr,0

(
−∂P

∂θ

∣∣∣
0

)
KDGb

]
︸ ︷︷ ︸

M

∆ω̈r +
[

1

ωr,0

(
−∂P

∂θ

∣∣∣
0

)
KPGb +2GbKgenωr,0

]
︸ ︷︷ ︸

C

∆ω̇r + 1

ωr,0

(
−∂P

∂θ

∣∣∣
0

)
KIGb︸ ︷︷ ︸

K

∆ωr = 0.
(5.10)

To obtain the response of the rotor-speed error resembling that of an idealized second-order
system, the PID control with gain-scheduling corresponding to the operation condition
needs to be employed. A second-order system is characterized by the natural frequency,
ωn, and damping ratio, ξ. The recommended values for these parameters in controlling the
scaled turbines are equal to

ωn =
√

K

M
= 0.3 rad/s and ξ= C

2Mωn
= Cωn

2K
= 0.7. (5.11)

Therefore, the desired second-order system would respond to a step time with a rise time,
tr, and settling time, ts, equal to

tr = 1

ωn
√

1−ξ2

[
π−arctan

(√
1−ξ2

ξ

)]
= 10.95 s and ts = 4

ξωn
= 19.05 s. (5.12)

To achieve these desired performance criteria, we employ the following gain schedul-
ing:

KP(ωr,θ, v) = −2JLSSωrξωn

Gb
∂P (ωr,θ,v)

∂θ

∣∣∣
0

, KI(ωr,θ, v) = −JLSSωrω
2
n

Gb
∂P (ωr,θ,v)

∂θ

∣∣∣
0

, and KD = 0. (5.13)

The gains are scheduled with the measurements of the rotor speed and with the com-
puted sensitivity of aerodynamic power to the collective blade-pitch angle. The measure-
ments of the rotor speed, the current blade-pitch angle, and the wind speed information are
utilized to compute the sensitivity of aerodynamic power to the collective blade-pitch angle.
The derivative gain is neglected as past work indicates that it does not effectively impact the
rotor speed tracking performance [77]. Notice that the negative damping from the track-
ing generator torque, P ref

0 /ω2
r,0, and the positive damping from the greedy generator torque,

2GbKgenωr,0 that are consolidated into the lumped damping parameter C are neglected in
the gain scheduling in (5.13). They are neglected because transitioning between generator
torque modes would result in an undesirable and non-smooth switch in KP.

The sensitivity of aerodynamic power to the collective blade-pitch angle is computed
based on the measurements of the rotor speed, blade-pitch angles, and wind speed, utilizing
the information of the CP mapping through the following relationship:

∂P

∂θ
(ωr,θ, v) = 1

2
ρπR2v3 ∂CP(λ,θ)

∂θ
, (5.14)
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where ρ is the air density, R is the rotor radius, and CP is the power coefficient, which
relates the efficiency of the power extraction with the tip speed ratio λ = Rωr/v and the
collective blade-pitch angle θ.

This design does not include any blade-pitch actuator dynamic effects. The blade-pitch
actuator dynamics are neglected because the blade-pitch actuator response is much faster
than the desired pitch response from Eq. (5.11), with a pitch rate of approximately 30 deg/s.
Moreover, we saturate the integration of the error in the PI controller once the minimum
or the maximum blade-pitch angles are reached, as a windup prevention. The minimum
blade-pitch angle is set as the fine blade-pitch angle that refers to the blade-pitch angle that
jointly with the optimal generator torque maximizes power extraction.

As previously discussed, in power setpoint tracking control, the choice of the reference
rotor speed dictates the derating control strategy. This choice impacts the performance at
both the wind turbine and wind farm levels. In this work, we assess two methodologies
proposed in the following subsections.

DERATING CONTROL STRATEGY I: BLADE-PITCHING BASED ON THE GREEDY GENER-
ATOR TORQUE CONTROL

Adopted by Fleming et al. [12] and Kim et al. [63], and further extended to align with
loading constraints in Silva et al. [70], this methodology maps the reference power to a
reference rotor speed. This relationship is established on the foundation of the greedy
generator torque control law, as depicted in Figure 5.3b. To generate the map Γ, such that
ωref

r = Γ(P ref), illustrated in Figure 5.3a, the associated greedy generator torque for a given
rotor speed is multiplied by the rotor speed itself. In this way, the reference rotor speed
correlates with the rotor speed attained when the wind speed is reduced utilizing the greedy
generator torque control and fine blade-pitch angles. After determining the rotor speed
through the map Γ, the blade-pitch controller derived in Section 5.3.1 is applied, utilizing
the calculated reference rotor speed. Notice that wind speed information is not required to
determine the reference rotor speed, given the map Γ.
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(b) greedy generator torque control

Figure 5.3: Mapping from the reference power setpoint to a reference rotor speed (a) based on the greedy generator
torque control (b).

To avoid shut-downs due to the use of the tracking generator torque law, the generator
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torque is saturated as
Tgen = min

(
Tgen,greedy,Tgen,tracking

)
, (5.15)

where Tgen,greedy and Tgen,tracking were previous defined in Eq. (5.2). This constraint will
leave the power regulation to be led by the blade pitching control with a slower response
when fast transients lead the tracking generator torque to high values. Furthermore, when
P ref is higher than the available power in the wind, i.e. the turbine reaches saturation, the
blade pitch angle meets the fine blade pitch angle value and Eq. (2.2) ensures that the turbine
operates at maximum energy extraction.

DERATING CONTROL STRATEGY II: BLADE-PITCHING WITH CONSTANT TIP SPEED RA-
TIO

With this strategy, we keep the tip speed ratio constant by computing the reference rotor
speed as

ωref
r = λoptv

R
, (5.16)

and utilizing it in the blade-pitch controller from Section 5.3.1. λopt is the optimal tip speed
ratio corresponding to the maximum power extraction. The reference rotor speed is there-
fore directly related to the wind inflow velocity v that has to be estimated. The unscented
Kalman filter [166] was utilized to estimate the wind speed, as implemented by Silva et
al. [159]. Because wind speed estimators can provide uncertain information due to unmod-
eled effects, such as shear and induced turbulence from waked conditions, this approach
can lead to deviations of the actual turbine behavior from the desired one [159]. Despite
uncertainties in wind speed estimation, this derating control strategy maintains a rotor speed
higher than the previous strategy, which is beneficial for power tracking as it stores more
kinetic energy in the rotating components. Additionally, we saturate the reference rotor
speed to the rated rotor speed ωrated

r = 130 rad/s. This saturation results in a decrease in the
tip speed ratio when the rated rotor speed is attained during high wind speeds, such as at
the above-rated condition in the baseline turbine control for power maximization. Likewise
for derating control strategy I, the generator torque is set as in Eq. (5.15).

Figures 5.4 and 5.5 depict the gain-scheduling mapping with both derating control
strategies across different derating levels and wind speeds. The derating levels are de-
noted by the power ratios (f) ranging from 0.5 to 0.9, representing derating from 50% to
90% of the maximum power for a given wind speed. The gains change based on the current
measured blade-pitch angle and rotor speed (Figures 5.4a and 5.4b), as well as wind speed
(Figures 5.5a and 5.5b), according to Eq. (5.13).

5.3.2. WIND FARM CONTROL STRATEGIES
Individual wind turbines can track a specified power demand by employing the derating
control strategies presented in Section 5.3.1. However, in scenarios where wake effects are
involved, such as in dense farms, notable variations in structural loading across turbines
may occur, potentially resulting in an uneven lifespan for the components of the turbines.
To tackle this, we suggest implementing a thrust force balance feedback to equalize aero-
dynamic loads throughout the farm. The aerodynamic loads serve as a proxy for structural
loading in turbine components.
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Figure 5.4: PI gain scheduling of the blade-pitch control for the two derating control strategies at wind speed of
v = 7 m/s. The derating is indicated by the power ratios ranging from f= 0.9 to f= 0.5.
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Figure 5.5: PI gain scheduling of the blade-pitch control for the two derating control strategies as a function of
wind speed. The gain scheduling curves are given for a derating level of f= 0.5.

Additionally, as a concern related to wakes on a farm, downstream turbines may have
trouble meeting their power demand due to the reduced wind availability caused by the
wakes. Consequently, these downstream turbines become saturated by the available power
in the wind flow as they try to keep up with demand but generate power-tracking errors. To
address this issue, we propose a feedback scheme designed to compensate for these power
errors. This feedback scheme is utilized for the compensation of turbine saturation resulting
from wake effects.

Hence, we employ the two closed-loop wind farm controllers, previously presented in
Silva et al. [54], and summarized in the upcoming sections: the thrust force balance and the
power compensation.

THRUST FORCE BALANCE
Figure 5.6 illustrates the proposed thrust force balance feedback, which employs an inte-
gral control action to achieve a balance in thrust force. The thrust force errors ek

TB,i of the
turbine i at the discrete time index k are calculated from the mean thrust force of the M
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non-saturated turbines and the measured/estimated thrust force F̂ k
T,i . These errors are then

integrated, resulting in additional power signals ∆uTB,i that are added to each power de-
mand signal P k

dem,i . The NT ×NT matrix W aggregates the thrust force measurements for
the non-saturated turbines, where NT is the total number of turbines, and is defined as

WNT×NT = [wi , j ] =


1, if i = j is saturated,
0, if i ̸= j and i or j is saturated,
1/M , otherwise.

(5.17)

The elements wi , j represent the individual weights of turbine j ∈ 1,2, ... , NT in the aver-
age computed for turbine i ∈ 1,2, ... , NT. The vector multiplication of WNT×NT with F̂ k

T,i

yields the averaged thrust forces, from which F̂ k
T,i is subtracted to determine ek

TB,i . In this
framework, saturated turbines - those unable to meet their power demand - are excluded
from the thrust force balance and their thrust force errors are zero, as defined in (5.17).
This exclusion is important because, in cases of turbine saturation, the thrust balance feed-
back loop may negatively impact power tracking. As these turbines cannot generate the
demanded power, the thrust force balance feedback would cause the power demand of the
non-saturated turbines to decrease, while not meeting the power demand on the saturated
turbines. Since saturated turbines typically experience lower aerodynamic loads, their re-
moval is practical.
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Figure 5.6: Block diagram of the thrust balancer.

POWER COMPENSATION

A feedback scheme, illustrated in Figure 5.7, is employed to offset power mismatch within
the wind farm among turbines with available resources. The power compensation feedback
is composed of an integral controller to track the wind farm power demand r k with zero
steady-state power error ek by taking the total generated power P̄ k . In a feedforward man-
ner, r k is distributed through the use of αi weights, in which

∑NT
i=1αi = 1. Specifically, in

this work, we define αi = 1/NT,∀i . The integral controller is fed with the wind farm power
error ek , and subsequently provides the vector signal ∆uk

PC as output, which is added on
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Figure 5.7: Block diagram of the power compensator.

top of the distributed power signals αi r k to define the power demand vector P k
dem. Thus,

wind farm power tracking can be maintained until all turbines become saturated.
The accuracy of wind farm models can be challenging due to the complexity of atmo-

spheric phenomena and scarce measurement information. Therefore, a pragmatic approach
is considered by designing the scheme without needing a model of wind turbine interactions
but the individual dynamic behavior.

The common signal ∆uk
PC, the output of the integrator, is added in all channels ensuring

that the compensation efforts are equally spread throughout the entire farm. This approach
achieves simplicity and satisfying performance due to the time-scale separation between
the turbine and wake dynamics [18].

5.4. EXPERIMENTAL RESULTS
In this section, we present the results obtained from the conducted experimental campaigns
involving the proposed controllers. The evaluation covers the wind turbine control, span-
ning both individual turbine and farm scales, as well as the wind farm controllers.

5.4.1. DERATING CONTROL PERFORMANCE
Before delving into an analysis of the wind farm controllers, we assess the performance of
the wind turbine controllers. The derating control strategy implemented at the wind turbine
level defines the dynamics of power tracking and significantly influences the behavior of
the wind flow within the farm. Therefore, we examine the application of the two distinct
derating control strategies presented in Section 5.3.1 and Section 5.3.1 in different settings.

SINGLE-TURBINE SETTING

To this aim, a single wind turbine was first utilized, and its responses to changes in the power
reference signal were recorded and presented in Figure 5.8. The experiment involved a
series of stepwise changes in the reference power, ranging from 50% to 90% of the capacity
of power extraction, where the maximum power extraction at an inflow wind speed of 7
m/s would yield approximately 15 W. The depicted reference rotor speeds, utilized in the
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blade-pitch controller, were distinctly obtained according to the derating control strategies
previously presented in Section 5.3.1 and Section 5.3.1.
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Figure 5.8: Wind turbine measurements for constant inflow velocity (v = 7 m/s) and stepwise changes in the power
reference of a single turbine.

Several interesting observations can be drawn from the results depicted in Figure 5.8:

• Derating control strategy I, where blade-pitching is based on the greedy generator
torque control law, demonstrates comparable performance with the derating control
strategy II in terms of power tracking when the requested power is reduced. This is
driven by the dominance of the tracking generator torque over the greedy generator
torque. However, when the requested power increases, the generator torque in the
derating control strategy I is constrained by the greedy generator torque. This con-
strained torque defaults to a more cautious, lower-value torque to prevent shutdowns
caused by the low rotational speed and high generator torque values.

• Utilizing the derating control strategy II, the wind turbine demonstrated nearly flaw-
less power tracking behavior compared to derating control strategy I. This is at-
tributed to the higher rotor speed, which decreases the tracking generator torque
below the greedy generator torque, therefore taking precedence by following the
generator torque law defined in Eq. (5.15). However, the higher rotor speed leads
to higher thrust forces compared to derating strategy I. This results in higher loads on
components affected by thrust forces, such as the stresses on the base of towers.

• The tracking generator torque introduces an undesirable transient behavior in the
relationship between power reference and rotor speed. This is identified analytically
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from Eq. (5.9), rewritten in the frequency domain, such that we have the transfer
function

∆ωr

∆P ref =
−(1/ωr,0)s

M s2 +C s +K
. (5.18)

The presence of a zero and a negative steady-state gain in the transfer function of
Eq. (5.18) explain the behavior of the rotor speed in Figure 5.8. This peculiarity
becomes particularly noticeable during significant shifts in the power reference, as
exemplified in the conducted experiment. When the power reference is lowered, the
rotor speed initially increases before stabilizing. Nevertheless, in practical scenarios,
the active power demand is expected to exhibit a slow-time-varying pattern, making
this behavior minor. In addition, rate-limiters in the power reference signal should be
considered to mitigate this effect.

• Examining the time constants, it becomes apparent that the time response of the
rotor speed is longer than what was originally defined during the design (refer to
Eq. (5.11)), approximately ∼ 40 − 50%. This outcome was anticipated and stems
from the considered simplifying assumptions, mainly from neglecting the damping
from the greedy generator-torque controller and from the variation of the aerody-
namic torque with the rotor speed on the blade-pitch control design.

TWO-TURBINE SETTING
To assess the increase of power availability at downstream turbines due to the distinct derat-
ing control strategies, we set two scaled turbines in a full wake configuration at a free stream
inflow velocity of v = 7 m/s. The upstream turbine is gradually derated from its greedy op-
eration through a step-wise reduction of the power reference, while the downstream turbine
always operates with greedy generator torque control and fine blade-pitch angles. The
downstream turbine maximized power extraction to quantify the available power down-
stream. The mean and standard deviation were taken from the steady-state period after the
steps in the power reference were applied in the upstream turbine. This procedure was re-
peated three times for each derating control strategy and the mean and standard deviation
were combined.

When observing the power on the downstream turbine due to the derating of the up-
stream turbine, the advantages of employing the derating control strategy I are noticeable
(see Figure 5.9). In the specific scenario when derating 50% in the power of the upstream
turbine, employing the derating control strategy I leads to the mean power of 4.9 W com-
pared to employing the derating control strategy II achieving 3.5 W. This means a 40%
increase in the power obtained by the downstream turbine. This is justified by the 25.5%
reduction in thrust force in the upstream turbine, moving from derating control strategy II
to derating control strategy I, while generating in the upstream turbine the same amount
of power. The reduction in thrust force upstream allows more energy in the flow to the
downstream turbine.

However, compared to the operation with both turbines with greedy control, derating the
upstream turbine by 50% in power generation results in a significant decrease in total power
generation, approximately 20% with derating control strategy I (see Fig. 5.10). Although
there is an increase in power generation of the downstream turbine, a reduction in total
power generation is observed, consistent with findings in previous numerical studies [119].
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Nevertheless, depicted in Figure 5.9, a substantial impact in structural loading is observed
by derating 50% of the upstream turbine employing derating control strategy I compared to
the greedy operation. This impact relates to roughly a 50% decrease in its thrust force in
the upstream turbine.
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Figure 5.9: Turbine power resulting from gradually derating the upstream turbine with the two derating methods
in a two-turbine setting.
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Figure 5.10: Total power resulting from gradually derating the upstream turbine with the two derating methods in
a two-turbine setting.

THREE-TURBINE SETTING
To further analyze the effects of the derating control strategies on the power availability in
the wind farm setting, we set the three scaled turbines under full-waked conditions. We
increased the inflow velocity from 7 m/s to 8 m/s to make more energy available to the
downstream turbines. During this experiment, we decreased the power request at the up-
stream turbine (T1) from its greedy value of around 15 W to 6 W, and set a demand of 6 W
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at the second turbine in the flow stream (T2). Meanwhile, the turbine furthest downstream
(T3) was controlled to maximize power extraction using greedy generator torque control
and fine blade-pitch angles. The power maximization of T3 is used to measure the available
energy in the flow stream while applying the different derating strategies in T1 and T2.
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Figure 5.11: Wind turbine power and thrust force results of a three-turbine setting in constant inflow velocity
(v = 8 m/s). The power references of the two upstream turbines are set constant at Pdem1,2 = 6 W.

The results illustrated in Figure 5.11 show that, by reaching the power demand at both
upstream turbines, the wind farm power output is 23% higher with derating control strat-
egy I compared to derating control strategy II. The turbine T3 experiences an approximately
81% increase in its power generation. Additionally, the thrust forces are 19% and 12%
lower for turbines T1 and T2, respectively. This clearly indicates the benefits of derating by
blade-pitching based on the greedy generator torque control compared to derating by blade-
pitching with constant tip speed ratio in a wind farm setting. Throughout the remainder of
this chapter, our attention is directed toward derating by blade-pitching based on the greedy
generator torque control, i.e. derating control strategy I. This focus is driven by the findings
indicating its superiority regarding power capacity and structural loading.

5.4.2. THRUST FORCE BALANCE
In this Section, we present an analysis of the fatigue loading, drawing insights from one
instance of the previous open-loop wind farm results. We consider the two-turbine setting
from Section 5.4.1 in two specific conditions: with greedy control in both turbines; and
derating the upstream turbine up to reaching thrust force balance. In the latter, the upstream
turbine is derated by 50% reducing its thrust force and allowing wind flow to the down-
stream turbine to achieve thrust force balance. From strain gauges placed on the bottom of
each tower, the measured bending moments are utilized to estimate the fatigue loading. The
procedure for estimating fatigue loading is conducted as follows:

• Repeating and fluctuating stresses with non-zero mean components are counted by a
rain flow counting algorithm [167].

• The stresses are translated to equivalent fully-reversed alternating stresses [168].



5

112 5. WIND TUNNEL TESTING OF WIND FARM CONTROLLERS

• The fatigue damage is computed utilizing short damage equivalent load and com-
pared between the conditions.

Fatigue loading is influenced by both the mean and the alternating stress, in which,
generally, the alternating stress has a greater impact. Parts of these stress-time waveforms
are shown in Figure 5.12. As expected, wake effects downstream reduce mean stress while
increasing alternating stress. The thrust force balance mitigates these effects downstream,
while in the upstream turbine, it reduces the mean stress and might slightly increase the
alternating stress. Roughly, we can see in Figure 5.12 that the mean thrust force of tur-
bine T1 reduces significantly while the alternating behavior slightly increases, resulting in
a small reduction of fatigue loading at T1. On the other hand, at turbine T2, the mean value
increases but, as a positive outcome, the alternating stress at the tower structure is signifi-
cantly reduced. Reducing the alternating stresses in turbine T2 leads to a significant fatigue
loading reduction of the tower structure.
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Figure 5.12: Structural loading of the two turbines in greedy control operation and thrust force balance operation.

We display the results in Table 5.1, which demonstrate a reduction in fatigue loading
not only in the derating upstream turbine T1 but mainly in turbine T2 positioned down-
stream. The fatigue loading calculations were conducted after the turbines had reached a
steady state, determined to be 25 seconds after establishing the power reference setpoints.
Our estimation of fatigue loading utilized data collected over a 25-second time interval.
Figure 5.12 displays measurements from only 5 seconds of this duration, focusing on visu-
alizing the oscillation periods. Although the mean thrust force increases at T2, the result
is justified by the reduction of oscillations, mainly associated with induced turbulent wake
effects.

5.4.3. WIND FARM CONTROL PERFORMANCE
BALANCING OF AERODYNAMIC LOADING IN CLOSED LOOP

Extending the arrangement back to three machines as depicted in Figure 2.6 under full-
waked conditions, we tested the proposed closed-loop controller presented in Section 5.3.2.
For the remainder of the chapter, we employed an inflow velocity of 8 m/s. The experiments
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Table 5.1: Fatigue loading results transitioning from greedy control to derating control strategy I reaching thrust
force balance.

Derating T1 [%] Total power [%] Fatigue loading Fatigue loading
tower T1 [%] tower T2 [%]

50 -22.4 -4.18 -127.64

began with a low wind farm power set-point (18 W), followed by incremental increases. The
goal is to identify the operational conditions that trigger turbine saturation and compare the
wind farm power generation. Turbine saturation occurs when the pitch angle reaches the
fine blade pitch angle and the generator torque operates in greedy mode. In this state,
the turbine maximizes power extraction, while its power demand exceeds the power being
extracted.

The first experiment was carried out in an open-loop configuration, employing a uni-
form power distribution as our baseline, where individual power references were identical
for all turbines. Figure 5.13 shows the time evolution of the total wind farm power, the gen-
erated power of the three wind turbines, and their thrust forces from this experiment. The
thrust variation across turbines is seen as expected, along with the occurrence of turbine
saturation in downstream turbines. The turbine saturation is visually noticed in Figure 5.13
by the mismatch between the wind turbine power reference and its measured power output,
also indicated by the vertical dashed lines. .
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Figure 5.13: Results of uniform power distribution: WF power (on the top), WT power (center), and WT thrust
(on the bottom). In the WT power plot, all references are identical.

In contrast to the data presented in Figure 5.13, the results depicted in Figure 5.14 illus-
trate the outcomes of employing the thrust balance feedback. This feedback configuration
not only balances the thrust forces of non-saturated turbines but also prevents turbine satu-
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ration and enhances overall power generation compared to the open-loop configuration with
uniform power distribution. The thrust force balancing leads to an increase of the wind farm
power of approximately 3−5% observed between 450 to 500 seconds. This is attributed to
the increase of power availability in downstream turbines, a result which is in line with what
was reported utilizing simulations by Silva et al. [72]. The prevention of turbine saturation
is evident when comparing Figure 5.13 to Figure 5.14.

As discussed in Section 5.3.2, when a turbine saturates, it is excluded from the thrust
balance controller, resulting in a noticeable disparity in the thrust forces between saturated
and unsaturated turbines. This measure was adopted to avoid conflicting behavior with
power generation. Saturated turbines, unable to meet their power demand, typically have
lower thrust forces. If the saturated turbine is not excluded, it would decrease the power de-
mand on unsaturated turbines through the thrust force balance feedback. Consequently, this
would create a gap in the total power generation since saturated turbines cannot generate
their counterparts. However, by removing saturated turbines from thrust force balancing,
total power generation remains unaffected by turbine saturation, while their thrust forces
are generally lower than those still undergoing balancing.
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Figure 5.14: Results of thrust force balancing: WF power (on the top), WT power (center), and WT thrust (on the
bottom).

COMPENSATION OF WAKE POWER LOSSES IN CLOSED LOOP
Increasing the reliability of energy production in wind farms is considered an important
research challenge [27]. In the results, we show that energy production can be enhanced
by wind farm control. With the proposed power compensator from Section 5.3.2, although
the growth of the total power demand triggers turbine saturation, the energy losses can be
redistributed and harvested by the turbines that are still capable of generating additional
power.

The measurements shown in Figure 5.15 make it clear that the closed-loop approach for
power compensation leverages the wind farm power tracking capability. The thrust balance
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controller was not applied during these measurements. Focusing on the total wind farm
power illustrated in the top subplots, we observe that the offset in the wind farm power
in the two previous experiments is significantly reduced, such that the wind farm power
output better agrees with its increasing reference. The power losses were compensated
with the implementation of the power compensation feedback. Despite the occurrence of
turbine saturation in T3 and T2, respectively, the wind farm power set-point could still be
maintained for up to 350 seconds at 27 W, as opposed to 22 W in 150 seconds observed in
Figure 5.14. Beyond 400 seconds, all turbines reached saturation, and the escalating power
demand could not be met.

Sustaining the power tracking comes at the expense of heightened load variability across
the turbines. We combine the two control strategies to mitigate this effect while the thrust
force balancing does not influence the power compensation. The results are depicted in
Figure 5.16 and demonstrate power compensation while balancing the thrust forces of the
non-saturated turbines. However, the thrust force difference across turbines is still signifi-
cant because the thrust balance is limited to the unsaturated turbines. Nevertheless, in the
first steps of the experiment, it has a positive effect by spreading the structural loads and
avoiding saturation without compromising the power tracking.

5.5. DISCUSSION AND CONCLUSION
The work in this chapter introduced a blade-pitch controller designed for derating control
strategies. Subsequently, derating control strategies were proposed and assessed for their
distinct impacts, taking into account not only individual turbine performance but also their
influence on downstream turbines. After selecting the derating control strategy aimed at
mitigating loading and enhancing the farm’s available power, we conducted the experi-
ments with the closed-loop control structures that effectively balanced thrust forces and
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Figure 5.15: Results of power compensation: WF power (on the top), WT power (center), and WT thrust (on the
bottom). In the WT power plot, all references are identical.
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Figure 5.16: Results of power compensation and thrust force balancing: WF power (on the top), WT power
(center), and WT thrust (on the bottom).

compensated for power losses due to wake effects.
The experimental findings reveal promising avenues for the implementation of active

power controllers in wind farms. The closed-loop blade-pitch control derived for derating
control strategies provides precise target power output and rotor speed, in contrast to open-
loop approaches that make use of lookup tables. Notably, the performance of the wind farm
is directly associated with the adopted derating control strategy. The derating control strat-
egy based on the greedy generator torque control, although having a slower response in the
power tracking, favors the wind farm’s total power generation compared to the strategy with
constant tip speed ratio. In the two-turbine case, the power capacity downstream showed an
increase of approximately 40%, whereas in the three-turbine case, the power capacity in-
crease at the third turbine reached about 81%. Furthermore, derating the upstream turbines
exhibits significant reductions in thrust force and fatigue loading on the tower structure ,
albeit at the expense of a decrease in the total power generation when transitioning from
greedy farm operation to a thrust force balancing condition in a full-waked scenario. Mov-
ing from maximizing power generation to on-demand power generation, thrust force bal-
ancing remains a potential strategy by anticipating requests for low power levels. Still, the
thrust force balancing shall be implemented only in the non-saturated turbines not affecting
the wind farm power generation.

In the evaluation of the proposed wind farm controllers, three different approaches were
considered: an open-loop configuration with uniform power distribution; a closed-loop con-
troller for balancing thrust forces; and a closed-loop controller for power compensation.
Achieving thrust force balance in the non-saturated turbines, the closed-loop controller
for balancing thrust forces avoids turbine saturation and enhances the total power capac-
ity compared to the uniform power distribution in approximately 3−5%. Furthermore, the
application of power compensation significantly enhances power tracking by eliminating



5.5. DISCUSSION AND CONCLUSION

5

117

power errors caused by turbine saturation. This results in meeting the upper limit power
demand of 27 W, compared to 22 W from the other two approaches, reflecting a 22% boost
in power tracking capability.

The results of power gains and fatigue loading reduction in this chapter hold for the
specific experimental setting. The reduction in fatigue loading is computed based on the
specific structure geometry and material properties of the scaled turbines. To extrapolate
these results to multi-megawatt wind turbines, a comprehensive analysis must be conducted
accordingly, along with non-scaled experimental campaigns. Nonetheless, the same trends
are expected in the context of large-scale turbines, with these findings positively contribut-
ing to enhancing wind farm control strategies and advancing research efforts further.





6
CONCLUSIONS AND

RECOMMENDATIONS

In this chapter, the main conclusions of the application of wind farm control are summa-
rized, our research limitations are elucidated, and the recommended directions for future
research are discussed. Finally, we elaborate on the societal implications of implementing
innovations in wind farm control.
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6.1. CONCLUSIONS
Research on wind farm control has demonstrated notable enhancements for wind energy
generation, increasing power capacity. These enhancements helps to mitigate the challenges
posed by the volatile nature of the wind. The emphasis on the reliability of wind energy
generation should encompass both short-term power regulation capabilities and long-term
structural degradation. This thesis derived wind farm control strategies and explored the
challenges associated with their implementation, aligning with our main objective:

Thesis Objective

To design wind farm control strategies that can allow on-demand energy generation
while taking into account structural loads.

The primary objective of our wind farm control is to provide power delivery to meet
grid requirements. We saw that operating turbines cooperatively reinforce the quality of the
overall farm power output. Moreover, reliability is associated with the turbines’ life, which
can be extended by considering structural loading. This consideration of structural loading
applies not only to the local operation of individual turbines but also to their collective
operation. We have derived and investigated control frameworks to address these topics.
Our designed wind farm control strategies were assessed using high-fidelity simulations
and experimental tests. In the remainder of this section, we discuss in detail the findings of
this research.

Turbines equipped with power tracking controllers, also referred as down-regulation or
derating control strategies, offer flexibility on energy generation, limited to the available
energy in the wind inflow. In this thesis, we demonstrated different behaviors resulting
from different power tracking controllers. Derating while keeping high rotor speeds leads
to more kinetic energy in the rotating parts, facilitating fast responses to varying power
demands. Conversely, derating with low rotor speeds reduces structural loads and wake
effects. At one hand, simulations indicate that high rotor speed derating can sustain power
tracking more than 10 times longer after saturation. At the other hand, experimental results
in a wind farm setting indicate that low rotor speed derating significantly enhances power
availability by 40% in downstream turbines and reduces fatigue loading by over 100% in
high-wake scenarios.

As wind farms expand with more turbines, their energy capacity increases, along with
the diversity encountered with a large range of wind conditions. However, space and cost
limitations associated with installation and operation lead to higher densification. With
wind farms becoming more densely packed, wake interactions intensify, resulting in signif-
icant variations in available power across the farm. Wind farm control strengthens power
delivery within these constraints by operating turbines cooperatively, and should be consid-
ered as an important element in the design of new wind power plants. With wind penetration
reaching noteworthy levels, advancements in power reliability that align with grid require-
ments hold significant value.

In this thesis, we evaluate a proposed wind farm controller that compensates for power
losses attributed to wake effects. The proposed controller enhances power generation in
conditions of low power availability through a feedback loop that utilizes real-time data.
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This loop directs turbines with available power to compensate for the shortfall produced
by others. The results of high-fidelity simulations show that the wind farm control signifi-
cantly reduces the power-tracking error. In a mid-wake scenario, the RMSE is reduced from
1.295 MW without wind farm control to 0.114 MW, and in a high-wake scenario, it drops
from 6.044 to 0.142 MW. In other words, this means reductions in the power-tracking error
of 91 - 97%, depending on the wake scenario. Further, in the experimental testing, we see
a 22% increase in the power-tracking capability by employing the wind farm controllers in
a high-wake scenario. These results demonstrate that wind farm controllers can enhance
resilience against turbine saturation in densely packed wind farms by closing the proposed
power compensation feedback loop.

However, focusing solely on power considerations can result in significant disparities
in the structural loads experienced by turbines. Wake effects exacerbate these differences,
causing turbines to endure varying levels of structural stress and fatigue. Consequently,
the lifetime of wind turbine components may be significantly depending on their location
within the farm. To mitigate structural load discrepancies, we recommend using the wind
farm controller to evenly distribute structural loading among the turbines through a feed-
back loop.

In the on-demand energy framework, achieving the thrust force balancing is feasible
without conflicting with power objectives, as long as sufficient power is available within
the farm. When the wind farm power demand is below capacity, there is flexibility in the
power distribution that can be utilized to balance structural loads. However, if a turbine
reaches saturation, operating at a maximum capacity lower than its demand, the thrust bal-
ance controller will lead to a conflict with power objectives. Hence, in our approach, we
equalize structural loads on the turbines that are not saturated without compromising the
power delivery.

In this thesis, we showcase the effectiveness of the proposed thrust force balancing con-
troller by assessing various scenarios with different wind availabilities using high-fidelity
simulations and wind tunnel experiments. When there is sufficient wind, the proposed
feedback loop enables wind farms to achieve thrust force balance across the entire farm. In
scenarios with low inflow wind speeds, thrust forces are partially balanced according to the
design that prioritizes power delivery. Moreover, the findings from experiments illustrate
that the thrust force balancing can benefit the power reference distribution, resulting in a
3-5% increase in power capacity compared to uniform power distribution. Additionally, it
helps to prevent turbine saturation downstream in high-wake conditions.

Additional measures are still necessary to prevent turbine failures from mechanical is-
sues beyond those related to wind-induced loading, such as degradation from corrosion and
installation problems. Advanced wind turbine controllers using the current health informa-
tion could enable appropriate operation during periods that maintenance has been assigned,
thereby ensuring energy safety.

At a wind turbine level, we have developed load-limiting controllers to restrict structural
loads based on real-time health status data. The necessity of ensuring safety in fault and
degraded structures is becoming relevant since turbines in the field are reaching the maturity
of their lifetime and are situated in challenging environments with low accessibility, such
as offshore sites. Pushed by safety concerns, load-limiting wind turbine controllers would
enable turbines to continue to generate energy outside nominal conditions.
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From a control perspective, reducing structural loads can be pursued through two ap-
proaches. In the first approach, we can treat structural loads as a hard constraint that takes
precedence over power production. In this regard, we have proposed a switching control
framework that switches from power tracking to thrust tracking based on a given threshold
for structural loads. A second approach is to incorporate structural loads into an optimiza-
tion framework as part of a multi-objective strategy. Within the optimization framework,
we further explored its formulation to address concerns stemming from flow stability and
to benefit from the kinetic energy in the rotors for power tracking.

We showcased through simulations that load-limiting controllers can reduce structural
loads to defined thresholds, ensuring safety in operation. Although this requires a compro-
mise with short-term power delivery goals, it guarantees sustained production in the long
term. Nevertheless, when constraints are necessary, other turbines with available power can
compensate for this compromise, as illustrated by our findings on turbine saturation due to
wakes.

Furthermore, we broaden the scope of wind farm controllers by introducing a distributed
control strategy that takes advantage of multi-rate ideas to execute consensus algorithms,
achieving performance comparable to centralized controllers. The proposed distributed
controller inherits a delay and uses a finite number of communication interactions to reach
consensus. These non-ideal factors are considered in its design. Being a fully distributed
control approach, it addresses implementation challenges, making our proposed wind farm
controllers more suitable for large-scale wind farms. The distributed control framework
necessitates only the existing turbine hardware and a short-range communication system,
thereby minimizing associated costs.

High-fidelity simulations demonstrate the effectiveness of the distributed wind farm
controller, reaching a power tracking error of 0.2268 MW, compared to 0.1422 MW with
the centralized controller. In the baseline case with no controller, the error is 6.0417 MW.
This represents a reduction in power tracking error of 96.25% with the distributed con-
troller, compared to 97.65% with the centralized controller. Additionally, the distributed
wind farm controller achieved a 91.97% reduction in the mean of the thrust force variance,
compared to a 92.29% reduction with the centralized controller. The achieved performance
serves as evidence of the efficacy of the proposed distributed control while facilitating the
implementation of the wind farm controllers for large-scale wind farms.

The combined contributions of this thesis stimulates the advancement of wind energy
technology and pushes the implementation of next-generation wind farm controllers. These
advancements enhance reliability and improve integration with the electricity grid, ulti-
mately lowering the cost of wind energy.

6.2. LIMITATIONS
Although wind farm control enhances the reliability of energy generation by bolstering
resilience to low wind availability and considering structural loads, it is limited by the
overall availability of wind. If there is no wind, no energy can be generated, which means
that wind energy is dependent on the wind availability and is inherently volatile. However,
it can take benefits from the use of storage systems and integration with other sources, a
technology known as power-to-X.

An ongoing challenge encountered in this research is precisely delineating the relation-
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ship between health status and loads on particular components. This relationship hinges on
material fatigue, a long-term cumulative phenomenon influenced not only by load experi-
enced but also by external factors. One such factor is environmental conditions, which can
lead to accelerated material corrosion - a critical process that has impact on fatigue. Com-
prehending this influence is peculiar to the application and involves numerous variables.

Continued research to mature power tracking controllers is imperative. Although promis-
ing, these novel approaches require thorough validation to be applicable in MW-scale tur-
bines, which includes accounting for flow stability and resonance frequencies. Depending
on the adopted strategy for power tracking, the airflow over the blades can induce undesir-
able non-linear effects, drastically reducing drag and potentially causing turbine shutdown.
Additionally, there is a risk of reaching frequencies that correspond with the resonance fre-
quencies of the turbine structure, resulting in substantial oscillations and associated loads.
Therefore, detailed research tailored to each turbine design must be considered to address
these challenges effectively.

This research, among recent works from other authors, marks the initial steps in show-
casing the capabilities and benefits of the proposed wind farm controllers in an on-demand
energy panorama, particularly transitioning from high-fidelity simulations to experimental
setups. Further research and collaboration must be considered to leverage the ideas and
concepts presented in this thesis into practical implementation.

6.3. RECOMMENDATIONS
Based on the findings presented in this thesis, we advocate for the implementation of wind
farm controllers in wind power plants. Real-time cooperative operation of the wind turbines
has demonstrated superior performance compared to uncontrolled scenarios.

Furthermore, incorporating structural load considerations into wind farm control proves
both advantageous and feasible without conflicting with power goals within the framework
of on-demand energy. Balancing structural loads extends the aggregated life of turbines,
thereby prolonging the operational efficiency of the entire farm. Additionally, enabling
wind turbines to generate energy safely by limiting their individual operation ensures con-
tinued power generation even under non-nominal conditions.

In cases where implementing wind farm control poses challenges due to the large num-
ber of turbines, we recommend distributed controllers that can facilitate this process with
minimal resource requirements. Such controllers require only the existing turbine hardware
and a low-range communication system.

In addition to the concepts and findings presented in this thesis, the following recom-
mendations are proposed as extension of this work:

1. Exploration of advanced wind farm control strategies: Investigate advancements
in wind farm control, such as wake steering and wake mixing strategies, which also
hold promise in the on-demand energy panorama. Implementing these strategies
could enhance the wind farm capacity and provide more power to meet the demand
in scenarios with low available power.

2. Integration of Electric Market: Consider the integration of turbine structure degra-
dation into frameworks that factor in electricity prices and the energy market to pro-
vide the wind farm power reference. This approach could enhance the sustainability
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and cost-effectiveness of wind farm operations from an economic standpoint, consid-
ering the short- and long-term implications

3. Incorporation of Storage Systems: Explore the integration with storage systems,
such as batteries and hydro, to enhance energy generation. Such integration would
aggregate value by storing excess energy when demand is low and mitigating fluctu-
ations during long periods of low wind, thereby improving the overall efficiency and
reliability of the energy system.

6.4. SOCIETY IMPACT
The research findings presented in this thesis carry significant implications for society, both
scientifically and practically, by addressing key challenges in wind energy generation and
its integration into the power grid.

Scientific Importance:

• The study contributes to advancing wind farm control technologies, enhancing the
reliability and efficiency of wind energy generation. With high penetration levels
of wind energy, a paradigm shift is foreseen towards on-demand energy genera-
tion. By exploring wind farm control strategies, the research demonstrates how wind
farms can adapt to the volatile nature of wind sources and extend their durability
by accounting for current structural loads. This fosters a more sustainable and cost-
effective approach to wind energy generation.

• An achievement is the development of load-limiting controllers, which effectively
restrict structural loads within safe thresholds in real time. These controllers ensure
the continued operation of wind turbines under adverse conditions, promoting energy
safety and reliability.

• Additionally, this research explores the frontier of distributed wind farm control tech-
nologies, focusing on the potential of multi-rate systems and consensus theory. The
insights gained from the proposed novel distributed controller pave the way for their
widespread adoption in renewable energy and other controlled systems.

• Through high-fidelity simulations and experimental testing, the research validates
the efficacy of wind farm control strategies, providing valuable insights into their
practical implementation. These findings serve as a foundation for future research
and development in on-demand wind energy generation.

Practical Applications:

• Wind farm control technologies offer tangible benefits for practical application, in-
cluding increased energy generation, improved turbine lifespan, and enhanced grid
integration. By ensuring power output and balancing structural loads, wind farms can
operate more efficiently, contributing to a cleaner and lower-cost energy future.

• The research highlights the importance of considering structural degradation and en-
vironmental factors in wind turbine operation, emphasizing the need for self-aware
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controllers and monitoring practices. By addressing these challenges, wind energy
projects can ensure long-term viability and minimize environmental impact.

• Furthermore, the implementation of distributed control frameworks facilitates the de-
ployment of wind farm controllers in large-scale wind farms, minimizing costs and
resource requirements. The distributed approach enhances the accessibility and scal-
ability of wind energy solutions, making them more attainable for manufacturers and
generation owners.

In conclusion, the societal impact of this research is to provide solutions to current and
future challenges in wind energy generation. By advancing wind farm control technolo-
gies and advocating structural load-oriented practices, the study contributes to a greener
and more resilient energy infrastructure. With the proposed controllers, we enhance flexi-
bility and reliability in wind energy, bringing benefits to wind power plant owners, system
operators, and society at large.
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