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Abstract
Electrical stimulation has emerged as a promising therapeutic modality for the treatment of various
neurological disorders such as Parkinson’s disease, chronic pain, epilepsy, and depression. In addi-
tion, recent studies have provided evidence supporting the effectiveness of electrical stimulation as a
treatment option for patients with chronic migraine and cluster headaches who have been unrespon-
sive to other therapies. Specifically, stimulation of the occipital and supraorbital nerves has shown
promise in managing these refractory conditions. Current implantable medical devices (IMDs) are
battery-powered, which increases the size of the implant and involves lengthy wires to connect with
the electrodes. Wireless power transfer (WPT) techniques can be used to reduce the size and omit the
battery from the implants. However, conventional power management methods use a rectifier, power
converter, and neurostimulator to convert the AC power of the link to DC power and provide electrical
stimulus, which lowers implant power efficiency.

This thesis presents a novel neurostimulator circuit that salvages and stores available energy from
an inductive link. The circuit design includes an inductor for energy storage and utilizes a buck-boost
converter-like topology to deliver the stored energy to the tissue. This topology exploits the capac-
itive membrane’s characteristics and injects the charge into the tissue through ultra-high frequency
pulsed stimulation without requiring additional circuits that may contribute to power losses. Operating
at the resonance frequency of 6.58MHz, the circuit was designed and simulated to inject approximately
500nC at an 18mm distance from the transmitter. Furthermore, the proposed circuit design incorpo-
rates a charge-metering circuit adapted to ensure stimulation efficacy in response to coupling variations.
To guarantee safety during stimulation, the residual voltage is carefully monitored and brought close
to zero at the end of each stimulation cycle. To achieve this, a charge-balancing scheme has been
implemented, which utilizes a comparator to monitor the residual voltage across the electrode.

The proposed circuit was designed on a printed circuit board (PCB) to evaluate its feasibility. To
evaluate its performance, a signal generator was used to simulate the input of the inductive link, and
an electrode-tissue interface (ETI) model was used at the output. The circuit demonstrated its effi-
cacy in measuring the charge and reducing the residual voltage within established safety limits while
maintaining energy efficiency. More specifically, the charge metering measured a charge of 404nC for
450nC of injected charge, which is 10.22% of error. Moreover, the circuit exhibited a linear response
in controlling the injected charge. In the tested range, the charge balancing scheme yielded residual
voltages ranging from -20mV to -16mV. The effectiveness of the charge balancing scheme was fur-
ther confirmed through in-vitro measurements in a phosphate-buffered solution, with residual voltages
measuring at -20mV, which falls within the safe range. Finally, the implemented circuit achieved a peak
efficiency of 56%.
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1
Introduction

The nervous system monitors, integrates, and communicates information within and outside the body,
controlling thoughts, actions, and emotions. It primarily comprises neurons, which transmit electrical
and chemical signals. Until now, the most common way to tackle a disease is by using medicine,
focusing on the chemical part. However, this method demonstrates poor specificity and often affects
other body functions, introducing unwanted side effects. Conversely, neural stimulation focuses on the
electrical component of a specified nervous system area. Its characteristics demonstrate a localized,
instantaneous and reversible response as opposed to the chemical reaction.

Early applications of electrical stimulation involved cardiac pacemakers, which were used to treat
arrhythmias, and cochlear implants, which restored hearing for those with severe hearing loss. With
advancements in integrated circuit technology, a variety of neural prosthesis devices utilizing electrical
stimulation have been developed, including retinal implants for vision restoration. Additionally, deep
brain stimulation (DBS) has been employed to treat a range of neurological disorders, such as Parkin-
son’s disease, pain, dystonia, and Tourette syndrome [1].

The present clinical devices exhibit adverse effects resulting from their large dimensions and the
extensive wires connecting the neurostimulator to the electrodes [2]. Decreasing the size of the device
could lead to better integration and minimize harmful events related to the wires. However, achieving
miniaturization requires improving the power efficiency beyond that of conventional neurostimulators,
which could decrease the size of the source or improve the level of integration. This thesis aims to
investigate the efficient design of an inductively-powered electrical neurostimulator.

1.1. Background
The power conversion efficiency of an implant is a crucial parameter for achieving the miniaturization of
the device. In conventional neurostimulators, power management is employed to convert the AC input
from the inductive link into a fixed potential, 𝑉𝐷𝐷, through an AC-DC conversion. The effectiveness of
this conversion is a critical factor in determining the overall efficiency of the implant.

Fig. 1.1 illustrates a system-level circuit diagram of an inductively powered neurostimulator, where
power is transferred from an external transmitter to the electrodes. In such a setup, the energy trans-
mitted from the secondary link to the electrodes is subject to dissipation at each stage of the power
transfer, ultimately decreasing efficiency. The overall efficiency of the implant can be determined by the
product of the efficiencies of all circuits involved in the AC-DC conversion process, which is expressed
in (1.1).

𝜂𝑖𝑚𝑝𝑙𝑎𝑛𝑡 = 𝜂𝐴𝐶−𝐷𝐶 × 𝜂𝑁𝑆 (1.1)

where 𝜂𝐴𝐶−𝐷𝐶 is the efficiency of the AC to DC conversion, that is equal to the product of 𝜂𝑅𝑒𝑐 and
𝜂𝑝𝑐 which are the efficiencies of the rectifier and the power converter. 𝜂𝑁𝑆 denotes the efficiency of
the neurostimulator. Improving implant efficiency (𝜂𝑖𝑚𝑝𝑙𝑎𝑛𝑡), offers several advantages, including the
potential to decrease the dimensions of the inductive link andmitigate the risk of tissue damage resulting
from heat dissipation.
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Numerous techniques have been employed to improve the efficiency of power conversion stages.
Passive rectifiers often exhibit low efficiency due to their high voltage drop or large reverse currents. To
tackle this issue, voltage-threshold compensation techniques and active synchronous rectifiers have
been utilized to minimize the voltage drop. However, the peak reported efficiency at the 13.56MHz fre-
quency is limited to 80% [3]. Power converters also contribute to power loss, and they also introduce
two additional off-chip components. Furthermore, current-mode neurostimulators consume significant
power across the current drivers, primarily due to the large voltage difference between the supply and
tissue peak voltage [4] [5]. In the case of voltage-mode stimulators, they must drive the electrode
adiabatically to minimize the power dissipation across its resistance. To accomplish this, the output
voltage of the stimulator should be as high to keep a constant current injected into the electrode. Adia-
batic switched-mode converters have demonstrated efficiencies lower than 60% [6] [7]. In conclusion,
power losses at each stage considerably impact overall efficiency, leading to poor performance.

Figure 1.1: System level representation of an inductively powered neurostimulator. The implant power management employs
a rectifier and a linear regulator to supply a fixed voltage to the neurostimulator. The implant efficiency equals the product of
𝜂𝐴𝐶−𝐷𝐶 and 𝜂𝑁𝑆.

In contrast, it is feasible to develop a neurostimulator with an inductive link that fluxes energy into the
tissue, thereby reducing the number of stages required. In [8], it was demonstrated that the capacitive
property of neuron membranes could be leveraged to accumulate current until the threshold is reached.
By utilizing this property, it is possible to bypass a number of circuits employed in the AC-DC rectification
stages, which has as a main goal to provide a constant voltage across the neurostimulator.

1.2. Problem Statement
Considering the limitations observed in the power management techniques employed by the conven-
tional neurostimulator, a question arises as to whether it is possible to decrease the current number
of stages employed to generate a fixed voltage for the neurostimulator, which inherently leads to low
power efficiency. Therefore, we hypothesise that the efficiency of the neurostimulator can be improved
by reducing the number of stages, enabling implant miniaturization and power reduction.

1.3. Goal and Approach
The goal of this thesis is to improve the efficiency of wirelessly-powered neurostimulators by imple-
menting innovative stimulating waveforms with a minimum number of circuit blocks. The proposed
approach exploits the membrane’s capacitive characteristic to integrate the total current, independent
of the stimulating waveform. By doing so, energy can be transferred from the wireless link to the tis-
sue using a single circuit, which reduces the power dissipation in the AC-DC conversion stages. The
proposed approach has the potential to improve the overall efficiency of wirelessly-powered neurostim-
ulators. This improvement can help reduce the power requirements of the implant, which, in turn, may
benefit miniaturizing the device. Moreover, a topology for measuring and balancing the charge has
been implemented to ensure the effectiveness and safety of the device.

1.4. Outline
This thesis is organized into the following chapters. In Chapter 2, an assessment is made of the via-
bility of electrical stimulation as a treatment for chronic migraine and cluster headaches. The chapter
also provides the theoretical fundamentals of wireless power transfer methods and electrical stimu-
lation and presents an overview of state-of-the-art designs that enhance the power efficiency of the
implant, particularly in relation to wireless power transfer links. Chapter 3 outlines the design of the
ultra-high-frequency pulsed neurostimulator and describes the preliminary simulations undertaken dur-
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ing the design phase. In Chapter 4, circuit simulations of the overall system are presented, as well as
PCBmeasurements carried out using a linear tissue model and actual electrodes. Chapter 5 discusses
and concludes the results of the study. This final chapter also discusses the contributions of this study
and provides recommendations for future research in this field.





2
Literature review

2.1. Neural Stimulation
The concept of electrical stimulation dates back to 46 A.D. when the physician Scribonius Largus sug-
gested electricity for treating headaches and gouty arthritis [9]. The means to produce electricity was
an electric fish to conduct electrotherapeutic experiments until the seventeenth century. In 1658, the
Dutch scientist Jan Swammerdam reported the first documented scientific experiments in neuromuscu-
lar physiology. In his experiments, he confuted prior beliefs that muscle contraction is a consequence
of nervous fluid inflow. However, he probably did not clearly understand the exact stimulation origin.
The contraction happened due to the current generated by the dissimilar metals Swammerdam used
to pinch the motor nerve. During the next century, many European scientists performed a series of
experiments in electrophysiology using electrical stimulation, which was made more accessible, given
the technological advancements in the field. For example, Jean Jallabert used the Leyden jar -The first
capacitor discovered at the University of Leiden- to electrically stimulate muscles for paralysis treat-
ment. Galvani, similar to Swammerdam, also conducted numerous neuromuscular experiments using
a bimetallic arch [9]. But did not have a clear understanding of the mechanism. Alessandro Volta
continued the experiments and better understood the chemical electricity mechanism.

The scientific revolution transformed the views of our society about nature. The emerging knowl-
edge from all the fundamental sciences gave a better insight intomany aspects of our daily life, including
the best machine of them all, our body. Since the body is an electrochemical system, we traditionally
use medicine to treat diseases. They aim to target chemical components related to their pathophysiol-
ogy, influencing their behaviour, e.g., by altering the conductivity of gated ion channels [10]. However,
the specificity of pharmaceutical treatments is poor and affects other functions of our body that introduce
side effects, i.e., drowsiness, fatigue, and dizziness. Advances in electronic miniaturization gave rise
to neural stimulation that targets the electronic component of our nervous system to treat diseases. It
offers a better resolution and an immediate response to the nervous system than drugs. The effects are
immediate when stimulation activates the targeted neuronal circuits and reverses upon deactivation.

The dose delivered to the patient depends on the stimulation intensity. Current devices operate in
an open loop, which means that dose delivery is adjusted according to the needs of each patient by
the physician. That is similar to a drug subscription where the physician adjusts the dosage according
to his empirical opinion. Closed-loop systems have been envisioned to deliver tailor-specific stimula-
tion parameters to the subject based on measurements. Although a feedback loop that will correct in
response to physiological advancements can increase the efficiency and efficacy of stimulation, there
exist complexities for its implementation. Currently, few devices are used in clinical practice [11]. In this
report, we will focus on the efficiency of the neurostimulator design itself. Moreover, neurostimulation
can elicit a neuronal response using different forms of energy: magnetic, electric, light, and acoustic.
In this report, we will focus on electric stimulation, in which we drive the electrodes with current to
generate a potential that will alter the transmembrane resting voltage.

Electric stimulation is used for Deep Brain Stimulation (DBS) to treat numerous neurological disor-
ders such as Parkinson’s disease, dystonia, and tremor. It has also shown benefits in restoring neural
input. Typical applications are retinal and cochlear stimulation. Spinal cord stimulation (SCS) is an-
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other widely used application to suppress pain. It has also shown potential benefits in clinical practice.
For example, recent studies have shown that occipital and supraorbital nerve stimulation can benefit
patients suffering from chronic migraines.

2.2. Case Study: Migraine
In 2016, migraine was reported as the second leading cause of disability worldwide, affecting more than
10% of the global population [12]. Migraines can vary in different ways: intensity, frequency, location,
and cause.

Headaches classify as primary and secondary. In primary headaches, the underlying cause is un-
known - it affects 46% of the population. Its associated symptoms are possibly one-sided pain in the
head, nausea, vomiting, and sensitivity to light. In secondary headaches, migraine is a symptom, and
the underlying conditions could be a spinal injury, brain tumor, or post-traumatic events. In that case, the
treatment should target the pathophysiology of the underlying condition itself. The main classification in
primary migraines concerns the frequency of occurrence. Patients experience migraines with different
frequencies, and they are expected to change dynamically. Those who encounter headaches less than
15 days/month are episodic, while patients that encounter headaches more than 15 days/month are
chronic. Fig. 2.1 shows the correlation of patient disability with headache days/month. It is apparent
that with the increase in the headache frequency per month, the percentage of patients experienc-
ing disability also increases. Most patients with chronic headaches attending neurology centres have
chronic migraine or cluster headaches, of which the estimated prevalence is 2% and 0.02%, respec-
tively [13]. It is reported in the literature that the quality of life of individuals suffering from chronic
migraine is impaired. At the same time, they experience more significant disability and economic bur-
den compared to episodic migraine patients [14] [15]. Hence, it is of primary importance to stop the
frequency of occurrence.

Figure 2.1: Correlation between the numbers of headache days per month and disability score [16]. Image is taken from [10].

2.2.1. Preventive Treatments for Chronic and Cluster Headaches
Currently, migraine has no cure due to its unknown pathophysiology. However, due to its high preva-
lence, healthcare providers have become increasingly skilled in tracking its symptoms and triggermech-
anisms to prevent it. The existing approaches involve modifying the lifestyle, use of medication, and
other therapeutic modalities. Current preventive treatments include antiepileptics, antidepressants,
beta-blockers, angiotensin-converting enzyme inhibitors, and angiotensin receptor blockers, which also
have shown satisfactory results when used by episodic migraine patients [16]. However, these treat-
ments become ineffective in chronic migraine and cluster headache patients, while frequent medication
intake leads to overuse-related headaches. The best-case scenario’s response rate of the preventive
treatments does not exceed 50%, while it is much lower for chronic migraine cases. In addition, preven-
tive drug treatments have a high adverse effect profile (Fig. 2.2). For that reason, most of the patients
are intractable to pharmacological treatment. Only one-third of the people eligible for preventive treat-
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ments receive them, and out of these, over three-quarters discontinue the treatment throughout 1-year
due to efficacy and safety limitations and the long time it takes to achieve clinical benefit [16]. A re-
cent study suggested that the concentration of calcitonin gene-related peptide (CGRP) is high in areas
related to migraine pathophysiology, indicating its possible relevance. M. Ashina [17] conducted a
short-term analysis to test the efficacy of anti-CGRP (erenumab) with a subgroup of 492 participants
with prior preventive treatment failure. The results showed that the average monthly migraine days was
half for 41% of the participants. Although the results show better performance from previous pharma-
ceutical treatments, a 69% in the study remains untreated, meaning that a significant minority remains
refractory from any pharmacological treatment.

Figure 2.2: Evaluation of patient satisfaction, efficacy, safety and costs for various preventive treatments (i.e Antidepressants,
Antiepileptics, β-blockers, calcium channel blockers) [16].

2.2.2. Electrical Stimulation for Pain
Neurostimulation of central and peripheral pathways may help drug-intractable patients to modulate
pain. Although the exact pathophysiology of migraine is unknown, multiple targets are used in neu-
rostimulation, including the supraorbital nerve, posterior hypothalamus/ventral tegmental area, a sphenopala-
tine ganglion (SPG), occipital nerve, vagus nerve, and cortex. These areas are relevant because they
connect with the trigeminovascular complex, which plays a significant role in pain transmission from
the head and facial regions to higher brain centres [18]. In addition, some targets are responsible for
preventive treatment, thus relaxing the initial area of sensitization. Other areas provide acute treatment
that stops cortical spreading and depression and activates the brain stem - an area responsible for pain
control.

Currently, existing non-invasive devices target the vagus, supraorbital nerve, and cortex. However,
most of these methods have demonstrated clinical benefits for episodic migraines and episodic cluster
headaches [13]. Additionally, the device for Vagus nerve stimulation supports its efficacy in chronic
cluster headaches, but the only evidence provided is a manufacturer-sponsored trial [13].

Available invasive stimulation devices target occipital nerves, SPG, and the deep brain (ventral
tegmental area). A multicenter trial studied the efficacy of SPG stimulation with 28 patients. It reported
a significant difference in resolved cluster attacks between the active and control group (67% - 7%).
After three months of stimulation, only 31% of the sham group continued acute medication in contrast
with 77% of the controlled group [19]. More than 60 open-label studies of deep brain stimulation for the
treatment of chronic cluster headache show an average response rate of 66% [13]. A single randomized
placebo-controlled trial of 11 patients studied the response rate after a month follow-up period. The
response rate between the two groups did not show a significant statistical difference, which could be
due to the short study period [20].

Currently, three controlled studies regarding occipital nerve stimulation demonstrate mixed results.
The ONSTIM (Occipital Nerve Stimulation for the Treatment of Intractable Chronic Migraine Headache)



8 2. Literature review

study [21] is the first published multicenter, randomized, blinded, controlled study to obtain efficacy
and safety data. Sixty-one patients were divided into active stimulation (28 patients), preset (16), and
medical management (17). The responders’ rate was defined as >50% reduction in monthly migraine
days and a 3-point reduction in pain intensity compared to baseline. At the end of the study, the re-
sponders were 39%, 6%, and 0% in active stimulation, medically managed, and preset stimulation,
respectively. The PRISM (Precision Implantable Stimulator for Migraine) [2] conducted a multicenter
double-blinded control trial of 125 patients with refractory migraine. The difference between the active
and sham-stimulation groups was not statistically different. The first showed a decrease of 5.5 migraine
days/month, while the latter showed a reduction of 3.9 migraine days/month after three months of stim-
ulation. Silberstein et al. designed the third randomized controlled study of 157 patients [22]. The
responders were those who achieved 50% or greater reduction in mean visual analogue scores (VAS).
The study did not show a significant statistical difference in the active and sham groups (17% vs 14%).
However, there was a significant difference in the headache days reduction for the active and sham
group (27% and 15%), and the subjects achieved at least a 30% reduction in headache days (38% vs
19%). Open-label studies have also demonstrated the clinical benefits of occipital nerve stimulation for
patients suffering from refractory chronic migraine and cluster headache. The average response rate
was 67% and 56% for patients with cluster headache and chronic migraine, respectively [13].

Reed et al. were the first to hypothesize that neurostimulation should target the areas where mi-
graine usually is expressed to suppress pain [23]. This will result in some form of paresthesia effect on
the parts of the body that hurt. This rationality was also in line with the spinal cord stimulation used to
suppress extremities and back pain. In our case, migraine is experienced in both the frontotemporal
region innervated by the supraorbital nerve and the occipital region innervated by the occipital nerve.
Therefore, it would make more sense to stimulate both areas. Moreover, these nerves also connect
to the trigeminocervical complex. Thus, stimulation should be done at both affected areas to provide
a better paresthesia effect. Reed et al. published an open-label, non-randomized study where seven
patients with CM were implanted [23]. All the patients had at least a 50% reduction in severity and
83% pain reduction. In addition, Hann et al. [24] conducted a case study that showed that 71% of the
patient had at least a 50% decrease in severity, further supporting the argument for the efficacy of dual
neurostimulation.

Work Study Design Total patients Stimulation site Comments Adverse Events

Reed [23] Open-label, non-randomized structure 7 ONS and SONS 100% had reduced severity and frequency Lead migration (14.3%), infection (14.2%),
Allergic reaction to IPG (14.2%)

Haan & Sharan [24] Case series 14 ONS and SONS 71% had reduced severity (>50%) and frequency Lead migration (42.8%), Lead site allodynia (21.4%),
infection (14.2%), Surgical intervention (35.7%)

Saper [21] Prospective, multicenter, randomized,
blinded and placebo-controlled 66 ONS 39% had ≥ 50% reduced frequency Lead migration (24%),

Silberstein [22] Double-blinded, randomized study
157
Control group (n=52)
Active group (n=105)

ONS No significant statistical difference between
active and control group

Lead migration (18.7%), Numbness at IPG/Lead site
(21.5%)

Dodick [2] Double-blinded, randomized study
157
Control group (n=52)
Active group (n=105)

ONS 50% had ≥ 50% reduced severity and frequency,
improved lifestyle Lead migration (18.5%), Nubmness at IPG/Lead (24%),

Rodrigo [25] Uncontrolled, open-label
observational study 35 ONS 93 % Long term efficacy (Medically intractable)

63% reduced frequency, improved lifestyle Infection (8.1%)

Table 2.1: Summary of studies to test occipital nerve stimulation (ONS) and combined with supraorbital nerve stimulation (SONS).

2.2.3. Surgical Implantation
Neurostimulators consist of three parts, the implantable pulse generator (IPG), the extension wires,
and the leads. The IPG is the bulkiest part of the neurostimulator. Thus, it is implanted ipsilaterally in
the abdomen or the chest region. It consists of the battery and controls and connects to the electrodes
with an extension lead as shown in Fig. 2.3.

The electrodes for the supraorbital nerve are anchored in the temporal region posteriorly of the ear
and they are tunneled laterally to the forehead. At this point, another incision is made to insert the
electrodes perpendicular to the supraorbital nerves. Similarly, for the occipital nerve, an incision is
made laterally of the occipital bone and the electrode is inserted across the path of the nerve. Finally,
the extension lead connects with the electrode wires in the upper cervical region.

Stimulation of occipital and supraorbital nerves has several advantages compared to deep brain
stimulation since it does not involve craniotomy. Most importantly, that makes the implantation of the
device minimally invasive. However, the design of the device is poor due to the IPG bulky size, which
requires wires to run from the torso to the head. Some of the adverse events related to poor design
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Figure 2.3: Implant for Occipital and Supraorbital nerve stimulation.

of the device are lead migration and infection. Table. 2.1 enlist the adverse events encountered in
the aforementioned studies that were conducted for the efficacy of neurostimulation to treat migraines.
Moreover, it can also result in potential problems in the circuit due to additional losses and electromag-
netic interference. The latter becomes especially relevant in ultra-high frequency stimulation since the
radiation increases at higher frequencies. Different values are reported for the frequency of occurrence
of lead migration which seems to depend on the operator and surgery [13]. The life span of such a
device depends on the battery life. When the battery runs down, surgery is required to replace it. This
increases the potential risk for more failures as well as the cost of the treatment.

Therefore, the goal is to miniaturize the device and place it proximal to the electrodes. In such a
way, we will minimize the adverse events.

2.2.4. Requirements for the Implant
The challenges of the existing methods are due to the invasiveness of such a device. Battery-powered
neurostimulators increase the device’s size, and, in such cases, often extensive wires are required to
connect the IPG to the electrode arrays, as shown in Fig. 2.3. Therefore, such an implant architecture
increases the risk of infection, pain and malfunction of the implant itself. Those challenges pose the
requirements for the implant. Hence, the system should be long-lasting, miniaturized and reliable. This
means that the system should be powered wirelessly to eliminate the battery. This choice will also
eliminate the long wires of the system. Additionally, it should achieve high power efficiency to make
the system smaller. Hence, a smaller transmitter and receiver can meet the power demands of the
neurostimulator. Finally, the device needs to be able to transfer information based on its status and
patient-related measurements.

2.3. Active Implantable Biomedical Microsystems
The goals for an active implantable neurostimulator are its miniaturization, durability, efficacy, effi-
ciency and safety. All these requirements are a function of many implant aspects related to system
and circuit-level operation. Moreover, the requirements depend on the stimulation parameters, such
as the waveform and the mechanism employed for tissue excitation. For example, a larger stimula-
tion charge threshold will require a bigger coil to satisfy the power demands. Although implantable
medical devices (IMDs) can differ at some level, we can introduce a high-level system description to
allow further elaboration in the subsequent sections. Wirelessly powered IMDs consist of a transmitter
and receiver, but we will focus on the components of the latter. The system components are generally
divided into power management, data telemetry, the controller and the stimulator. Fig. 2.4 shows the
system level architecture of a neurostimulator.

For the system components to perform correctly, the implant must communicate information with
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the external devices and vice versa. The two types of information used in implants are distinguished
into sensory data and implant parameters. The first involves the stimulation parameters according to
the needs of the patient. In that way, the information can change according to each patient. The latter
consists of any parameter that relates to the operation of the implant itself. This can be information
regarding the state of the stimulation, the power usage and the injected energy into the tissue.

Apart from the data link, a power link is used to power the implant. An inductive power link is usually
tuned at 12.56MHz and can also be used for low-speed uplink. For higher-speed downlink, an optical
data transmitter is used to avoid interference with the power link. Stimulation implants use two separate
power links; a high-voltage level power reception, often adaptive for the stimulation unit, and a smaller
coil for a 3.3V supply for the digital circuit.

As the name indicates, power management is responsible for the power reception and regulation
to ensure proper circuit operation. Each circuit on the implant receives its energy from the power
management unit. The most common topology to manage the energy is a rectifier and a linear drop-
out regulator that converts and regulates the energy to a fixed voltage supply.

The control unit is connected to each part of the circuit and is responsible for proper and safe
operation. It can either receive data from the data telemetry channel and decode them to stimulation
parameters and channel configuration by adjusting the switches or code valuable measurement data
to send back to the transmitter. For instance, it can increase the transmitted power due to insufficient
voltage on the receiver or vice versa. A common safety mechanism is to short the receiver for over-
voltage protection.

Last but not least, the neurostimulator block consists of a stimulator circuit, the electrode array
and the charge balancing circuit. The stimulator circuit is the source that drives the electrodes and
provides enough electric charge to the tissue for excitation or inhibition. For the design of the stimulation
circuit, it is important to consider which electrical quantity to use, as this choice directly affects the
power efficiency and the stimulation safety of the system. Its selection also depends on the application
requirements (i.e. number and size of electrodes) and specifications. The charge balancing circuit is
necessary to ensure that the electrodes will operate within a safe electrochemical regime.

The following chapter is divided into two sections: Sec. 2.4 deals with the stimulator block and
presents all the required information for the design of an efficient, efficacious and safe neurostimulator.
It first provides a model for the electrode-tissue interface, which provides a common ground for further
discussion on the system power efficiency in relation to the stimulation quantity and parameters. This
section also explores tissue dynamics and potential stimulation waveforms that can take advantage
of them. Finally, it reviews different charge balancing techniques. In Sec. 2.5, we first review the
possible wireless powering methods for a neurostimulator. Then, we provide the fundamental theory of
near-field inductive coupling and the appropriate expressions to extract the electrical parameters from
the geometrical characteristics. Next, we derive link expressions based on the electrical parameters
to give insight into the potential performance of the inductive link. Finally, we provide state-of-the-art
techniques to achieve better power transfer efficiency.
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2.4. Stimulation of Neural Tissue
The electrical energy that is received by the implant is injected into the tissue using an electrode array.
Thus, the electrode array and the tissue form the stimulator load. To analyze the neurostimulator’s
power efficiency and safety, we need to define an accurate model.

Energy transfer happens through different processes due to the electrochemical nature of the en-
vironment. For example, electrons are responsible for charge transfer in the electrode-tissue inter-
face, while ions transfer charge in tissue. Thus, each part is modelled with a different impedance: the
electrode-tissue interface impedance (𝑍𝑖𝑓) and the tissue impedance (𝑍𝑡𝑖𝑠).

2.4.1. Model of the Electrode-Tissue Interface
The simplest neurostimulator circuit involves two electrodes where current passes through the elec-
trolyte. The current is injected into the working electrode (WE), and a counter electrode (CE) is required
for the current to complete the path. A potential is formed upon placing the electrodes in the tissue to
establish the electrochemical equilibrium, modelled as 𝑉𝑒𝑞.

Primarily, two charge transfer processes occur at the electrode-tissue interface: First is the non-
Faradaic process, where the charge is transferred through chemical species redistribution while no
electrons are involved. Second is the Faradaic process, where electrons are the charge transfer mech-
anism between the electrode and electrolyte interface leading to reduction-oxidation reactions [26].

The two charge transfer processes should be modelled into electrical components according to
the interaction type; charge accumulation and electrochemical reactions. The non-Faradaic charge
transfer mechanism in the electrode-tissue interface is modelled with the dual-layer capacitor 𝐶𝑑𝑙, which
models the accumulated charge at the electrode-electrolyte interface. Since the charge is stored on
the interface, we can reverse it by changing the current polarity. Besides the charge accumulation,
the dual-layer capacitor modells the reversible electrochemical reactions, which manifest themself as
charge accumulation across the interface. For instance, this happens when hydrogen atoms are bound
to the electrode interface, increasing the stored charge.

The Faradaic processes are to model with the impedance 𝑅𝐶𝑇 where charge transfer occurs by
means of reduction and oxidation reactions. When electron transfer occurs, products form at the elec-
trode that cannot be recovered upon reversing the current (i.e. oxygen evolution). Generally, the
process involved in the charge transfer depends on the electrode overpotential -the potential differ-
ence of the electrode with its equilibrium when an external voltage is applied. At small potentials over
the equilibrium, charge transfer primarily happens through a non-Faradaic process and the Faradaic
current is small. As the overpotential increases, current starts conducting through the Faradaic branch
exponentially. Hence, energy transfer shifts from the capacitive to the resistive current branch as the
potential increases, so it should remain low. The electrode overpotential depends on the total capac-
itance (i.e. large capacitance per area). For example, an electrode with a large total capacitance can
store more charge for a small overpotential compared to an electrode with a smaller total capacitance.

In electrical terms, one can think of the reversible process as charge storage and the irreversible
process as a dissipative conductive path. The values of 𝐶𝑑𝑙 and 𝑅𝐶𝑇 depend on the electrode properties
and geometry. In the case of, for example, ideal polarizable electrodes (i.e. Platinum), charge injection
occurs only by means of a non-Faradaic process. Although in the case of non-polarizable electrodes,
charge injection occurs through the Faradaic process. Due to the complex electrochemical kinetics,
their values are non-linear and thus intricate to be determined. For circuit simulations, a linear model
is often used that considers the non-Faradaic charge transfer process and the tissue impedance.

The tissue is modelled with an impedance and its voltage determines the strength of the electric
field. Modelling the tissue is a challenging task due to its complex nature. Some of the properties
that we can incorporate into its model are non-linearity, anisotropy, time-variant, inhomogeneity, and
dynamic properties. Due to the complexity, it is hard to simulate such a model in circuit simulation, and
thus it is often simplified to a resistor 𝑅𝑡𝑖𝑠. The impedance also depends on the electrode geometry.
Large electrodes have a smaller impedance due to their effective area requiring higher current than
small electrodes to generate the electric field strength. Due to their size, larger electrodes generate a
spatially larger electric field that affects more neurons and thus lowers the stimulation specificity.
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Figure 2.5: Model of the electrode-tissue impedance. It consists of: the electrode-tissue interface impedance that it is divided
into a capacitive reversible branch 𝐶𝑑𝑙 and a resistive irreversible current branch (𝑅𝐶𝑇); the tissue impedance is modelled with a
resistor. Image taken from [27]

2.4.2. Neuronal Level: Axonal Activation
Activation of neural tissue is achieved by injecting charge into the tissue itself. Thereby, the electrode
is driven to a negative potential that makes the membrane potential difference more positive. The
charge flows through the membrane due to its conductive and capacitive characteristics and the active
ion charge pumps. When reaching a certain threshold, the neuron elicits an action potential [10]. The
amount of charge required to activate the neuron depends on several factors, including the stimulation
waveform, the type of stimulation, the stimulation frequency, electrode configuration, and geometry.
Most importantly, it depends on the threshold of each corresponding neuron cell. Whether the cell’s
threshold is reached depends on stimulation strength and duration. This relation is illustrated by the
strength-duration and charge-duration curves. See Fig. 2.6. As the stimulation pulse width increases,
the threshold current 𝐼𝑡ℎ decreases. For an infinitely long pulse the current that can elicit an action
potential is called the Rheobase current 𝐼𝑅ℎ and the chronaxy is the time it is required for activation to
occur when the current intensity is 2𝐼𝑅ℎ [26].

Alternatively, the charge-duration curve describes the activation, which plots the current integration
over time - Increasing the stimulation period will increase the charge threshold. This is due to accom-
modation phenomena where a prolonged subthreshold stimulus leads to sodium pump inactivation and
thus increases the threshold to elicit an action potential.

The strength-duration and charge-duration curves represent the tissue excitation qualitatively. On
the other hand, quantitative parameters, such as 𝐼𝑅ℎ and 𝑄𝑚𝑖𝑛 depend on the tissue properties (e.g.
thickness).

Figure 2.6: Strength- and Charge- duration curve. Image taken from [26]
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2.4.3. Methods of Electrical Stimulation
Generally, three stimulation methods are used to inject charge into the tissue: Voltage-controlled stim-
ulation, current-controlled stimulation, and switched-capacitor stimulation. Depending on the appli-
cation, some methods could be more legitimate than others. Voltage-controlled stimulation provides
high-efficiency stimulation, but charge control is complicated since the accurate load impedance is not
known [7] [28]. The voltage across the tissue depends on the impedance of the electrode-tissue in-
terface that changes over time and the electrode location. Moreover, during stimulation, the charge
accumulates on the double-layer capacitance and the voltage across the tissue impedance decreases.
Hence, charge balancing on the voltage-controlled stimulation is tricky since the exact charge depends
on the electrode and electrode-tissue impedance. If the residual voltage exceeds the water window,
the reactions taking place in the extracellular fluid can damage the electrode and tissue. [7] introduced
a stimulator that uses inductive storage to drive the electrode. At the same time, it also claims the
advantage of recovering the energy transferred back to the source, thus doing some energy recycling.
The dynamic supply is constantly controlled to adiabatically drive the electrode and minimize the losses
across tissue impedance. However, this method requires individual channel control, making scaling
impractical since the circuit needs to be replicated as many times as the number of electrodes.

Current-controlled stimulation, on the contrary, is independent of electrode-tissue interface (ETI)
impedance and thus provides better charge control and a safe method for charge balancing. The
constant current also mitigates the losses that would otherwise happen if driven by a non-adiabatic
process. However, this comes at the expense of reduced power efficiency due to the dropout voltage
on the current source. In practice, current drivers must be designed with a large supply voltage to
drive large electrode impedance that will accommodate the worst-case scenario. When the impedance
is much lower, the extra energy dissipates on the driver. The efficiency degrades even more when
multiple stimulation sites are required [29] [4] [30]. A common technique to mitigate power losses of
the driver and increase the efficiency is to adapt the power supply voltage of the neurostimulator across
the electrode voltage [5] [31] [32]. Nevertheless, the system efficiency is still limited since the power
supply adapts to the driver with the highest power demand. That driver will operate with minimum
power loss, while the rest of the channels with over-designed supplies will introduce losses to the
system. Efficiency is inversely proportional to the number of channels which is a typical issue affecting
retinal implants where many electrodes are used to increase the spatial resolution [5].

In switched-capacitor converters, the currents are exponential and not constant. To adiabatically
drive the electrode, a capacitor bank should be deployed to adapt at its potential. This was proposed
by [6], where they introduced a switched-capacitor converter performing adiabatic charging between
the capacitors and the electrode. In essence, this approach replicates the voltage ramp across the
electrodes similarly with constant current stimulation. This way, the potential difference between the
capacitors and the electrode decreases, which in turn minimizes the losses on the switches between
them and the tissue impedance. Although this system can achieve high theoretical efficiency, compared
to the one-step capacitor that charges and discharges energy to the tissue, themeasured efficiency was
low due to the complex control involved in generating all the intermediate voltages required to achieve
adiabatic charging. In [33], an adaptive switched-capacitor DC-DC converter was designed to generate
four different voltages. The efficiency is limited by the large-voltage switches deployed to generate four
voltages and the parasitic capacitances of the capacitors used for the conversion. Similarly, with other
adaptive stimulators, the efficiency is degraded when the voltage supplies the driver with the biggest
power demand while the rest of the channels operate with lower voltage compliance. [34] proposed
a high-frequency switched-capacitor stimulator. A 1:1 switched-capacitor DC-DC converter generates
the voltage. The topology consists of two switches that connect a conversion capacitor to the battery
and the load. It operates in two non-overlapping phases, Φ1 and Φ2. During Φ1 the capacitor is
connected to the power supply to charge. On Φ2 the capacitor is connected to the load to discharge
the stored energy. The design has selected high-frequency operation to scale down the capacitor value
to make it easier for integration. In a steady state, where the current stored in the conversion capacitor
is equal to the current driving the stimulator, the efficiency can be defined as the ratio of the stimulation
to battery voltage. However, the voltage across the electrodes needs to build up before reaching the
steady state, and the stimulation voltage is always lower than the supply limiting the power efficiency
to less than 100% of the theoretical efficiency. Since the charge in switched capacitor converters is
electrode-dependent, additional circuitry is required to keep it within safe boundaries.
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2.4.4. Stimulation Waveform Alternatives
Apart from the conventional ways of stimulation, research was done to investigate the effect of differ-
ent stimulating waveforms that can improve power efficiency. Some works have focused on finding an
optimum stimulation waveform/efficient activation, meaning that a stimulator can generate an action
potential easier than conventional constant-current stimulation. For instance, [35] demonstrated that
activation of neural tissue improves when a Gaussian-shaped waveform is used compared to conven-
tional constant current stimulation. The activation efficiency increases when using an inter-pulse delay
in biphasic stimulation [26]. Other works have focused on finding waveforms that allow a more efficient
neurostimulator circuit design. In [27], the authors presented a buck-boost converter where the induc-
tor is charged and discharged to the load repetitively. Changing the duty cycle can control the energy
flux to the load. Unlike other buck-boost converters, this work omits the output filter capacitor. Thus,
the stimulation waveform consists of high-frequency spikes instead of a constant-current rectangular
phase, as shown in Fig. 2.7. The integral of both waveforms, hence the charge, is equal.

2.3.4.1 Efficiency of Ultra High-Frequency Pulsed Stimulation
Contrary to constant current stimulation, ultra high-frequency pulsed stimulation can increase sys-

tem efficiency since it directly connects its output to the tissue. However, the divergence between the
performance of both systems increases even more in multichannel stimulation due to the increased
current driver loss in low-impedance channels. Instead, high-frequency pulses eliminate the need for
a fixed high voltage source and charge the tissue directly. The proposed design used a buck-boost
converter where the inductor will draw the energy from a constant battery source and discharge it to
the load. In this way, it eliminates the non-exploited voltage headroom [27].

This design can also be used for multichannel operation since the inductor can steer the charge to
multiple electrodes in an alternating fashion. Moreover, it can control the stimulation intensity for each
channel by adjusting the duty cycle. The flexibility to independently control each channel solves the
predominant issue of the current source in multichannel operation where all the channels are supplied
with the potential of the highest impedance channel. As a result, ultra high-frequency pulsed stimulation
can stimulate efficiently while controlling the injected charge.

Figure 2.7: A representation of constant current and high-frequency waveform. The current injection to the tissue over time
remains the same since the integral of both waveforms are equal. Image taken from [36]

2.3.4.2 Efficacy of High Frequency Stimulation
Ultra high-frequency pulsed stimulation exploits the capacitive characteristics of the tissue. When

the high-frequency pulses are sent to the tissue, they are low-pass filtered and determine the transient
voltage over and the current through the tissue. The impedance of the tissue was found by converting
the complex permittivity and permeability of grey matter as a function of frequency into impedance [8].
In turn, the author used the transient voltage and current to demonstrate how they can influence the
neuron membrane. Although activation can happen anywhere in the cell, the axon model was used to
determine the membrane voltage. In order to provide input to the axon, the potential of the electrode
was considered assuming it acts as a point source and also taking spatial and frequency dependency
into consideration Φ(𝑟, 𝑗𝜔) = 𝐼𝑡𝑖𝑠(𝑗𝜔)

𝑗𝜔𝜀0𝜀𝑟4𝜋𝑟
.

The potential Φ(𝑟, 𝑗𝜔) was used as input to the axon model to describe the membrane voltage
response. The cable model is divided into segments: The intracellular path is modelled entirely as an
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Figure 2.8: An axon model with lumped-element electronic component. Image taken from [27]

intracellular resistance 𝑅𝑖 (Ω/cm axon length). At the nodes of Ranvier, a parallel branch is modelled
with a non-linear impedance 𝑍𝐻𝐻 for the ionic current described by Hodgkin Huxley equations and a
series voltage source for the membrane potential 𝑉𝑟𝑒𝑠𝑡. 𝐶𝑚 models the capacitive characteristics of the
membrane, which acts as a good dielectric.

The results showed that switched-mode stimulation evokes action potentials similar to classical
stimulation. Controlling the duty cycle to adjust the intensity can have a similar effect to adapting the
amplitude of the classical stimulation. Since the membrane capacitance is much larger than that of
the tissue, the capacitance of the membrane dominates and is the one that can filter high-frequency
pulses.

Switched-mode stimulation offers many advantages concerning the efficiency, -from the circuit de-
sign perspective- multi-channel operation and the size reduction by eliminating the output capacitor
often used to stabilize the output voltage at the last stage of the neurostimulator [7]. However, there is
no evidence concerning switched-mode stimulation’s long-term safety and efficacy. Another essential
concern is whether the high-frequency pulses degrade the efficiency from the tissue point of view due
to dispersion.

2.4.5. Blocking Capacitors Effectiveness
Coupling capacitors are often used in series with the electrode for charge-balanced stimulation. It is
often argued that their use facilitates tissue safety by blocking unwanted DC currents in case of device
failure and facilitates passive charge balancing by decreasing the discharge time [37]. During voltage-
mode stimulation blocking capacitors isolate the voltage DC levels between the stimulator and the ETI.
Thus, the electrode can discharge through the faradaic impedance until the potential difference across
the electrode is zero, as shown in Fig. 2.9. Usually, the voltage at the output of stimulators is generated
by switching converters [7]. The switching events and ac voltages will result in currents that pass the dc
capacitor, eventually resulting in charge accumulation across the electrode. In current stimulators, both
DC and AC currents integrate across blocking and dual-layer capacitors, thus providing no protection
against charge accumulation. Only in case of device failure or permanent offset currents blocking
capacitors can be of use since they will interrupt the stimulation process when the voltage reaches the
supply and the electrode will self-discharge instead of accumulating charge on the dual-layer capacitor.
See Fig. 2.9. A blocking capacitor adds an extra burden to the voltage headroom due to the voltage
drop across it. Therefore, its value should be chosen to be larger than the dual-layer capacitor to
minimise the voltage drop. Typical values range between 1-100uF. Due to their large value, they are
realised as off-chip components [38]. Since its value is considerably larger, the decrease in discharge
time, as argued previously, is negligible and thus barely facilitates passive discharge [37].

Blocking capacitors are a widely used technique to prevent charge balancing and prevent tissue
damage in case of device failure. However, they are bulky and their effectiveness is questionable.
They are proven neither sufficient for protection nor an effective charge balancing technique. Instead,
closed-loop charge-balanced circuits provide safety and a better alternative to bulky coupling capacitors
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Figure 2.9: The coupling capacitor role when DC currents take palce and the voltage build up across the Cblock and Cdl. Image
taken from [38]

2.4.6. Stimulation Safety: Charge Balancing
In order to ensure safe stimulation, it is essential to reverse any accumulated charge over the electrode-
tissue interface. That means the voltage of the double-layer capacitor in Fig. 2.5 should remain as close
to zero to prevent any irreversible electrochemical reaction (i.e. corrosion). For that reason, an anodic
phase follows the cathodic phase to depolarize the cell membrane. However, charge-balanced bipha-
sic stimulation recovers the voltage build-up over the ETI. However, it results in a net positive charge
since the injected charge during the cathodic phase also transfers through faradaic reactions. There-
fore, only a fraction of the injected charge should be recovered. Due to the non-linear and dynamic
tissue properties, we cannot ensure that charge transfer will occur only by means of ion redistribution
because this condition will certainly not be satisfied over multiple stimulation cycles, and the voltage
will exceed the electrochemically safe regime, resulting in irreversible reaction products [26]. In order
to ensure long-term stability, various methods are presented in the literature, which can be divided into
subcategories: the passive and the active charge-balancing techniques.

Electrodes shortening is the most straightforward charge-balancing technique. Essentially, the load
is shorted to the ground to remove the excess charge stored on the electrode-tissue interface. The dis-
charge time depends on the tissue impedance given by the dual-layer capacitor 𝐶𝑑𝑙 and the tissue
resistance 𝑅𝑠. Therefore, the effectiveness of the passive discharge approach depends on the elec-
trode discharge time and the stimulation parameters. If the stimulation frequency and the electrode
impedance are high, there is not enough time for the electrode-tissue interface to return to its resting
potential. As a result, the charge accumulates over the stimulation cycles and exceeds the safety mar-
gins, compromising the stimulator safety. However, this technique can be effective when combined with
active methods. In that case, the residual charge is not only dependent on the resolution of the active
methods because passive discharge eliminates the residual charge on the electrode-tissue interface.

Another approach used for charge balancing is push-pull charge matching. That involves matching
the cathodic and anodic phase [39] [40] [41] [42]. It is often implemented by making the current magni-
tudes and the durations the same for both phases, and usually, two approaches exist to implement this.
In the first approach, only one current source drives the load and its direction is reversed by employing
an H-bridge. To first order, the currents of both phases are equal. Since the charge is the integration
of current over time, it is essential to match the phase periods. The second approach uses a current
source and a current sink for the anodic and cathodic phases. In that case, there will always be some
error due to layout matching and variation in the fabrication process, and thus it is critical to perform
current tuning dynamically [40]. Both methods assume a linear load, ensuring charge balancing. How-
ever, as mentioned above, charge transfers through the Faradaic branch during the cathodic phase,
resulting in a net positive charge at the end of the stimulation. Hence, it is unreasonable to neglect the
electrochemical reactions in the tissue and assume that charge-balanced biphasic pulses will result in
a net zero charge.

Among the active charge balancing techniques is the charge metering method. In this approach,
the charge injected in the tissue during the anodic and cathodic phases is measured using a sensor.
Subsequently, when the net charge becomes zero, the stimulation cycle ends. This method allows
the freedom to use any stimulation pattern since the zero accumulated charge is what matters in the
end. Usually, there are two approaches to sensing the current. The first uses a resistor to sense the
current that flows into the tissue and converts this current to voltage. This approach requires three
active circuits to compute the charge: an instrumentation amplifier, an integrator and a comparator [43]
[44]. The stimulation terminates when the net charge across the ETI is zero. The error charge depends
on the delay of the active circuits, and thus their operation should be fast. Moreover, this method is
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inherently lossy since a resistor is used on the power path chain, decreasing the system efficiency. The
smaller the resistor, the larger the amplification of the error amplifier should be. Additionally, during a
biphasic stimulation, the voltage toggles between 𝑉𝐷𝐷 and 𝑉𝑆𝑆. Hence, this also increases the CMRR
requirements of the amplifier at high frequencies to sense the voltage difference and reject the common-
mode voltage at sharp transitions. The second approach uses a capacitor in the power path to sense
the current. Capacitors are inherently current integrators and the accumulation of charge manifests
itself as a voltage across it [45] [46]. Unlike the previous approach, the capacitor does not dissipate
energy. Instead, it stores energy that will manifest as a voltage drop across the capacitor, which might
compromise the efficiency of stimulation. The voltage drop across the capacitor is inversely proportional
to its area. Ideally, a small capacitor is required, but the voltage drop is higher for low charge values.
Conversely, the voltage drop is small for larger capacitor values as a trade-off to less chip area. Some
other methods use the voltage across the electrode to estimate the charge [27]. However, we have
stated that the ETI models used are simplified and we do not incorporate their dynamic nature. Thus,
if the model is not accurate, the estimation of the injected charge will introduce an error. In order to
mitigate the issue of size and voltage drop across the capacitor, [47] used a two-channel system with
two capacitors that integrate the current across the tissue in an alternating fashion. The capacitors are
connected to a comparator and when their voltage reaches a predefined threshold, the comparator of
the active channel triggers HIGH. This will switch the integration channel and let the charged capacitor
discharge by shortening it to the ground. Each comparator trigger is used as an input to a counter. When
a predefined number of counts is reached, the cathodic phase terminates, meaning that stimulation has
reached the necessary injected charge. This approach solves the issue with the size and the voltage
drop across the capacitor. Compared to the resistor sensor, the comparator is single-ended and relaxes
its requirements. In this approach, the total injected charge is given by 𝑄𝑡𝑜𝑡 = 𝑁𝑉𝑟𝑒𝑓𝐶𝑢𝑛𝑖𝑡. Hence, the
only concern is to find the right balance between the counts of the charge packets, the reference
voltage and the capacitor value. Given the total value of injected charge and a reference voltage, we
can choose between a high number of counts and a small capacitor or vice versa. Ideally, the larger the
counts, the smaller the value of the capacitor, meaning we can have a coarse charge measurement
resolution and potentially small reference voltage. However, in non-ideal situations, time delays will
introduce a charge measurement error. Hence, a design choice should be made for those parameters
to minimize the error. A more elaborate discussion on this topic is made in Chapter 2.

So far, bothmethods use a sensor on the stimulation path that is either lossy or affects the stimulation
efficiency. [48] has proposed a design that generates a scaled copy of the stimulation current by using
a cascoded current mirror on the driver. Like previous designs, a capacitor integrates the current and
a comparator compares its voltage to a threshold. The input voltage of the comparator predefines the
amount of the injected charge. Compared to the resistor sensor, which employs a differential integrator,
this design uses a single-ended comparator which relaxes the requirements. However, the system is
limited in terms of scalability since it must replicate each channel. Therefore, it is not suitable for
multichannel stimulation. Another drawback of this method is that a constant power supply is required
for the correct operation of the cascoded current mirror. In the case of ultra-high frequency pulsed
stimulation, where energy is released in the form of small packets directly by an inductor to the tissue,
this technique will not be suitable for copying the current.

Pulse insertion is another active charge balancing technique [34] [45]. Unlike the other active meth-
ods, pulse insertion is a closed-loop technique that measures the tissue voltage at the end of a stimu-
lation cycle. When the voltage exceeds the safety boundaries, positive or negative pulses are injected,
depending on the polarity of the residual voltage, into the tissue to remove the residual charge. Ad-
ditional active circuits, such as comparators and control units, are required to estimate the charge
package’s polarity and the available time frame to complete the charge balance until the next stim-
ulation cycle. Care also has to be taken to keep the charge of these pulses small to remain within
the safety window, otherwise leading to toggling. Delivering small charge packages will also mitigate
stimulation artifacts. On the other hand, small charge packages put time constraints on bringing the
residual voltage back to safe limits. If there is not enough time for all the pulses to take place, the
voltage will accumulate over the double-layer capacitor. Another closed-loop approach measures the
residual voltage and adds an offset charge during stimulation [49] [50] [51]. Its value is continuously
adjusted to bring the residual voltage back to zero. Unlike the pulse injection, this method could not
lead to stimulation artifacts and unwanted tissue excitation. However, the offset charge can affect the
volume of the tissue recruitment since it changes the injected charge. On the other hand, [52] measures
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the residual voltage and adjusts the anodic phase of the subsequent stimulation cycle. This method
keeps the injected charge during the cathodic phase constant, thus not affecting the volume of tissue
recruitment.

Another feedforward technique aims to measure the voltage across the tissue. The advantage of
this method is that it neither affects the amount of the injected charge during stimulation nor introduces
any stimulation artifacts. However, it strongly relies on the simplified tissue-interphase model that only
considers a simple series 𝑅𝑠𝐶𝑑𝑙 load. If the model is no longer valid, a residual voltage will remain after
a stimulation cycle [48].

The most effective way to ensure safety in long-term stimulation is to combine passive and active
charge-balancing methods. In [30], the charge balancing circuit uses pulse insertion, offset regulation
and passive discharge. [49] uses a mix of push-pull and offset regulation. In essence, it measures
the error between two current sources and injects an offset to correct the error on the next cycle. This
calibration scheme is shared among channels, making it suitable for multichannel stimulation.

2.5. Wireless Power Transfer
Each WPT technique generally consists of a receiver that harvests the energy sent by the transmitter.
Energy is sent either in the form of wave radiation that propagates away from the source or in the
form of reactive energy stored in the antenna vicinity and returns to the transmitter in a regenerative
fashion. Fig. 2.10 illustrates WPT techniques that are optimised based on the three critical parameters
to meet the requirements of a miniaturised neurostimulator: receiver lateral size, penetration depth
and efficiency. Five methods are compared using the principles of electromagnetic and acoustic power
transfer (APT). The former consists of the radiative approaches, viz. the far-field, the mid-field and
the near-field inductive power transfer (IPT) and capacitive power transfer (CPT). From Fig. 2.10, it
turns out that IPT, CPT and APT are the most appropriate power transfer modalities for miniaturised
neurostimulators. However, each offers unique advantages, and the choice of the most appropriate
method depends on the application requirements.

Far-field and mid-field approaches are suitable to power mm-sized deep-located implants without
depending on the limited range of the reactive energy. Instead, energy propagates through a wave
from the receiver to the implant. The direction of the propagation depends on the directivity of the
antenna. Typically, a high-directivity antenna should be used to avoid unwanted losses due to wave
spreading. However, implants use electrically short antennas (ESA) that suffer from poor gain (be-
cause of low directivity and efficiency). Therefore, the independence of the energy directionality and
the implant location comes at the expense of lower efficiency. As a rule of thumb, the transmission
efficiency is optimised when their antenna size becomes comparable to the wavelength. Therefore,
the optimal frequency is chosen at the low GHz range for mid-field or far-field systems. However, at
high frequencies, the impedance mismatch, tissue absorption losses and energy conversion losses
become relevant and contribute significantly to the total system efficiency.

IPT, CPT and APT are the most suitable methods for power miniaturized neurostimulators. APT
is appropriate for deep-located implants. Due to its lower attenuation coefficient, acoustic waves can
achieve better power transfer capabilities compared to electromagnetic radiation. Since energy radi-
ates, the directionality is of primary importance for the system efficiency. Given the low travelling speed
of an acoustic wave, the wavelength is small at low operating frequencies, providing good potential for
minimizing the piezoelectric transducer (PZT) size. However, PZTs are off-chip components bonded
on a flexible substrate adding to the area of the implant. IPT operates at the low MHz range, where
the wavelength is much larger than the coil size, and the reactive energy is predominantly stored in the
magnetic field. Therefore, it is appropriate for short to medium transfer distances. Any implant near
the transmitter can tap the energy, thus providing a good option for powering many implants within this
range. As a rule of thumb, the range roughly equals the diameter of the transmitter coil and decays
proportionally to 1/𝑟3, with r being the relative concentric distance between the coils. Printed spiral
coils (PSC) allow for easy integration in flexible substrates and achieving high reliability, but they come
at the expense of a lower quality factor compared to wire-wound coils (WWC) [53]. Lastly, CPT can pro-
vide high efficiency for short-range implantation depths. However, it requires large plates to form high
effective coupling capacitances. It can integrate in flexible substrates (similar to PSC in IPT), providing
a low cost, easy fabrication with high reliability and immunity against electromagnetic interference.

Subsequently, we report the fundamental principles that govern each WPT method. Finally, we
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compare them to determine the most appropriate method for our application.

Figure 2.10: Quantitative comparison among WPT methods. Image taken from [54]

Inductive Power Transfer
Inductive coupling is the most widely used method for transcutaneous power transfer. Currently,

several FDA-approved neurostimulators employ this method. It works according to the magnetostatic
principle. A typical topology consists of a power amplifier driving the transmitter coil, generating a
magnetostatic field that couples to the receiver coil. The coupled energy induces an electromagnetic
force on the receiving coil, generating the current to power the load. Its magnitude reflects the power
that becomes available to the receiver, and its value can be expressed mathematically by Faraday’s
law:

ℰ = ∮
𝜕Σ
⃗⃗𝐸.𝑑𝑙 = − 𝑑𝑑𝑡 ∮Σ

⃗⃗𝐵.𝑑 ⃗⃗𝐴 (2.1)

where EMF (ℰ) is equal to the circulation of electric field ( ⃗⃗𝐸) around the coil contour (𝜕 Σ) which in turn
is equal to the negative rate of change of the magnetic field flux through the coil surface (Σ). Also, 𝑑𝑙
and 𝑑 ⃗⃗𝐴 are the coil contour and surface vector elements, respectively. From (2.1), the power trans-
fer increases by increasing the magnetic field, which is done either by increasing the current on the
transmitter side or reducing the distance between the coils. Increasing the transmitter frequency will
result in a higher induced EMF on the receiver. Increasing the flux on the receiver side is possible by
decreasing the distance and properly aligning both coils or increasing the coil contour. However, the
above solutions are limited by the application’s geometrical constraints, such as the possible receiver
size and the distance between both coils. Although the induced EMF increases by changing the pa-
rameters mentioned above, an upper limit is imposed to meet the safety requirements. The maximum
Specific Absorption Rate (SAR) safety limit for the human head is set to 1.6𝑊/𝑘𝑔 [55].

The Power Transfer Efficiency (PTE) metric is of primary importance for each wireless power trans-
fer method. A high PTE means most of the power sent from the primary is delivered to the load. As
described above, achieving high power transfer capabilities by increasing the transmitter current and
frequency is different from high PTE since the link is subjected to losses. Most relevant losses in IPT
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Figure 2.11: Illustration of the induction principle. The magnetic flux crossing the Rx coil generates an EMF to prevent change
of the current in the Tx coil. Figure taken from [56]

are due to ac resistance caused by eddy currents and the proximity effect, loose coupling due to large
distances, misalignments and tissue losses. The latter is often neglected at the low MHz range and
aims to find the frequency that maximizes the coil quality factor. The IPT coils are brought at resonance
by adding a capacitor to match the driving frequency. This approach boosts the efficiency of the link
under loosely coupled conditions [57]. The capacitor can be placed in parallel and in series with the
inductor to match the load, leading to parallel and series resonance. The power requirements of the
implantable devices are in the mW range, corresponding to a high impedance. Hence, parallel topology
should be used in such applications for impedance matching.

Near-Field Capacitive Coupling
The near-field capacitive coupling has attracted less attention compared to IPT. However, simulation

and experimental validation in air medium have shown its potential to perform at high efficiency at short
ranges. Additionally, the low-cost fabrication process and reliability resulting from IC integration make
this method attractive for miniaturized implants. CPT works on the principle of electric field coupling
between two conductors in the near field. Each conductor provides a path for the forward and backward
current resulting from the electric field change on the capacitor plates. It is the displacement current
that is responsible for wireless power transfer across the capacitor plates, and it requires no medium.

Figure 2.12: Schematic of the capacitive power transfer scheme. An AC signal drives the capacitor plates and the time-varying
electric field generates displacement currents that provide energy to the implant device. Figure taken from [56]

When an excitation voltage drives the capacitor plates, a current proportional to themutual impedance
will transfer to the receiver side. The impedance seen by the source is due to the reactance by the
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capacitive plates, and its value is proportional to distance. Intuitively, the impedance decreases for
a shorter distance, which eventually results in a higher current. Due to the size limitations and the
distance between the plates, the effective capacitance is small, limiting the displacement current and
hence the power transfer capabilities.

Considering a pair of conductor plates with area A and separation distance D, the displacement cur-
rent 𝐼𝑑𝑖𝑠𝑝 results in response to a time-varying voltage V(t) to accommodate the current continuity. The
electric field between the capacitor plates induces the conduction current in the surrounding tissues.
The following equations express both currents

𝐼𝑑𝑖𝑠𝑝 = 𝜖𝑟(𝜔)𝜖0𝐴
𝜕�⃗�
𝜕𝑡 (2.2)

𝐼𝑐𝑜𝑛𝑑 =
𝑉(𝑡)𝜎(𝜔)𝐴

𝐷 (2.3)

Where 𝜖0 and 𝜖𝑟(𝜔) are the permittivities of free space and the frequency-dependent relative per-
mittivity, respectively and 𝜎(𝜔) is the conductivity of the medium. The displacement current is the
effective way for power transfer to the load and needs to be kept more significant than the conduction
current, which accounts for the system losses. Both equations indicate the conflicting parameters that
define both currents. This means that increasing the displacement current will also increase the con-
duction current. Thus, optimization is required to achieve an efficient way for wireless power transfer
while considering the application’s geometrical and safety constraints.

In CPT, the tissue losses consist of conduction and relaxation losses leading to a significant degra-
dation in power link efficiency. To achieve a high link efficiency, CPT requires a high operating fre-
quency in the order of a few tens of MHz. However, at higher frequencies, their contribution becomes
significant compared to IPT. The former is due to the dispersive tissue nature and increases with fre-
quency. Relaxation losses are due to the collision of molecules that occur upon polarization reversal.
When the frequency increases, the time it takes for a molecule to polarize is significant, resulting in
more collisions and, thus, higher relaxation loss. When the applied alternating electric field matches
the relaxation resonance -usually in the low GHz regime-the relaxation loss maximizes. Thus, an opti-
mal operating frequency exists based on the tissue type and thickness. Minimizing the tissue losses is
imperative since it contributes to high link efficiency and minimizes the specific absorption rate required
for safe operation. The exposure limit is set to 2𝑊/𝑘𝑔 [56].

Acoustic power transfer
Acoustic power transfer is based on the principle of ultrasound waves to carry energy wirelessly.

Unlike the IPT and CPT, APT relies on the medium and its elastic properties. Acoustic waves can carry
energy through the tissue to implanted devices, which convert it into electric energy through a trans-
ducer. As shown in Figure 2.13, a US system consists of an ultrasound oscillator and two transducers,
the oscillator generates an alternating electric field that perturbs the transducer membrane, in turn,
converts energy to pressure waves. The frequency range typically used is between 200kHz-1.2MHz.
Owing to the low travelling speed in tissue (1500-2000 m/s), the wavelength at this frequency range
is small, allowing for miniaturization of the receiver and deep penetration depth. The piezoelectric re-
ceiver, RX, is typically placed within the main radiation lobe to tap most of the acoustic energy and
convert it back into electrical energy.

The wave directivity depends on the transducer diameter and signals wavelength ratio. Thus, its
directivity can change to capture most energy upon changing the transducer diameter. Different excita-
tion techniques have also been reported in the literature to affect the directivity of radiated energy. For
instance, Gaussian excitation at a frequency of 650 kHz demonstrated a reduction in side lobes and
less variations in the pressure field magnitude within the near field compared to Bessel and uniform
transducer excitation [56].

Three loss mechanisms define the power transfer efficiency of APT. The first one occurs due to
tissue absorption of travelling waves. In that case, the acoustic wave decays exponentially with the
distance, and its intensity over a distance (d) is expressed by the Lambert-Beer law:

𝐼𝑑 = 𝐼0𝑒−2𝑎𝑑 (2.4)
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Figure 2.13: Acoustic power transfer schematic. An ultrasound oscillator perturbates the membrane of a transducer, which in
turn results in pressure waves. Figure taken from [56]

where 𝐼0 and 𝐼𝑑 express the initial and final intensity through a medium with absorption coefficient 𝑎
expressed in 𝑑𝐵/(𝑐𝑚 ⋅𝑀𝐻𝑧) for a distance (𝑑). The second loss mechanism is due to PZT conversion
losses when acoustic energy converts into electric power and vice versa, this loss depends on the
fabrication process. The third loss mechanism is due to impedance variations that the wave undergoes
when travelling through different mediums. When a wave propagates through mediums with different
acoustic properties, part of the wave energy will reflect in ambiguous directions, as a result of which the
transmitted energy reduces. The biggest impedance mismatch occurs at the transducer-skin interface
where 𝑍𝑡𝑟𝑎𝑛𝑠 = 31MRayls and 𝑍𝑠𝑘𝑖𝑛 = 2MRayls.

The long-term effects on the tissue due to acoustic wave propagation have not been reported, and
the maximum intensity approved by the FDA is 7.2mW/mm2 for diagnostic applications [56].

Comparison of WPT methods
We discussed three wireless power transfer methods that allow the miniaturization and longevity of

a neurostimulator. In particular, we discussed IPT, CPT and APT operation principles. Fig. 2.10 shows
that IPT, CPT and APT are the most suitable methods for a miniaturized implant.

Ultrasound can deliver high power at increased penetration depths providing the potential for further
miniaturization of the implant. Also, the exposure limit set by SAR allows US transducers to transmit
higher power compared to inductive and capacitive power transfers, which are constrained by FDA
regulations. On the other hand, APT suffers from poor fabrication and integration on um-sized chips.
Besides the potential of APT to provide power in large depths, its efficiency drops in near-field where the
pressure field exhibits magnitude variations and makes the power transfer unpredictable. In addition,
the acoustic wave needs to travel in the receiver direction, using beam-forming techniques for the
energy to get transferred to the implant and mitigate spreading and energy loss. However, this makes
the US susceptible to misalignments compared to the other methods.

Capacitive power transfer exhibits advantages in the fabrication and integration process compared
to APT, which makes it a low-cost and reliable method for power transfer [54]. It is also less susceptible
to misalignment. However, like IPT, this method is susceptible to EM interference. Nevertheless, it can
offer high efficiency at small distances, but the plate size should be significant to keep the displacement
current high.

Finally, the inductive link is the most used power transfer method. When the system is at resonance,
it offers high efficiency and a larger operating distance. However, the efficiency and power demands
drop when the receiver coil exceeds the transceiver dimensions. Denisov et al. [58] have compared the
efficiency of APT and IPT. In his work, he used equal-sized transmitters and receivers and concluded
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that, at small distances, IPT outperforms APTwhile the opposite holds at increased distances. Similarly,
with CPT, the coupled receiver is sensed as a load on the primary side, which makes the transmitter
load-dependent. The issues mentioned above can be mitigated using a multi-coil system that makes
the system less susceptible to misalignments and less dependent on the load.

The selection of the power transfer method is application-dependent since the advantages and
disadvantages of each method are different. For our system, we need to transfer power to two implants
within 6-12 mm range since the receiver is implanted transcutaneously. Since their location is on the
opposite side of the head, there would be no practical method to transfer energy from a common
transmitter without losing excess energy. Therefore the system will consist of two implants powered
by their respective transmitters. As shown in [58], the efficiency of IPT at this range is higher. Since
the size of IPT does not violate the physical constraints imposed by the application, it seems the best
solution for maximizing the system’s efficiency.

2.5.1. Fundamentals of Inductive Power Transfer
In near-field inductive coupling, the wavelength at the chosen frequency is much larger than the dimen-
sions of the coil, and time dependencies reduce to a quasi-static model for the magnetic field. That
means that the signal applied to the coils is instantaneous at any point of the network, and the uniform
magnetic field surrounding the inductance will be almost similar to the magnetic field as if a DC source
generated it. In other words, the energy stored in the inductance (𝐸 = 1/2𝐿𝐼2) is similar as if it was
supplied by direct current. In those cases, the generated magnetic field can couple to remote devices
within a distance approximately equal to the transmitter diameter.

When the wavelength of the signal tends to become comparable to the coil size, lumped element
theory cannot provide accurate results. That does not mean we cannot use it, but its use requires
some adjustments. For instance, at the low MHz range (shortwave radio range 3-30MHz), the current
distribution at the wire cross-section changes, manifesting as an impedance variation. The modelling
of this effect will be discussed in this section. Furthermore, at wavelengths comparable and lower
to the coil size, we can no longer assume the inductance is a purely reactive element since the EM
interactions spill over into the radiative Far-field regime and the coil acts as an antenna. Intuitively, that
is due to the phase difference between emerging waves relative to other points.

Typical power transfer distances in biomedical applications are in the cm range. The wavelength of
a signal that travels through air at 10MHz is approximately 30m. Hence, the transmission distance is
orders of magnitude smaller compared to the wavelength, and the electromagnetic field equations re-
duce to the quasi-stationary expressions. In that case, the fields have low radiation and in the following
analysis, the radiation losses are considered negligible and will not be considered.

1.5.1.1. Magnetic Fields
When a current flows through a wire, it generates a magnetic flux density. Assuming that the flow of

charges remains constant in time and neither they deplete nor accumulate at any point, we can express
the magnetic flux density with Bio-Savarts law [59]

𝐵 = − 𝜇04𝜋 ∮𝑙
𝐼𝑑𝑙 × 𝑒𝑟
𝑟2 (2.5)

Where 𝑑𝑙 is the line vector along the path 𝑙 and in the direction of current (𝐼), 𝑟 being the displacement
vector from the current line integral to the point where we calculate the magnetic flux with a unit vector
𝑒𝑟 and 𝜇0 is the magnetic permeability in a vacuum.

Typically, the shape of transmitting coils is circular, in which case the magnetic flux density at a point
along the x-axis is given as follows

𝐵𝑥 =
𝜇0𝑁𝐼𝑎2

2(𝑎2 + 𝑥2)3/2 𝑒𝑥 (2.6)

𝑁 being the turns of the coils, 𝐼 is the time-varying current at each turn, a is the radius of the coil,
and x is the coaxial distance with the origin being the centre of the coil, and finally, 𝑒𝑟 is the unit vector
aligned with the X-axis. If the current varies, it will result in a time-varying magnetic flux density.

1.5.1.2. Induced Voltage on the Secondary Coil
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Figure 2.14: The magnetic field generated in response to current flowing in a loop wire. Figure taken from [11]

The time-varying magnetic flux that passes through the coil surface can be expressed as the surface
integral of the normal component of the magnetic flux density over that surface.

Φ = ∫
𝑆1
𝐵2 ⋅ �⃗� 𝑑𝑠1 (2.7)

Where 𝐵2 is the magnetic flux density generated by the current 𝐼2 and the 𝑆1 is the surface at which
we integrate the magnetic flux with a normal vector �⃗�. According to Faraday, when a time-varying
magnetic flux is applied to a loop, it produces a voltage which is expressed as follows

𝑉(𝑡) = −𝑑Φ𝑚(𝑡)𝑑𝑡 (2.8)

Where Φ𝑚(𝑡) is the time-varying magnetic flux across a coil and 𝑉(𝑡) is the time-varying induced
voltage on that coil. This induced electromotive force across the secondary coil will generate a current
flow that will produce a magnetic field in such a direction that it will oppose the change that produces
it. Since voltage and current are applied to the secondary coil, power is transferred to the secondary.
This is the so-called Lenz’s law.

1.5.1.3. Self and Mutual Inductance

Figure 2.15: IPT Link. Figure taken from [54]

In fact, Lenz’s law also applies to a single coil where the change of current will result in an inductive
EMF polarized in such a way as to oppose the source that made the current change. This is an inter-
esting coil property and depicts the so-called self-induction effect. The coil inductance L[H] depends
on its geometry and scales approximately with the number of turns squared.

𝑉 = 𝐿𝑑𝑖𝑑𝑡 (2.9)

The mutual inductance, as discussed previously, expresses the link between the magnetic flux and
the current generated across another closed path. This relationship is expressed by Faraday’s law
(2.7). Under the assumption of perfectly aligned, single-turn, circular filaments with radius 𝑟𝑖 and 𝑟𝑗, the
mutual inductance is given by Neuman’s formula in the general case
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𝑀 = 𝜇0
4𝜋 ∮∮

𝑑𝑙1 ⋅ 𝑑𝑙2
𝑑 (2.10)

The mutual inductance of two parallel, single-turn, circular filaments with radius 𝑟𝑖 and 𝑟𝑗, with coil
distance d and an offset 𝜌 can be expressed by the following integral

𝑀(𝑟𝑖 , 𝑟𝑗 , 𝜌, 𝑑) = 𝜋𝜇0 = √𝑟𝑖𝑟𝑗∫
∞

0
𝐽𝑖(𝑥√

𝑟𝑖
𝑟𝑗
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𝜌
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(−𝑥 𝑑

√𝑟𝑗𝑟𝑖
)
𝑑𝑥 (2.11)

”Where 𝐽0 and 𝐽1 are the Bessel function of the zeroth and a first order, respectively”. This expression
assumes that the wire-to-coil ratio (𝑅/𝑟) is negligible and is thus neglected. As a result, the coil radius
is not included in this expression.

For parallel coils with perfect alignment, the expression reduces to

𝑀(𝑟𝑖 , 𝑟𝑗 , 𝜌 = 0, 𝑑) = 𝜋𝜇0 = √𝑟𝑖𝑟𝑗[(
2
𝜅 − 𝜅)𝐾(𝜅) − 2

2
𝜅𝐸(𝜅)] (2.12)

where

𝜅 = √
4𝑟𝑖𝑟𝑗

(𝑟𝑖 + 𝑟𝑗)2 + 𝐷2
(2.13)

and 𝐾(𝜅) as well as 𝐸(𝜅) are the complete elliptic integrals of the first and second kind.
An approximation of the self-inductance can be derived by the analytical expression (2.12). The

expression is accurate only when the wire radius is much larger than the loop radius (𝑅𝑟 << 1) and can
be approximated by

𝐿(𝑅, 𝑟) ≈ 𝜇0𝑅(𝑙𝑛(
8𝑟
𝑅 ) − 2) (2.14)

Usually, primary and secondary coils consist of multiple loops that are positioned at the coils’ circum-
ference. The total inductance is approximated as the product of the self-inductance and the number of
turns squared. However, [60] proposed a coil in which the loops are placed concentric to enhance the
coupling coefficient. Thus, a coil consists of turns with different radii. In that case, the inductance of a
coil with N terms of radii Ri(i=1,2,...N) can be expressed as in (2.15) with the first term being the sum
of the inductance of each turn and the second term being the sum of the mutual inductances between
each turn.

𝐿𝑡𝑜𝑡 =
𝑖=1

∑
𝑁
𝐿(𝑅𝑖 , 𝑟) +

𝑖=𝑁

∑
𝑖=1

𝑗=𝑁

∑
𝑗=1

𝑀𝑖𝑗(𝑅𝑖 , 𝑅𝑗 , 𝑑𝑟 = 0)(1 − 𝑎𝑖,𝑗) (2.15)

where 𝑎𝑖,𝑗 = 1 for 𝑖 = 𝑗, otherwise 𝑎𝑖,𝑗 = 0
This mutual inductance can also be considered as a unitless coupling coefficient k. We do that

for practical reasons. For instance, the mutual inductance expression derived by Neuman’s [59] is
mathematically intractable when it comes to practical coils such as solenoid and disc coils because it
has to take into account the number of turns and the shape of coils. Therefore, writing the line elements
and the limits of integrations in any simple form is not easy. The following approaches correct this

• N turns: For coils with 𝑛𝑝𝑟𝑖𝑚 and 𝑛𝑠𝑒𝑐 turns the mutual inductance is scaled by 𝑛𝑝𝑟𝑖𝑚 ⋅ 𝑛𝑠𝑒𝑐.
Respectively the self inductance 𝐿𝑝𝑟𝑖𝑚 and 𝐿𝑠𝑒𝑐 are scale by 𝑛2𝑝𝑟𝑖𝑚 and 𝑛2𝑠𝑒𝑐. The number of turns
cancels out when we calculate the coupling coefficient. Therefore, we can use the expressions for
the mutual inductance and self-inductance that assumes one-turn coils and calculate the unitless
coupling coefficient.

• Coil shape: For the shapes of the coils, the distance between two solenoid coils differs for each
turn as compared to a one-turn coil since the solenoid coils extend longitudinally and thus, the
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coupling between the last turns becomes weak. This concern raises the question of which dis-
tance we should choose between the coils. Similarly, pancake coils increase radially and form
an outer and inner radius. Thus, the question is which radius should be used to calculate mutual
inductance. Coils shapes are therefore considered by taking the average distance and average
radius to calculate the mutual inductance of a one-turn coil. The result is often multiplied by an
empirical coefficient to correct errors.

𝑘12 =
𝑀12
√𝐿1𝐿2

(2.16)

Using line integrals to calculate the mutual and self-inductance can give accurate results. It is,
however, computationally inefficient and not practically over many design iterations. Knight [61] also
presents a continuous analytical expression for an intermediate length-to-radius ratio solenoid (2.17)
based on the current sheet inductancemethod. Due to the short coil length, themagnetic field cannot be
assumed constant. For this reason, Nagaoka’s empirical coefficient is used to correct for the magnetic
field non-uniformity.

𝐿 = 𝜇0𝜋𝑟2𝑛2𝜅
𝑙 (2.17)

where 𝜇0 is the permeability in vacuum, 𝑟 the coil radius, n the number of turns and 𝜅 the Nagaoka’s
coefficient as given in [59].

The inductance for PCB coils is given by [62].

𝐿 =
𝜇𝑛2𝑑𝑎𝑣𝑔

2 (𝑙𝑛(2.46𝛽 ) + 0.2𝛽2) (2.18)

where 𝑑𝑎𝑣𝑔 is the average diameter relative the outer and inner diameter 𝑑𝑎𝑣𝑔 = (𝑑 + 𝑑𝑖𝑛)/2 and the
fill-factor 𝛽 = (𝑑 − 𝑑𝑖𝑛)/(𝑑 + 𝑑𝑑𝑖𝑛).

From the inductance expressions, it is clear that increasing the size can increase the inductance.
As a result, the power transfer capabilities of the wireless link can increase. However, this is not as
straightforward since an increase in the coil mean geometry will increase the coil resistance. The series
loss of a coil consists of three parts:

𝑅𝑡𝑜𝑡 = 𝑅𝐷𝐶 + 𝑅𝑠𝑘𝑖𝑛 + 𝑅𝑝𝑟𝑜𝑥 (2.19)

Where 𝑅𝐷𝐶 is due to the resistive loss, 𝑅𝑠𝑘𝑖𝑛 is due to the skin effect and 𝑅𝑝𝑟𝑜𝑥 is due to the proxim-
ity effect. The latter two effects are frequency dependent and appear at the onset of shortwave radio
frequencies. First, the skin effect is due to the high-frequency current-carrying components at the edge
of the wire cross-section. This non-uniform current distribution results in a drop of the internal induc-
tance modelled as a resistance. Second, the proximity effect resistance models the opposing current
generated due to the magnetic field. When the current in each filament flows in the same direction, the
magnetic field generated will oppose the current of the nearby filament. This effect becomes prominent
when the pitch decreases.

The DC resistance of the coil is a function of the finite resistivity of the conductor and its geometry.

𝑅𝐷𝐶 = 𝜌𝑐
𝑙𝑐
𝐴𝑐

(2.20)

where 𝜌𝑐 is the resistivity of the material, 𝑙𝑐 is the length, and 𝐴𝑐 is the cross-section of the conductor.
The skin effect resistance for a solenoid coil is given by (2.21) and for PCB with a rectangular track is
given by (2.22).

𝑅𝑠𝑘𝑖𝑛 =
𝑙𝑐𝜌

𝜋(𝑑0 − 𝛿)𝛿
(2.21)

𝑅𝑠𝑘𝑖𝑛 = 𝑅𝐷𝐶
𝑡0

𝛿(1 − 𝑒
𝑡0
𝛿 )

1
1 + 𝑡0

𝑤
(2.22)
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where 𝛿 is the skin depth defined in (2.23), 𝑑0 is the wire diameter. Subsequently, 𝑡0 is the PCB track
thickness and 𝑤 is the width.

𝛿 = √ 2𝜌𝜔𝜇 (2.23)

The proximity effect resistance for a single layer solenoid is given by (2.24), where𝐻 is the magnetic
field experienced by the coil filaments normalised by the coil current 𝐼0. Eq. (2.25) is an approximation
that defines the proximity effect resistance for PCB coil.

𝑅𝑝𝑟𝑜𝑥 ≈ 2𝑅𝐷𝐶𝜋2𝜌20(
2𝜌
𝛿 − 1)𝐻

2

𝐼20
(2.24)

𝑅𝑝𝑟𝑜𝑥 =
𝑅𝐷𝐶
10 (

𝜔
𝜔𝑐𝑟𝑖𝑡

)
2

(2.25)

The critical frequency is when the current distribution along the conductor starts to become non-homogeneous.

𝜔𝑐𝑟𝑖𝑡 =
3.1
𝜇0
(𝑤 + 𝑠)𝜌
𝑤2𝑡0

(2.26)

1.5.1.4. Inductive coupled coils
The previous section explained the self- and mutual-induction effects. In inductive coupled links,

both effects act simultaneously at each coil. Therefore the emf of each coil is a result of two contri-
butions: one by the coil current itself and one by the mutual inductance of the coupled coil. Thus, the
equation for an inductive coupled link is given by

[𝑉1𝑉2] = [
𝐿1 𝑀
𝑀 𝐿2] [

𝑑𝑖1
𝑑𝑡𝑑𝑖2
𝑑𝑡
] (2.27)

Those are the equations that constitute the transformer basis. Transformer coils are brought close
to each other, and a bulky ferromagnetic material is often placed along the coils. Its properties enhance
the magnetic field and provide a low reluctance path to the magnetic flux. As a result, the coupling co-
efficient is close to 1, and the efficiency is approximately equal to 100%. However, achieving high
coupling at increased distances usually required in implantable biomedical devices is impossible, es-
pecially when geometrical constraints make using ferromagnetic materials impractical.

As explained before, real inductors are modelled with a series resistor that is a function of frequency.
At the low MHz frequency, this resistance is not negligible. Therefore, the ability of the inductor to store
energy is defined by the quality factor.

𝑄 = 𝜔𝐿
𝑅 (2.28)

In other words, it expresses the energy loss as a proportion of inductor reactive impedance. An in-
ductor with an infinite quality factor can store its energy indefinitely since the series resistor is infinitely
high. In this case, there is no energy dissipation. This parameter will be used for the PDL and PTE
analysis.

1.5.1.5. Resonant Inductive Topologies
Resonant arrangements increase energy transfer efficiency compared to non-resonant arrange-

ments. Resonant tuning is done by connecting a capacitor in series or parallel with the transmitter coil.
In a resonance topology, the energy that becomes available is stored and oscillated between the re-
active elements until it is coupled to the secondary circuit. However, the non-ideal inductors dissipate
energy across the coil resistance.

The tuning capacitor is placed in series or parallel with the capacitor. Thus, a wireless power transfer
link has four different topologies. The topology selection should match the driving circuit or the load,
which depends on the application. The resonant topology selection is addressed in the literature, but
they draw different conclusions [57] [63]. In essence, parallel resonance offers high impedance, so they
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(a) A typical series to parallel wireless power transfer with the correspond-
ing circuitry. Image taken from [56]

(b) An AC series-to-parallel power transfer link model with the including
the inductor losses, parasitic capacitance of the rectifier and the AC equiv-
alent model.

should be chosen when connected to a high-impedance load or when a circuit drives them with a high
output impedance that behaves like a current source. Alternatively, for a series-resonance topology,
the load impedance should be small, and the driving circuit should have a low output impedance and
behaves like a voltage source. In that sense, the resonance of the tank is not damped, and energy
is transferred efficiently. Due to low power dissipation, implantable biomedical devices have a high
output impedance. This is why the parallel topology is often used on the receiver side [64] [65]. On the
other hand, class-E or class-D amplifier drives a series resonant coil on the transmitter side to achieve
impedance matching.

Fig. 2.16a show a typical system level diagram of a wireless power transfer link. The link consists
of a series-to-parallel resonant topology. At the transmitter side, a class-E amplifier induces power to
the system. Power is rectified and regulated at the receiver side to supply a constant voltage to the
implant. Fig. 2.16b shows the equivalent AC model of the power transfer link. It includes the coil series
resistances 𝑅1 and 𝑅2, 𝐶𝑑 accounts for the rectifier added capacitance and 𝑅𝑎𝑐 is an equivalent AC
resistance. Its value should represent the power dissipation that happens in the load, and the circuitry
employed given by

𝑅𝑎𝑐 =
𝑉2

𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝑠 + 𝑃𝑙𝑜𝑎𝑑
(2.29)

𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝑠 represent the power dissipation that occurs in the AC-DC conversion and 𝑃𝑙𝑜𝑎𝑑 is the
power dissipation that happens in the load.

1.5.1.6. Analysis of the Inductively coupled link
After we have discussed the conversion of geometrical to electrical parameters and presented the

AC model of the link, we can analyse the link impedance to give insight into the PTE and PDL. The
most fundamental principle in an inductively coupled coil is that the current induced in the secondary
through mutual inductance is sensed as a series reflected impedance connected on the primary side,
given by (2.30). Intuitively, the value of this impedance relative to the coil resistances and the coupling
will define how much energy is consumed on it. Subsequently, we will provide the expression that gives
a clear view of the inductive coupled link dynamics and the optimal performance we can achieve.

𝑍𝑟𝑒𝑓𝑙 =
(𝜔𝑀)2
𝑍𝑠

(2.30)

Where 𝑍𝑠 is the impedance of the secondary coil as seen by the induced EMF. In Kirchhoff’s voltage
law, this voltage is expressed as

𝐸𝑖𝑛𝑑 = −𝑗𝜔𝑀𝐼1 = 𝐼2𝑍𝑠 (2.31)

The principle of induced voltage on the secondary is illustrated in Fig. 2.17. Then, applying Kirchhoff’s
voltage law at the circuit in Fig 2.16b, we can obtain the equations that describe the interactions between
the two loops (2.32).
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Figure 2.17: Lumpled element circuit model illustrating the concept of secondary induced voltage and the reflected impedance.
Figure taken from [62]

[𝑉10 ] = [
𝑅1 + 𝑗𝜔𝐿1 +

1
𝑗𝜔𝐶1

𝑗𝜔𝑀
𝑗𝜔𝑀 𝑅2 + 𝑗𝜔𝐿2 +

1
𝑗𝜔𝐶2

] [𝐼1𝐼2] (2.32)

From this matrix, we can derive a useful expression for the link impedance, voltage transfer function
and efficiency of the system. Taking the inverse of the matrix in (2.32) we can express the currents of
the two loops as in (2.33)

[𝐼1𝐼2] =
1

𝑍1𝑍2 + 𝜔2𝑀2 [
𝑍2 −𝑗𝜔𝑀

−𝑗𝜔𝑀 𝑍1 ] [𝑉10 ] (2.33)

Taking the ratio of the input voltage and current gives the input impedance as seen by the driver, which
confirms (2.30).

𝑍𝑖𝑛𝑝𝑢𝑡/𝑙𝑖𝑛𝑘 = 𝑍1 +
(𝜔𝑀)2
𝑍2

(2.34)

2.5.2. Power Transfer Efficiency of an Inductive Link
The power conversion efficiency of the inductive link is an important metric. Maintaining a high efficiency
means that most of the power sent from the transmitter is delivered to the load. Even if we achieve
increased power transfer capabilities, this does not ensure efficient power transfer. Nevertheless, the
efficiency is limited to below 50%when themaximum power theorem is satisfied. It was discussed in the
previous subsection that, in practice, coils are subjected to losses due to the proximity and skin effects
and tissue losses. We will now discuss, in more detail, the effect of transmitter-receiver mismatch and
that of loose coupling. It is often argued that loose coupling is related to low efficiency. However, the
coupling coefficient defines the rate of energy transfer and not the efficiency. On the other hand, the
lossy parts of the system relate to efficiency. Therefore, in a loosely coupled system with high Q-coils,
even if the energy transfer rate is low, the energy will be stored at the primary.

Fig 2.18 illustrates the power path of an inductive power transfer link from an external power source
to the implanted load. The system consists of a battery-powered Power Amplifier (PA) that conveys
energy to the primary coil, which is coupled to the receiver by inductive coupling. The received energy
is rectified and then regulated by a switched-mode power converter or a linear drop-out regulator to
connect directly to the tissue or a current source. Fig. 2.18 illustrates the energy loss that takes place
along the entire power transfer path. The total efficiency of the system is the product of each stage
which is expressed as follows:

𝜂𝑡𝑜𝑡𝑎𝑙 = 𝜂𝑃𝐴 × 𝜂𝑙𝑖𝑛𝑘 × 𝜂𝐴𝐶−𝐷𝐶 × 𝜂𝐷𝐶−𝐷𝐶 × 𝜂𝑁𝑆 (2.35)

Where 𝜂𝑃𝐴, 𝜂𝑙𝑖𝑛𝑘, 𝜂𝐴𝐶−𝐷𝐶, the 𝜂𝐷𝐶−𝐷𝐶, and 𝜂𝑁𝑆 are the efficiencies of the power amplifier, the in-
ductive link, the AC-DC converter, DC-DC converter and the neurostimulator respectively. The link
efficiency 𝜂𝑙𝑖𝑛𝑘 consists of the following product 𝜂1×𝜂𝑡𝑟𝑎𝑛𝑠×𝜂2, while the load efficiency, 𝜂𝐿 represents
losses of the implanted circuitry given by the product of each circuit efficiency 𝜂𝐴𝐶−𝐷𝐶 × 𝜂𝐷𝐶−𝐷𝐶 × 𝜂𝑁𝑆.
Implantable biomedical devices with a high link efficiency translate to less heat dissipation, hence less
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tissue-related adverse effects. Since the power demands of the implant are satisfied with lower trans-
mitted power, it offers better compatibility with the EM exposure standards.

Figure 2.18: Power transfer flow from the external battery to the tissue. Figure taken from [53]

There have been many different approaches in order to optimise total efficiency. Primarily, we can
divide them into three categories. The first one involves the design of the power amplifier for efficient
energy transmission. In inductive power transfer, the attention is focused on the design of class-D or
-E [66] [67]. However, we do not discuss this approach in this literature review. Secondly, it involves
the optimisation of link efficiency. The literature on this topic is extensive and includes coil design,
theoretical analysis and coil optimization [68] [69] [70] [53] [71] [57]. Since the inductive link is the
interface where the implant receives its energy, we will review the fundamental principle of the link to
understand what is essential to keep in mind to maintain high efficiency (i.e. topology, optimal load
condition, frequency of operation). The final approach involves optimising the rectifier, and regulator
[72] [73]. In the literature, all these sections are researched individually. However, we will observe next
that a holistic approach to the system is critical for high system efficiency.

Figure 2.19: Two-coil inductive coupled coils for wireless power transfer and the equivalent circuit at resonance. Figure taken
from [74]

Theory of Two-Coil Inductive Link Fig. 2.19 shows a two-coil resonant inductive link. The system
consists of a source 𝑉𝑠, two coils 𝐿2 and 𝐿3, and the load. The source supplies energy to the secondary
coil coupled due to the mutual inductance of the coil pair (𝑀23). A part of this coupled energy splits
between 𝑅3 and 𝑅𝐿. The system is tuned with two capacitors at the source driving frequency 𝑓0 =
1/(2𝜋√𝐿2𝐶2) = 1/(2𝜋√𝐿3𝐶3) to boost the efficiency. Due to the energy coupling, the secondary circuit
is sensed as a load on the primary side. For that reason, it is modelled as a reflected impedance in
series with the power supply given by

𝑅𝑅𝑒𝑓 = 𝑘223𝑅2𝑄2𝑄3𝐿 (2.36)

where k is the quality factor shown in (2.16), 𝑄2 = 𝜔0𝐿2/𝑅2 is the unloaded quality factor of the trans-
mitter, and 𝑄3𝐿 = 𝑄3𝑄𝐿/(𝑄3 + 𝑄𝐿) = 𝑅𝑃/𝜔0𝐿2 is the quality factor of the receiver. 𝑄𝐿 = 𝑅𝐿/𝜔0𝐿3
is the load quality factor, 𝑅𝑃 is the parallel equivalent impedance of the coil ac resistance, and the
load (𝑅𝑃3𝑅𝐿)/(𝑅𝑃3 +𝑅𝐿), where 𝑅𝑃3 = 𝑄23𝑅3 is the parallel transformation of the series coil resistance.
The reactive components cancel each other at the resonance frequency, and the circuit is simplified, as
shown in Fig. 2.19. For the subsequent analysis, the impedance 𝑅2 incorporates the output impedance
of the power source, 𝑅𝑠. The efficiency is given by the power division between 𝑅2 and 𝑅𝑟𝑒𝑓. The power
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that dissipates at 𝑅𝑟𝑒𝑓 is the transmitted power that divides between 𝑅𝑝3 and 𝑅𝐿. Therefore, the ef-
fective power that eventually ends up in the load can be expressed by the following potential divider
expression [75].

𝜂2−𝑐𝑜𝑖𝑙 =
𝑅𝑟𝑒𝑓

𝑅2 + 𝑅𝑟𝑒𝑓
𝑅𝑝3

𝑅𝑝3 + 𝑅𝐿
= (2.37)

= 𝑘223𝑄2𝑄3𝐿
1 + 𝑘223𝑄2𝑄3𝐿

𝑄3
𝑄3 + 𝑄𝐿

(2.38)

This analysis ignores any losses to the surrounding medium. Nevertheless, at the low MHz range,
the tissue dissipation mechanisms are usually considered negligible [66]. In both (2.37) and (2.38) the
first terms express the power division between 𝑅2 and 𝑅𝑟𝑒𝑓 (primary-secondary efficiency, 𝜂1 × 𝜂𝑙𝑖𝑛𝑘)
and the second term expresses the power division between the parallel parasitic resistance 𝑅𝑝3 and
𝑅𝐿 (secondary efficiency, 𝜂2). In (2.38), the link efficiency is expressed in terms of the coils’ coupling
coefficient and quality factors. From (2.38), we observe that increasing the load quality factor has the
opposite effect on the efficiency of each part. Depending on the quality factor, an optimum load exists
that we will discuss next.

Since the efficiency is the ratio between load power and the power delivered by the source, we can
express the power delivered to the load (PDL) by multiplying the efficiency with the power available
from the source 𝑃𝑠 = 𝑉2𝑠 /(𝑅2 + 𝑅𝑟𝑒𝑓)

𝑃𝐿,2−𝑐𝑜𝑖𝑙 =
𝑉2𝑠
2𝑅2

𝑘223𝑄2𝑄3𝐿
(1 + 𝑘223𝑄2𝑄3𝐿)2

⋅ 𝑄3
𝑄3 + 𝑄𝐿

(2.39)

Optimum load condition: Intuitively, the efficiency will increase in (2.38) if the unloaded quality fac-
tors (𝑄1, 𝑄2) increase since unwanted coil losses reduce. The equation also implies that coupling en-
hances efficiency. However, this is quite misleading since the coupling defines the energy exchange
between the coils, not the energy dissipation mentioned previously. In essence, if the coils are lossless,
the coupling would not increase efficiency.

Finally, the load quality factor (𝑄𝐿) has the opposite effect on the primary-secondary and secondary
efficiency. Increasing its value will increase the primary-secondary efficiency since the reflected resis-
tance will increase and more energy will couple to the secondary. However, in that case, the efficiency
of the secondary coil decreases since energy starts to dissipate more at the secondary coil losses.
Therefore, there is an optimum load 𝑅𝐿,𝑃𝑇𝐸 = 𝜔0𝐿2𝑄𝐿,𝑃𝑇𝐸 for a given coil pair and coupling that extracts
most of the energy from the resonant tanks. We derive 𝑄𝐿,𝑃𝑇𝐸 by differentiating (2.38) with respect to
𝑄𝐿.

𝑄𝐿,𝑃𝑇𝐸 =
𝑄3

√(1 + 𝑘223𝑄2𝑄3)
(2.40)

Alternatively, to maximize PDL, we can find the reflected impedance that will match the primary coil
resistance (𝑅2 = 𝑅𝑟𝑒𝑓) for a certain 𝑘23. This condition will limit the link efficiency to less than 50%
since half of the power will be dissipated in the primary coil resistance. We can find the maximum load
𝑅𝐿,𝑃𝐷𝐿 = 𝜔0𝐿3𝑄𝐿,𝑃𝐷𝐿, by taking the derivative of (2.39) with respect to 𝑄𝐿

𝑄𝐿,𝑃𝐷𝐿 =
𝑄3

1 + 𝑘223𝑄2𝑄3
(2.41)

Alternatively, the critical coupling 𝑘23,𝑃𝐷𝐿 is often reported in the literature. It is the value at which
𝑅𝑟𝑒𝑓 becomes equal to 𝑅2 to satisfy the maximum power transfer condition. The following equation
provides this value

𝑘23,𝑃𝐷𝐿 =
1

√𝑄2𝑄3𝐿
(2.42)

Each condition is satisfied with a different set of coupling and electrical parameters. Thus, we can
conclude that we cannot satisfy the maximum PTE and PDL conditions simultaneously, which also
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becomes apparent from (2.38) and (2.39). Moreover, PTE and PDL are strongly dependent on the
linear load impedance. We will notice next that the circuit presents a time-varying load, and often the
pick-up circuits exhibit non-linearities that, in reality, are modelled with a linear resistor. Additionally,
the application predefines the implant load (𝑅𝐿), which could differ from the optimal link loading.

Multiple techniques have been proposed in different parts of the system power flow to mitigate this
issue, as shown in Fig. 2.20. Firstly, multiple coils have been proposed to accomplish an optimum
condition for PTE and PDL. This approach can perform an impedance transformation by adjusting the
coupling between the relay coils relative to the driver and load coil. Secondly, a tuning system and
Q-modulation techniques are used to fix the system at optimal load conditions. Last but not least,
novel architectures for power management are employed that adapt to optimal conditions for efficient
operation. Next, we will review some of these methods provided in the literature.

Figure 2.20: Multiple techniques that are employed in the power flow of a system to increase efficiency. Figure taken from [76]

2.5.3. Impedance Transformation
As already indicated, load matching improves the performance of the inductive resonance. That means
energy is efficiently extracted by the resonance tank while avoiding dissipation in coil losses. The
load, however, is defined by the application. Therefore, it could be different by the optimal load for
the resonance link or dynamically change over time to eventually deteriorate the efficiency. In order to
compensate for these changes, impedance matching techniques are used that sustain good resonance
coupling.

The multi-coil approach provides a broader range for load matching, where relay coils are used
between the primary and secondary coils. Their coupling with the main coils gives additional freedom
to optimize PTE and PDL. Other works have proposed impedance matching circuits by using additional
reactive components.

1.5.3.1. Multiple coils

Figure 2.21: Circuit model of 4-Coil wireless power transfer inductive link. Figure taken from [74]

Four-Coil Power Transfer Inductive Link: [77] [78] proposed a four-coil inductive link that obtains
high efficiency for an increased power transfer range. However, they emphasized the design of high
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quality-factor coils that make them susceptible to displacements. Sample et al. [79] has proposed an
asymmetric four-coil link consisting of two identical driver and load coils, as well as the primary and
secondary coils with the same quality factor. The coupling between the loop coils with the primary and
secondary coils was used as a lever to maximize the power transfer range. Decreasing the loop cou-
pling would decrease the power transfer range at the expense of efficiency. The link operates at the
so-called over-coupled regime if 𝑘23 value is above critical coupling. In this area, the resonance of the
system shift due to a phenomenon called frequency splitting. For this reason, an adaptive frequency
technique can be used to tune the system back into resonance. Ramrakhyani et al. [80] have also pre-
sented a four-coil link with high-Q Rx and Tx coils that obtains high efficiency and better displacement
resilience. Kiani et al. [74] provided an analysis of a four-coil inductive link that shows an increase in
PTE compared to a two-coil link but fails to obtain high PDL.

In the following analysis, we provide the expressions for PTE, (2.43), and PDL, (2.44). Essentially,
the rationale is the same as for the two-coil link. The load impedance reflects to each coil, and for each
of these coils, we calculate the delivered power until it reaches 𝑅𝐿 [74]. To simplify the expression, we
neglect coupling between distant coils (𝑘13 𝑘14 and 𝑘24) since their effect is negligible to the overall
system performance.

𝜂4−𝑐𝑜𝑖𝑙 =
(𝑘212𝑄1𝑄2)(𝑘223𝑄2𝑄3)(𝑘234𝑄3𝑄4𝐿)

[(1 + 𝑘212𝑄1𝑄2) ⋅ (1 + 𝑘234𝑄3𝑄4𝐿) + 𝑘223𝑄2𝑄3] ⋅ [1 + 𝑘223𝑄2𝑄3𝐿 + 𝑘234𝑄3𝑄4]
⋅ 𝑄4𝐿𝑄𝐿 (2.43)

𝑃𝐿,4−𝑐𝑜𝑖𝑙 =
𝑉2𝑠
2𝑅1

(𝑘212𝑄1𝑄2)(𝑘223𝑄2𝑄3)(𝑘234𝑄3𝑄4𝐿)
[(1 + 𝑘212𝑄1𝑄2) ⋅ (1 + 𝑘234𝑄3𝑄4𝐿) + 𝑘223𝑄2𝑄3]2

⋅ 𝑄4𝐿𝑄𝐿 (2.44)

Fig. 2.22 shows the plotted values of PTE and PDL as a function of 𝑘12, 𝑘23 and fixed 𝑘34 to
maximize PTE. The 4-coil Inductive link gives an additional degree of freedom on the drive side with 𝑘12.
When its value is large, the reflected impedance on the driver coil increases dramatically, maximising
the PTE. Moreover, as shown in Fig. 2.22a, the PTE obtains better tolerability to coupling variations
between the primary and secondary coil. However, the increased reflected impedance caused by 𝑘12
drastically reduces PDL. That is obvious in Fig. 2.22, where the high overlap values are limited at a
certain range.

(a) (b)

Figure 2.22: (2.22a) Power Transfer Efficiency (PTE), and (2.22b) Power Delivered to the Load (PDL), of a 4-Coil Inductive link
for varying coupling coefficients 𝑘23, 𝑘12 and 𝑘34 = 0.22. Simulation from [74]

Three-Coil Power Transfer Inductive Link: Fig. 2.23 shows the 3-Coil inductive link that consists of
𝐿2 coil on the transmitter side and coils 𝐿3 and 𝐿4 on the receiver side. 𝑘34 can be used for impedance
matching to transform any load to the optimal impedance that maximizes PTE [74]. This is in contrast
to the 2-coil link that with a given set of 𝐿2, 𝐿3, and 𝑘23 maximum PTE can be achieved only with the
optimal load value 𝑅𝐿,𝑃𝑇𝐸 which can also differ from the application-specific 𝑅𝐿.

The expressions for PTE (2.45) and PDL (2.46) are provided, neglecting 𝑘24 due to its negligible
effect

𝜂3−𝑐𝑜𝑖𝑙 =
(𝑘223𝑄2𝑄3)(𝑘234𝑄3𝑄4𝐿)

(1 + 𝑘223𝑄2𝑄3 + 𝑘234𝑄3𝑄4𝐿)(1 + 𝑘234𝑄3𝑄4𝐿)
⋅ 𝑄4𝐿𝑄𝐿

(2.45)
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Figure 2.23: Circuit model of a 3-Coil power transfer inductive link. Figure taken from [74]

𝑃𝐿,3−𝑐𝑜𝑖𝑙 =
𝑉2𝑠
2𝑅2

(𝑘223𝑄2𝑄3)(𝑘234𝑄3𝑄4𝐿)
(1 + 𝑘223𝑄2𝑄3 + 𝑘234𝑄3𝑄4𝐿)

⋅ 𝑄4𝐿𝑄𝐿
(2.46)

Both PTE and PDL are plotted in Fig. 2.24 as a function of 𝑘23 and 𝑘34. In contrast with the 2-coil
and 4-coil links, the 3-coil counterpart can be optimized for both PTE and PDL by choosing the right
𝑘23 and 𝑘34.

(a) (b)

Figure 2.24: (2.24a) Power Transfer Efficiency (PTE), and (2.22b) Power Delivered to the Load (PDL), of a 3-Coil Inductive link
for varying coupling coefficient 𝑘23, 𝑘34. Simulation from [74]

Multiple coils provide a degree of freedom to transform any load to the optimal loading utilizing the
coupling coefficient between the additional coils. However, this is a static approach and the load 𝑅𝐿 can
change significantly during operation. After coil fabrication and implantation, it is practically impossible
to adjust the mutual coupling and geometry of the coil. Moreover, due to additional coils, the size and
complexity of the implant are increased.

1.5.3.2. Load Matching Circuits
In order to increase the efficiency, previous studies have focused on improving the k-factor and Q

to obtain 𝑘2𝑄1𝑄2 >> 1 that will eventually result in 100% theoretical power transfer efficiency while
neglecting the importance of loading [11]. However, the theoretical maximum can be reached only with
an optimal impedance. For instance, in the resonant inductive coupling, the parallel capacitor 𝐶2 only
matches the reactive element of the link input impedance, leaving the real components unmatched.
That is why the power transfer efficiency approaches the theoretical maximum for a small range of 𝑅𝐿
and declines when the value is either too small or too large. Therefore, the load matching networks
accomplish to maintain the resonance in the secondary circuit and transform the load to the real value.

Xue et al. [81] and Silay et al. [82] proposed an L-transformation structure by using an extra
inductor and capacitor that resonates along with 𝐿2 but also transforms the impedance. Therefore, the
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impedance network does not dampen the resonance and sustains the load power transfer. Moreover,
it also makes the link less susceptible to coupling and load variations while the efficiency remains
high and the driving requirements for the source remain low. Finally, Martins et al. [83] presented an
efficiency analysis and optimization of a multistage matching network. This paper considers a complex
source and load impedances, unlike previous works.

Besides the benefit of providing the optimal load on the inductive link, impedance matching net-
works require additional components. Due to the operation frequency, the reactive components need
to be large and off-chip. Additionally, they add losses, and as a result, they compromise efficiency.

2.5.4. Adaptive Circuits
We have already stressed the importance of optimum loading for efficient inductive power transfer.
Multi-coil and impedance matching networks are two static techniques that implement load transforma-
tion. However, the reactive components will be off-chip at the low MHz range due to their size. High
efficiency requires high-Q coils that come at the expense of increased size. Following the fabrication
phase, it is no longer possible to modify the circuit, which is not in our favour, given that the implantable
devices are exposed to a dynamic environment that can change the electrical characteristics of the
coils. Also, variations in load impedance and coupling can lead to non-optimal operation

These changes can have an impact on both PTE and PDL. Responding to variations to keep the
power and the impedance optimal ensures the correct IMD operation and decreases the unwanted
RF exposure and heat dissipation in the implant that could otherwise lead to tissue damage. For
that purpose, closed-loop systems are employed that can obtain high efficiency and constant input
power in response to coupling and loading variations. Very broadly speaking, these techniques per-
form impedance transformation by changing some of the circuit characteristics. Subsequently, we
classified some methods into four divisions: Frequency compensations circuits, Q modulation tech-
niques, Switched-mode converters, and closed-loop power regulation circuits.

1.5.4.1. Frequency splitting adaptive systems

(a) (b)

Figure 2.25: Frequency splitting impact on PTE for a series to series (SS) resonant topology. Figure taken from [62]]

We have seen that power transfer efficiency and voltage gain increase when the transmitter and
receiver are tuned at the same resonance under loose coupling conditions. In essence, tuning the coils
at the same resonance frequency cancels the reactive component of the mutual inductance, and the
reflected impedance appears real. However, as the distance between the coils decreases, the reac-
tive component of the reflected impedance increases, which manifests itself as the frequency splitting
phenomenon, in which the optimum resonance splits into a lower and higher frequency [63], [84], [85]
[86]. The effect can be observed by plotting any link parameter as a function of frequency and distance.
Fig. 2.25 shows simulated values for both PTE and PDL as a function of frequency and distance for
perfectly aligned coils assuming a series-to-series topology. While it is possible to obtain high PTE
and PDL at the resonance frequency of 10MHz, their peak value shifts due to the frequency splitting at
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separations smaller than 40mm. As a result of distance variations, PTE and PDL will undergo dramatic
changes if the circuit operates at a fixed frequency. It is, therefore, imperative to design adaptive tuning
circuits for systems that could operate in the over-coupling regime to maintain high efficiency and keep
the power level constant in the implant [87].

Some adaptive systems have been proposed to track the optimum resonance frequency by ad-
justing the inductance [88] or the capacitance [89] [32] [90] of either the primary or secondary LC tank.
This method is convenient for correcting frequency deviations resulting from tissue- and encapsulation-
related parasitic capacitance. Additionally, the electrical characteristics of the LC tank undergo signifi-
cant changes due to implant deformations that eventually detune the link off-resonance [71]. However,
the coil taps and the size of the capacitor bank array should be large to provide adequate resolution
and increased frequency range. If the variable tunning network cannot accurately track the frequency,
it compromises the efficiency rather than increasing it. Therefore, this technique is a tradeoff between
size and accuracy. The accuracy, however, is prone to component variations that put an upper limit on
the tracking resolution. Moreover, when the components disconnect from the tank, they discharge the
resonant energy resulting in some energy loss [91].

An alternative approach compared to these methods is to compensate for the frequency variations
by changing the frequency of the transmitter [92]. This method works by monitoring and correcting the
phase difference between the power amplifier driving signal and the LC-tank voltage in response to
coupling and loading variations. The difference depends on the load impedance of the power amplifier,
considering that it can change from resistive to reactive depending on the resonance status of the link.
When it operates in resonance, the reactive components cancel out, presenting a purely resistive load
to the power amplifier.

Schormans et al. [93] employed a phase tracking technique that drives the system at an optimum
frequency that compensates for coupling and load changes. It does so by monitoring the phase differ-
ence between the PLL voltage signal that drives the power amplifier and the voltage in the primary tank.
Considering resonance conditions, the impedance seen by the power amplifier is resistive, presenting
no phase difference between the driving and primary voltage signals. If there is a phase shift, the circuit
is off-resonance, and thus a phase shift is presented between the two signals. Thus, the closed-loop
detects and corrects any phase difference. However, this circuit ran under the supervision and did not
perform fully autonomously. In [94], Schormans presented an active compensation circuit based on
the optimum frequency tracking method, in which he included an additional loop that compares the
primary voltage level with an offset voltage. If the primary voltage is higher than the offset voltage,
the link is at resonance and the voltage is high owing to the high voltage gain characteristics of the
resonant link. Unlike the other methods that use additional components to tune the coils back to reso-
nance, the tracking system requires only a variable frequency synthesizer. One obvious advantage of
this method is that the area of the receiver decreases if the system does not adopt a tuning component
network. Conversely, the transmitter can become more compact by integrating the variable frequency
synthesizer. Finally, frequency tracking systems measure the phase difference of the signals at the
transmitter side. Unlike other methods, they do not need a communication unit to transfer data from
the receiver.

1.5.4.2. Q-Modulation
Q-modulation is another technique that performs impedance transformation. Fig. 2.26 shows a

typical lumped circuit model of a series-to-series resonant link where a switch is placed parallel to
the load. By changing the duty cycle of the switch, the effective load of the circuit changes as well.
The intuitive explanation is that when a load connects to a series resonant topology, it dampens the
resonance, and the energy is not delivered to the load effectively. Therefore, by closing the switch, the
current is free-wheeling in the LC tank, and energy builds up. When the switch turns off, the energy
discharges to the load. Kiani et al. [95] proposed a circuit whose topology and operation are shown
in Fig. 2.26. the switch closes for a period 𝑇𝑜𝑛 at each zero-crossing of 𝐼3. Once the switch is closed
during Φ1, the resonance of the LC-tank builds up, increasing the quality factor and capturing most of
the energy sent by the transmitter. During Φ2, the switch opens, and the LC-tank releases its stored
energy to the load 𝑅𝐿. In that way, the system modulates the load to 𝑅𝐿,𝑒𝑞 to keep the efficiency of the
system constant [95].

However, the switch must turn on twice within a cycle of the driving signal, and the timing must be
accurate, not compromising efficiency. A sophisticated synchronization circuit is required to provide
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(a) (b)

Figure 2.26: Q-Modulation technique to perform impedance matching. (2.26a) a system proposed by [95] that samples the
current within a fraction of a cycle, and (2.26b) a system proposed by [96], SC switch samples the current for many cycles of the
driving frequency.

accurate switching times and a clock signal that runs a few hundred times higher than the driving
frequency to provide an acceptable resolution. Lee et al. [96] proposed a Q-modulation technique
that switching takes place over multiple cycles eliminating the need for a sophisticated synchronization
mechanism to control the zero-crossing switching. The system has also incorporated adaptive Rx
resonance tuning to ensure that the LC tank remains at resonance. Combining both methods will
ensure that the PTE remains at its peak while also dynamically adjusting the load. It is crucial for
both Q-modulation methods that the switch resistance is low because it adds up to the loss of the
Q-modulation system and degrades the efficiency.

Both designs work for a series resonant topology used to power lighter loads. The power require-
ment for a neurostimulator is usually a few mW which translates to an impedance of a few hundred
ohms. In that case, a parallel resonance is appropriate to match the load. Although the rectifier in-
troduces the concept of periodic switching that fluxes energy from the resonance tank to the load, the
literature needs studies that assess the resonance build-up phenomena in parallel resonance topolo-
gies.

1.5.4.3. Switched DC-DC Converters for impedance transformation:
The following methods take advantage of the conventional topology for the power conversion of

inductive energy rather than using additional circuitry. Instead, they adjust the duty cycle of switched-
mode converters to perform impedance transformation. In that way, the inductive power transfer system
presents the optimum load to the link to obtain maximum PTE and provide a fixed voltage supply in
response to load and coupling variations. In [97], Pantic proposed a novel tristate boost converter
to compensate a parallel resonant topology. Unlike conventional boost converters, this one has an
additional switch that forms a loop around the inductor that turns on after the typical periods of current
boost and power delivery to the load. The freewheeling period emulates an additional reactance. In this
way, the tristate converter tunes to the resonant frequency, besides controlling the effective impedance.

Ahn et al. [98] did not consider the system as two different voltage conversion stages but analyzed
them in conjunction. For instance, in inductive power transfer, it is encountered that the first stage
provides an unregulated DC voltage, while in the second stage, a buck-boost converter converts the
voltage ratio of D/(1-D) [99] [66]. Unlike this narrative, Ahn supports that we can modulate the load
by letting the resonant current or voltage build up in the LC tank, depending on the topology. This is
done when the first switch opens and disconnects the converter from the rectifier. Therefore, adjusting
its duty cycle modulates the effective resistance and conveys more energy at the resonance tank, as
shown in Fig. 2.27b. Although the system can adjust its duty cycle for coupling variations, it cannot
correspond to load changes. In that case, the optimal Tx voltage has to be manually adjusted. The
topology of this power path is not novel and analysis of switched-mode converters exists in conventional
textbooks for inductive powering. However, it is the first time a paper discusses the amplification of the
quality factor in response to duty cycle changes.

Fu et al. [100] [101] has presented a buck-boost converter using the conventional topology -rectifier,
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(a) (b)

Figure 2.27: Power path of conventional inductive power transfer system Fig. 2.27a [100], and Fig. 2.27b Operation principle of
resonance build up [98].

switched-mode converter- to provide the equivalent optimal load impedance Fig. 2.27a. This switched-
mode converter tracks the optimal impedance and matches the rest of the circuit in response to coil
displacement and changing load over time. In his work, he emphasized that the design procedure
should focus on proper impedance matching between each stage of the power path flow instead of
optimizing each sub-circuit itself. In other words, the complicated energy interaction between sub-
circuits given the dynamic environment conditions (i.e. coupling and loading) will not entail maximum
efficiency. As a result, his method minimizes the power reflection at each stage and thus obtains an
efficient system. Undoubtedly, it is difficult to derive the exact input impedance of the rectifier due to its
complex nature and nonlinearity. Unlike other works, Fu [100] has considered the nonlinear behaviour
of the rectifier instead of providing the exact analytical expression for the optimal impedance.

In [102], Zhong used a switched-mode converter to emulate the optimum impedance by searching
for the minimum input power for the given output power. The system uses two control loops: one
in the transmitter and one in the receiver. The receiver loop keeps the output voltage constant in
response to input voltage changes by adjusting the duty cycle of the switched-mode converter. Upon
the change in the duty cycle, the control in the transmitter measures the voltage. If the new value is
low, it will continue to step in the same direction. The feedback loop finds the optimum efficiency when
the transmitter operates at a minimum voltage. In this system, minimum input voltage occurs when
D=0.38 and separates the system into two operating regions. The relationship between the output
voltage and duty cycle reverses at each of these regions. For instance, when D<0.38, the output
power increases for increasing the duty cycle. While for D>0.38, the output power decreases when
D increases which opposes the conventional relationship of voltage gain properties of the buck-boost
converter. The operation of the converter was restricted to the right-side region, with 0.38 being the
minimum boundary. Since the output voltage and duty cycle relationship is opposite to the standard
buck-boost converter, the duty cycle is fed to an inverter to output the complement. However, the
duty cycle boundary is not a convenient solution since it can change if the load and distance change
leading to a non-stable searching procedure. Another stability issue can occur if the optimal maximum
energy efficiency point shifts to the non-operating region due to frequency splitting. Related issues
concern the work of Li et al. [103]. The perturbation-and-observation algorithm is also used by the
works mentioned above [103] [100]. The speed of this algorithm is slow, and one perturbation-and-
observation cycle can take up to 10s compared to the 3s run time in [100]. Moreover, these methods
require bulky and expensive components such as an RF coupler, control hardware, and a 2.4GHz
wireless communication module. A critical limitation of this approach is the limited operating range.

Ahn et al. 2016 [104] proposed a feedback control loop that automatically adjusts its actual load
in response to coupling and loading variations to obtain maximum efficiency. The proposed system
employs two loops: one that determines the current transmitter level and one receiver-internal loop



2.5. Wireless Power Transfer 39

that senses the voltage and adjusts the duty cycle to keep it constant. Ahn et al. also proposed a
novel two-switch boost-type converter arranged before the rectifier. The converter omits the inductor
by exploiting the storage capacity of the LC tank. When the switches turn on, the rectifier disconnects
and the current builds up in the resonance tank. Compared to [103] [101] [102] the system saves some
space by omitting the inductor. Additionally, the feedback control operates much faster and for a wider
coupling and load range than the perturbation-and-observation method. It also does not require bulky
and expensive hardware such as an RF communication module, FPGA, or microcontroller. Yeo et al.
[105] proposed a similar feedback control system as [104] but used a conventional power conversion
circuit. Instead of LSK telemetry, he used Bluetooth communication to send the current data to the
transmitter.

Using a dc-dc converter to track the optimum impedance is a good design choice to keep con-
stant efficiency under a dynamic environment. However, certain limitations and constraints make this
design procedure hard to implement in implantable circuits. Firstly, the maximum efficiency tracking
algorithms are slow. In that sense, they are restricted from tracking the stimulation cycle in time, of
which the period is in the order of a few hundred milliseconds to ten seconds [102]. Secondly, im-
plementing closed-loop control requires bulky equipment that is practically impossible for implantable
devices. Moreover, the works mentioned above had prior knowledge of the load resistance, while in
the case of the neurostimulator, we need an accurate estimation of the load value since it depends on
many parameters, making the design of a stable control loop challenging.

1.5.4.4. Closed-loop power control systems with back-telemetry
The topology of the following circuits consists of a rectifier that converts the AC signal to an unregu-

lated DC value and a regulator that fixes the voltage over the load. The power on the receiver depends
on the coupling between the coils, and any change in their relative position will result in voltage fluctu-
ations. Such variations could lead to the failure of the implant due to inadequate power or excess heat
dissipation that could damage the tissue. It also increases the voltage dropout across the regulator
and severely degrades the system efficiency.

Therefore, closed-loop control is imperative for this system to adjust the power to the required level.
Wang et al. [106] presented a closed-loop control system that keeps the receiver power constant
from coupling and loading disturbances. A back telemetry link is used to send data from the implant
back to the transmitter regarding the level of the rectifier output voltage. Subsequently, a digitally
controlled dc-dc converter adjusts its duty cycle to supply the class-E amplifier accordingly. Similarly,
Kiani [65] presented a system, but instead of producing a custom application-specific integrated circuit
(ASIC), he developed a system that was built with commercial off-the-shelf (COTS) components. Unlike
Wang[106], Kiani also derived a discrete-time model for the closed loop that provides accurate results.

Figure 2.28: Closed-Loop inductive wireless power transfer system from [65].

Besides coupling and loading variations, the inductive link performance is also affected when the
coils detune from the resonance frequency. Flexible substrates and tissue parasitics are the main
reasons why the electrical parameters of the coils are usually affected. As for implants with high-quality
factor coils, the performance of the link can decrease dramatically. Lee [96] along with the power-
control regulation, introduced two additional loops for the resonance compensation of the two coils by
employing a variable LC tank. As we already discussed, the power-controlled closed-loop systems
consist of a rectifier and regulator on the receiver side. See Fig. 2.28. Using a regulator in the wireless
power path chain decreases the chip area compared to switched-mode converters since there is no
need for bulky reactive components. However, the efficiency of the linear drop-out regulator depends
on the output-to-input voltage ratio. Therefore, as the ratio increases, the efficiency will degrade more.
Thus, the closed-loop system achieves a constant efficiency by minimizing this difference for various
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coupling and loading values but does not compensate for optimal coil loading. In other words, the
closed-loop power adaptation prevents from dissipation of excess energy on the regulator. That is
why the efficiency of the closed-loop system compared to the open-loop system increases at higher
coupling. In contrast, at lower values, the efficiency is slightly lower, which reflects the energy dissipated
in the closed-loop control circuit.

2.6. Goal of the Project and Research Questions
Based on the literature review, double stimulation at the occipital and supraorbital nerve is a possible
treatment for diagnosed patients with chronic migraine or cluster headaches. However, the system
must be implantable, miniaturized, and wirelessly powered to mitigate the adverse effects of the existing
battery-powered devices.

In this chapter, we have reviewed the fundamental principles of the inductively coupled link and the
peak performance that it can achieve. Additionally, we have reviewed the state-of-the-art circuits re-
garding the power management on the receiver side. It was observed that AC-DC conversion methods
were used at any cost due to the constant voltage supply required at any modality of electrical stimu-
lation. For instance, in voltage stimulation, a constant voltage will be supplied directly to the tissue, or
in the case of constant current stimulation, a fixed voltage supply is required for the driver. Aside from
that, such a topology can be unsafe or lead to inefficient operation and also imposes additional power
losses due to the circuits employed for the AC-DC conversion.

Furthermore, we have reviewed the ETI dynamics and the effect of ultra high-frequency pulsed
stimulation on tissue activation. Due to the capacitive nature of the tissue, this stimulation pattern can
lead to tissue activation. This approach improves the efficiency, at least from the circuit design per-
spective -additional research is required to consider the losses taking place in the tissue for a holistic
approach. Also, ultra-high-frequency stimulation improves efficiency, especially for multi-channel op-
erations. Since such a stimulation pattern does not require a fixed voltage supply, we hypothesize that
we can improve the efficiency by omitting the stimulator and bypassing the AC-DC conversion, which
inherently imposes some losses on the system.

Last but not least, the stimulator should ensure adequate charge injection for the activation and
keep the charge build-up within the safe injection limits to avoid any irreversible reaction. Given the
unreliable nature of the wireless link, the received energy will vary over time. Thus, we aim to use a
charge metering scheme to ensure adequate charge injection and tissue activation. Concerning safety,
a charge-balancing scheme is also essential for the neurostimulator to prevent charge build-up rather
than correcting in the subsequent stimulation cycles.
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System Design: Ultra-High Frequency

Neurostimulator

3.1. Neurostimulator System Level Design
The literature review highlights the complex network of neurons comprising the pain matrix that poten-
tially facilitates pain suppression. In this regard, several control studies have been conducted to assess
the effectiveness of stimulating the occipital and supraorbital nerves in mitigating pain in patients with
medically intractable conditions. The outcomes of these studies suggest promising results for pain
suppression.

Figure 3.1: Location of the targeted nerves: Supraorbital and occipital nerves. Figure taken from [107].

As shown in Fig. 3.1, the supraorbital and occipital nerves are located in the frontal and occipital
regions of the cranium. The nerves are located outside of the skull, and as a result, the implant would
beminimally invasive. However, since both nerves are located far from each other, no practical wireless
power transfer method can transmit power without imposing unnecessary losses to the system. For that
reason, the number of implants placed will be powered independently by a corresponding transmitter.
Each will target the neurons with an electrode array that can interface with these nerves.

Unlike other applications, such as DBS, the placement of the receiver coil is not a challenging task.
As mentioned before, those nerves are located between the scalp and the muscle tissue, making the
intervention minimal. However, the complexity of the surgical procedure arises from the fact that the
occipital and supraorbital nerves extend bilaterally along the sides of the head. This presents two
options: implanting a device for each nerve or limiting the number of implants to two, which would
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deliver stimulation over a wider area, but require a larger electrode array and higher power demand
per device. This report assumes two implants will be used, one for each occipital and supraorbital
nerve.

In comparing different wireless power transfer methods, inductive energy coupling was considered
a suitable solution for implants placed over the skull. Over short distances, the magnetic field maintains
good coupling between the transmitter and the receiver, which yields relatively good power efficiency.
Moreover, for short distances, the coil size can be kept small. As a rule of thumb, the diameter of the
transmitting coil should be equal to the power transfer range. Ideally, an equally sized receiver coil
will maximize the link efficiency, but it minimizes the displacement tolerance. Alternatively, a smaller
receiver coil will decrease the coupling and, thus, the efficiency while providing some displacement
tolerance. These parameters will be further discussed in the section regarding the stimulator require-
ments.

Figure 3.2: System level block diagram of a neurostimulator.

Fig. 3.2 shows the system-level block diagram of each implant. The external part consists of the DC
power supply and the transmitter that sends energy to the receiver, that is implanted transcutaneously.
The connection between the transmitter and receiver blocks is bidirectional because the energy oscil-
lates between the two parts, and the neurostimulator conveys the available energy to the electrodes. A
measurement and control block is responsible for the safe and efficacious operation of the neurostimu-
lator. It does so by keeping the residual voltage at zero volts and ensuring that the activation thresholds
of the nerves are reached.

The following sections will describe possible architectures conveying energy to the electrodes while
avoiding severe power efficiency degredation. Subsequently, we will propose our system. A charge
balancing and metering scheme is also proposed for our circuit to ensure safe and efficacious stimula-
tion.

3.1.1. Requirements
• The proposed stimulator can deliver charge for a range 100Ω < 𝑅tissue < 3kΩ

• The circuit should be able to deliver 500nC within 250𝜇s. This corresponds to a 2.5mA average
current.

3.2. Evaluation of Power Efficiency at the Power Conversion Path
3.2.1. Energy Loss in Neurostimulators
Constant current stimulation (CCS) employs a current driver in the power path to generate a constant
current. This method is the most preferred due to its relative safety and the established methods for
charge balancing. However, their efficiency is poor due to the power dissipation across the current
drivers, which are designed to operate with a high voltage supply to accommodate large electrode
impedances (Fig. 3.3a). As a result, the power demands increase enormously compared to the re-
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quired energy for neurostimulation. In order to minimize the dissipation across the current drivers,
state-of-the-art current-mode stimulators employ adaptive power supplies to track the highest supply
voltage channel, as shown in Fig. 3.3b. As a result, the channels with the highest demand will operate
with minimum power loss. However, the other channels will still suffer from poor efficiency due to power
loss on the drivers.

(a) (b)

(c) (d)

Figure 3.3: Stimulator topologies based on (3.3a) constant-current stimulation, (3.3b) adaptive constant-current stimulation,
(3.3c) voltage-controlled stimulation, (3.3d) Switched-capacitor stimulator. The biphasic stimulation waveform shows the power
demand of each topology, and the grey area illustrates the power dissipation.

Contrary to current-mode stimulation, voltage-mode stimulation is claimed to be more efficient but
suffers from poor charge control and is significantly susceptible to changes in electrode impedance.
However, maintaining a constant voltage across the electrode-tissue interface (ETI) while the ETI is
still uncharged will lead to excess heat dissipation across the electrode resistance. Fig. 3.3c, shows a
voltage-controlled stimulator using a switched-mode inductive converter (SMIC) and the feedback loop
that measures variations of voltage across 𝐶𝑜𝑢𝑡 for short time intervals to measure the current across
the load and keep it constant. In this way, the SMIC output voltage is maintained just as high as the
ETI voltage, as the waveform indicates in Fig. 3.3c.

Switched-mode converters have an output filter capacitor to filter the high-frequency component and
supply a constant voltage at the output. Unlike conventional electronics, where the load is modelled
with a resistor, the electrode-tissue interface also includes a capacitive component that models the dual
layer formed at its interface. Ideally, this capacitor should have no energy stored or minimal energy at
the stimulation onset, and its potential should therefore be zero or almost zero. Right at the beginning of
the stimulation cycle, the output filter capacitor discharges current at the load. Sharing charge between
capacitors can lead to energy loss, with a loss of 50% of the original stored energy when the capacitors
have identical values. Moreover, since the electrode capacitance is charged, the supplied current is
constantly changing. For a switched-mode voltage converter to efficiently drive an electrode, it must
do it adiabatically by changing its output voltage to maintain a constant output current.

SMICs come with an absolute minimum of two external components; an inductor and a filtering
capacitor. The inductor boosts the voltage and avoids a direct connection of the battery to the load. It
also serves as an energy transformation element to bypass inherent losses that would be present by the



44 3. System Design: Ultra-High Frequency Neurostimulator

direct charging of the filtering capacitor. A SMIC can vary the output voltage by adjusting the duty cycle
to change the energy that flows to the output continuously. Due to the capacitive tissue behaviour, the
same narrative discussed above applies at the output stage of a voltage-mode stimulator. The output
voltage should follow the tissue voltage and maintain a constant current flowing to perform adiabatic
charging of the dual-layer capacitance. This charging process requires fine current monitoring to adjust
the duty cycle continuously. However, due to the filtering at its output, this measurement should be done
independently for each channel. Thus this system needs to replicate each stimulation channel making
its scalability impractical.

An alternative method for supplying voltage to the tissue includes switched-capacitor power con-
verters (SCPCs). Switched-capacitor stimulators are similar to voltage-mode stimulators that use a
switched-mode inductive converter at the output. Essentially, both techniques consist of the bulky ca-
pacitor at the output to filter and supply a constant voltage at the load. The difference between both
converters is that SCPCs use a capacitor or a capacitor array before the filtering capacitor to make the
conversion, as shown in (Fig. 3.3d). Therefore, the energy efficiency of charging a capacitor depends
on the ratio of the charging and the initial voltage, assuming a shorter time constant than the measured
time. In this case, the conversion is independent of the resistance between the capacitors losing half of
the energy when the capacitor charges completely. However, SCPC does achieve efficiencies greater
than 50% when considering small time steps at the expense of less transferred power per time step.
In particular, its efficiency achieves 100% when the voltage reaches a steady state, as shown in Fig.
3.4b. Fig. 3.5 shows the transferred and lost energy normalised to the maximum transferred energy
and the corresponding efficiency to the output voltage normalised to the input voltage. From the plots,
we can conclude that energy efficiency is a function of the transferred energy. High energy efficiency
comes at the expense of decreased transferred energy. This behaviour indicates that a larger capacitor
or a smaller load is required to maintain high efficiency. Therefore, multiple capacitor topologies must
connect in parallel to provide various conversion ratios to drive the electrode adiabatically. Additionally,
those arrays should connect to an output filtering capacitor array to sustain the voltage at the output.
The values of the filtering capacitors will depend on the tissue impedance. However, as a rule of thumb,
a higher value will minimise the voltage swing and thus will keep the capacitor at a steady state and
high efficiency.
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Figure 3.4: Charge process efficiency of a capacitor from a voltage source. The top graph shows the charging voltage across the
capacitor. The second graph shows the charging current. The third graph shows the capacitor stored energy (𝐸𝐶) and the energy
dissipated across the resistor (𝐸𝑅) - The value is independent of the resistor value. On the right y-axis, the transferred and lost
energy were plotted by taking the difference Δ𝐸𝐶, Δ𝐸𝑅. Finally, the bottom plot shows the efficiency with and without considering
small time steps. The energy efficiency increases when we consider small time steps and maximizes when the capacitor is fully
charged. For the above simulations, the values 𝑉𝑖𝑛 = 1𝑉, 𝐶 = 1𝐹 and 𝑅 = 1Ω were used.

For that reason, [108] used a bank of pre-charged off-chip capacitors to different voltages. They
were connected in sequence to keep the voltage between the electrode and the capacitor small, min-
imizing losses by adiabatically driving the electrode. Fig. 3.5 illustrates this effect graphically, where
at steady state, the energy lost in capacitor charging is much less since the potential difference is
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negligible—implying that efficiency increases for small energy transfers. Essentially, SCPC can allow
better integration and miniaturization when they supply resistive loads designed for a fixed voltage and
output current. Nevertheless, the capacitive nature of the load leads to a changing voltage which needs
to be tracked by a capacitor bank to perform a coarse adiabatic process making such a design complex
and increasing the area.
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Figure 3.5: Energy transferred vs. Energy lost normalised to maximum energy transferred 𝐸𝐶𝑚𝑎𝑥 and the efficiency. The
efficiency of the charging process increases when the capacitor is fully charged, but the transferred energy reduces dramatically.
For the above simulation, the values 𝑉𝑖𝑛 = 1𝑉, 𝐶 = 1𝐹 and 𝑅 = 1Ω were used.

3.2.2. Energy Loss in the Power Conversion Path
The previous analysis emphasized the power losses that occur at the last stage of the power path,
assuming a constant voltage source. In order to convey a net positive charge to the tissue, several
electronic circuits are involved in converting the AC to DC energy. This is due to the fact that the
magneto-static field at the receiver input has a mean value of zero. Most commonly, the inductive link
power path employs a rectifier, a switched-mode converter and current drivers at the last stage in the
case of current stimulators. However, these systems add extra losses due to the conversion efficiency
of each one of them, as depicted in region 4 of Fig. 3.6. Furthermore, to filter the output voltage and
ensure stable operation, a large capacitor is necessary at the output of each stage. This requirement
contributes to an increase in the surface area of the implant.

Ultra-high frequency pulsed stimulation is an alternative to current methods that supply energy con-
ventionally. UHF pulsed stimulation would eliminate the need for voltage conversion circuits and the
bulky capacitors required at the output of each stage. In addition, due to the zero average available AC
magneto-static field in the receiver coil, UHF pulsed stimulation should operate as a voltage-to-current
conversion element between the link and the tissue. By this mechanism, the neurostimulator can inject
charge into the tissue, which leads to the generation of the action potential.

By bypassing the extra steps involved in the power conversion process, we believe that we can
save some additional energy while still being able to stimulate the tissue. Fig. 3.7 conceptualizes a
system-level circuit where the neurostimulator can convert a voltage input to a current output. The
buck-boost converter used in [27] could make the conversion by charging the inductor and discharging
it to the load. The inductor essentially converts a voltage input to a current output. Moreover, this
topology omits the filtering capacitor at the output, resulting in the stream of UHF pulses released into
the tissue and building up the necessary charge and voltage across the cell membranes to elicit an
action potential of the cells involved.

3.3. Neurostimulator circuit level design
The system of the UHF neurostimulator consists of the following subsystems:

• The Core Circuit enables a power-efficient energy conversion from an alternating source with
a zero mean to a stream of UHF pulses. The dynamic power supply is similar to a buck-boost
converter without the filtering capacitor at its output. Thus, it generates a stream of high-frequency
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Figure 3.6: Tissue voltage and power
consumption in response to biphasic
current stimulation. Region 1 illus-
trates the energy dissipation induced
by drivers in constant current stimu-
lation. Region 3 illustrates the en-
ergy loss when the supply adapts to
the tissue potential in a discrete step.
Region 3 is the potential energy for
recovery stored in the electrode ca-
pacitance. Figure was adapted from
([109])

pulses at the inductive link frequency. The inductor charges during the positive cycle of the input
voltage and discharges at the negative cycle. Moreover, an H-Bridge is used at the output stage of
the core circuit. The switches’ configuration helps steer the current and form biphasic stimulation.
In addition, it can operate in multiple channels by sending the pulses to different electrodes in a
time-interleaving fashion. The most critical design specification for this block is circuit efficiency.

• ChargeMetering and Charge Balancing Schemes are the circuits responsible for ensuring optimal
charge injection level to the tissue and returning the residual voltage back to equilibrium.

• Digital Control is responsible for providing the logic to support the charge metering and balancing
scheme.

3.3.1. Buck-boost converter stimulator
Fig. 3.8 shows a circuit-level diagram of one potential solution for the core circuit along with the wave-
forms corresponding to its operation. The circuit is a buck-boost converter that directly connects to the
inductive wireless link instead of being connected to a battery power supply at its input. The forward
buck-boost topology helps the converter store energy from the inductive link and release it into the load.
As explained in the previous subsection, we omit the filtering capacitor. Thus, energy is converted into
magnetic and released into the load avoiding inherently lossy conversion processes as in the case of
switched capacitor converters.

The circuit operates in two phases. During Φ, switches 𝑆𝑊1, and 𝑆𝑊3 are closed, storing the avail-
able energy at the LC tank. This period corresponds to the positive cycle of the input sinusoidal wave.
Hence, for a given input signal 𝑉𝑖𝑛𝑠𝑖𝑛(𝜔𝑡), the voltage across the inductor can be expressed as follows.
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Figure 3.7: A system-level illustration of the neurostimulator input/output characteristics. The circuit should be able to convert
voltage input to current output in a non-dissipative process.

𝑉𝐿(𝑡) = 𝑉𝑖𝑛 sin(𝜔𝑡) ⋅ 𝑢(𝑡) = 𝐿
𝑑𝑖𝐿(𝑡)
𝑑𝑡

𝑢(𝑡) = {1 0 < 𝑡 ⩽ 𝜋/2
0 𝑡 > 𝜋/2

(3.1)

The current through the inductor is the integral of 𝑉𝑖𝑛 over time divided by the inductance. Therefore,
the resulting current is a cosine-like signal reaching its peak value when charging stops, as illustrated
in Fig. 3.8. We can find the peak current value for a period 𝑡 = 𝑇𝑜𝑛 = 𝑇𝑟𝑒𝑠/2 assuming 𝑉𝑖𝑛 = 𝑉𝑟𝑚𝑠
which corresponds to 𝐼𝑝𝑒𝑎𝑘 =

𝑉𝑖𝑛
𝐿 𝑇𝑜𝑛.
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Figure 3.8: Circuit level schematic of the buck-boost converter.

During Φ′, switches 𝑆𝑊1 and 𝑆𝑊3 open and 𝑆𝑊2 close, releasing the stored energy into the load via
the H-Bridge. The energy is proportional to the duty cycle 𝑑 = 𝑇𝑜𝑛

𝑇 , the inductor value (𝐿), the amplitude
and the frequency of incoming sine wave 𝑉𝑖𝑛𝑠𝑖𝑛(𝜔𝑡). The converter should operate in discontinuous
conduction mode to release all the stored charge. Hence the inductor current ideally reaches zero at
the end of Φ′. In reality, due to the dual-layer capacitance of the ETI, the circuit forms an RLC during
the discharging phase, which causes oscillations from the first pulse. However, given the values of the
dual-layer capacitance are in the order of 1𝑢𝐹, the voltage is low at the first pulses, and the reverse
current is negligible. As the charge accumulates, a complete oscillation occurs, causing the reverse
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currents to become predominant. The exact values of the load and the received energy are typically
unknown, and coupling variations make it unpredictable when the current will start to flow back. If a
large capacitor is present at the electrode-tissue interface, the time constant is large, and significant
oscillations may never occur if its value exceeds the stimulation phase. Generally, the reverse current
occurs at a value equal to the RMS input voltage when the circuit reaches a steady state to keep a
zero average voltage across the inductor. However, it is usually assumed that 𝜏 is much longer than
the stimulation phases, and energy resonance at the output of the buck-boost converter is unlikely.
To avoid reverse current in the circuit, a freewheel diode is used because the input voltage, and the
potential at which the reverse current occurs, are unknown. Later, we will examine the effect of the
reverse currents compared to using a freewheel diode, of which the voltage drop across impacts the
circuit power efficiency.

3.3.2. Symmetric buck-boost converter stimulator
In the first design, the circuit operated only for half of the period. In a way, it acts both as a half-
wave rectifier and buck-boost converter. However, the half-period operation made us question the
energy conversion efficiency. In particular, whether the LC tank acts effectively during the half period
by building up the resonance and thus the energy conversion efficiency or the energy dissipates in
power coil losses.

To investigate this scenario, we proposed a second circuit shown in Fig. 3.14. The circuit is a
symmetric buck-boost converter that can flux energy from the tapped coil at any time within the input
period. The circuit works as follows, during Φ1, switches 𝑆𝑊1, and 𝑆𝑊2 are open, and the buck-boost
converter coil is charging while it is parallel to the LC tank. The other half-circuit is in the discharge state,
meaning that 𝑆𝑊5 turns on and inductor 𝐿2 releases its energy while 𝑆𝑊4 and 𝑆𝑊6 turn off to disconnect
the half-circuit from the coil. During Φ2, switches 𝑆𝑊1 and 𝑆𝑊3 turn off, and switch 𝑆𝑊2 turns on, so
inductor 𝐿1 releases its energy to the output. At the same time, the other half-circuit connects the
inductor 𝐿2 to the coil by turning on switches 𝑆𝑊4 and 𝑆𝑊6.

Figure 3.9: Circuit level schematic of the symmetric buck-boost converter

3.3.3. Simulations
Inductive Link Parameters
Before we start simulating the system efficiency, we must use an inductive link that can drive the buck-
boost converter. In our case, we have used the inductive link designed in [62] that is able to supply
40mW at the receiver side. The coil’s diameter and length were limited to 20mm and 5mm, respec-
tively. Moreover, the resonance of the link was selected as 6.78MHz. The geometrical parameters
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correspond to the geometrical constraints of our application since a coil with a diameter of 20mm can
sustain relatively good efficiency up to 20mm, as well as the 5mm length, which is acceptable for tran-
scutaneous implantation. To calculate the load, the authors assumed 13V at the output of a half-wave
rectifier which can be translated to the following load

𝑅𝐿𝑜𝑎𝑑 =
𝑉2

40𝑚𝑊 = 4225Ω (3.2)

This is the load seen after the rectifier. [66] calculates the equivalent resistance seen by the link by
taking the average power consumption of the load and the diode and equating it with the RMS value
of the coil. Assuming the voltage drop across the half-wave rectifier is negligible, the value of the AC
load impedance is given by

𝑅𝐴𝐶 =
𝑅𝑙𝑜𝑎𝑑
2 ≈ 2.1𝑘Ω (3.3)

As previously mentioned, a parallel resonant topology is necessary for impedance matching to
sustain the resonance when the load is high. Fig. 3.10a shows the Q-factor and parallel loss resistance
(𝑅𝑝 = 𝑄2 ∗ 𝑅𝑠𝑒𝑟𝑖𝑒𝑠) as a function of the wire diameter variation of a single-layer solenoid, given a fixed
coil length. The number of turns also varies against the wire diameter to satisfy the length constraint.
Besides the increase of the Q-factor, for an increase in the wire diameter, a drop is observed when the
wire diameter is equal to 1.4mm. This is due to the series resistance that accounts for the solder joints
and the PCB tracks.
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Figure 3.10: 3.10a Q-factor variation as a function of the wire diameter for a fixed coil length. 3.10b Inductive link efficiency as a
function of distance for 0.6mm and 1.42mm wire diameter. The required input shown is to meet the 40mW power consumption.

Based on the maximum power transfer theorem, a parallel loss resistance equal to 𝑅𝐴𝐶 will result
in a maximum power transfer. From Fig. 3.10a, this condition is satisfied when the wire diameter is
approximately equal to 1.40𝑚𝑚, and the parallel resistance is around 2.5𝑘Ω. However, when the link
maximizes the PDL, the link PTE limits to 50%. For higher PTE, a wire diameter that will give higher
parallel resistance without compromising the quality factor is required. For a diameter of 0.6𝑚𝑚, the
quality factor decreases by 23%, and the resistance increases by 230%. Fig. 3.10b shows that the link
PTE can be greater than 70% for the specified working range. Additionally, the required input voltage
varies from 0.2V-2.5V to meet the necessary 40mW power consumption. As expected, the PTE for the
1.42mmwire diameter coil is limited to approximately 55% with a similar input voltage range. Moreover,
the coil electrical parameters of both the transmitter and the receiver are given in Table 3.1.

In the following simulations, we will be simulating the buck-boost converter, including the inductive
link at the input. For this purpose, ideal switches were utilized with minimal resistance settings of
𝑅𝑠𝑤 = 1𝑚Ω and 𝑅𝑡𝑖𝑠 = 1𝑘Ω. To find the optimum value of the buck-boost inductor in terms of size and
efficiency, we swept its value from 10 − 124𝜇𝐻. The simulation was conducted under the worst-case
scenario assumption, where the distance between the coils was set to 𝑑 = 18𝑚𝑚. Additionally, the
input voltage was set to 𝑉𝑖𝑛 = 0.42𝑉, thereby ensuring that the output voltage remains under 15V.
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Electrical Parameters of Primary and Secondary Coil Value
Inductance (𝐿𝑇𝑋,𝑅𝑋) 1.87𝜇H
Series Resistance (𝑅𝑆) 0.59Ω
Capacitance (𝐶𝑇𝑋,𝑅𝑋) 295pF
Resonant Frequency (𝑓𝑟𝑒𝑠) 6.78MHz
Self Resonance Frequency (𝑓𝑆𝑅𝐹) 90MHz
Parasitic Capacitance (𝐶𝑝𝑎𝑟) 1.74pF

Table 3.1: Electrical parameters of primary and secondary coil for the buck-boost converter stimulator.

Fig. 3.11a and 3.11b show the buck-boost converter’s efficiency and the injected charge into the
tissue. The inductor integration in power converters becomes challenging since the inductor technology
is still unmatured. Therefore we need to keep its value small without compromising too much efficiency.
For 10𝜇𝐹, the efficiency is limited to 47%. However, it increases to 60%when 𝐿 equals 22𝜇𝐻. For larger
values, the efficiency improvement is not proportional to the inductance. Additionally, in Fig. 3.11b, we
observe that the buck-boost converter is able to inject around 550nC within 250𝜇𝑠, which is within our
requirements. Therefore, we will use the 22𝜇𝐻 value for the next simulations.
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Figure 3.11: Simulation of the buck-boost converter loading the inductive link. For the simulation, we used 𝑘 = 0.36, 𝑉𝑖𝑛 = 0.42𝑉,
𝑅𝑡𝑖𝑠 = 1𝑘Ω and 𝑅𝑠𝑤 = 1𝑚Ω. (a) Total efficiency against buck-boost conv. inductance value (b) Injected charge to the tissue
with respect to inductance variations.

Buck-Boost converter efficiency comparison with and without a zero current
detection scheme
During the discharge phase, the circuit forms an RLC resonant tank at the output. Due to the capaci-
tance, not all the energy is dissipated in the tissue resistance, and as a result, energy starts to resonate
back and forth. Usually, a reverse current is considered a loss. However, this energy is still stored in
the circuit but does not become ”immediately available” to the load. Moreover, if the circuit has stored
energy, no more energy is supplied by the transmitter until the energy is dissipated by the load. There-
fore, in this subsection, we will evaluate the performance of the circuit when reverse currents are taking
place in the neurostimulator.

As explained in Subsec. 3.3.1, for each stimulation pulse, the energy will resonate. However, the
energy resonance increases when the voltage across the capacitor reaches a steady state, increasing
the reverse currents. The time it takes for the RLC output to reach the steady state is defined by its time
constant, which is usually much larger than a stimulation phase. Additionally, the potential at which the
current starts flowing back changes for each stimulation pulse until it reaches the steady point, where
the average voltage across the inductor is zero. Fig. 3.12 illustrates the voltage across and the current
through the inductor. 𝑉𝑟𝑒𝑐 is the rectified voltage during the charging phase and 𝑉𝑜𝑢𝑡 is the output voltage
during the discharging phase. When the output voltage reaches the average voltage, the dual-layer
capacitor starts to supply the current, reversing its polarity. Under this condition, a steady current (𝐼𝑎𝑣𝑔)
is flowing into the tissue.

It becomes evident that the link loading also changes when the circuit starts to operate under these
conditions. Therefore we need to test whether this behaviour will degrade the link performance by
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comparing a buck-boost converter with and without a zero-current detection scheme. To simulate the
efficiency of the buck-boost converter, shown in Fig. 3.8, with a zero current detection (ZCD) scheme,
we used a diode at the output. Although this will degrade the efficiency of the circuit, it is an easy
implementation since the diode is self-controlled and will prevent the load-dependent reverse current
that changes for each stimulation pulse. For the circuit, without the ZCD, we used a switch that operates
with a 0.5-duty cycle. Moreover, all the switches were modelled with a 1𝑚Ω series resistance in order
to be able to see the effect of the loading on the link itself.

Figure 3.12: Voltage across and current through the inductor. The yellow area indicates the steady-state operation where the
voltage across the inductor is zero and there is an average current across the inductor.
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Figure 3.13: Comparison plots with and without the zero current detection. Fig. 3.13 a) compares the efficiencies between the
two circuits. Fig. 3.13 b) shows the input, transmitted and output power for both circuits. Fig. 3.13 c) shows the dissipated power
on the transmitter side and Fig. 3.13 d) on the receiver side.

Fig. 3.13 shows the efficiency and power levels at different parts of the circuit. In Fig. 3.13, we
observe that both systems perform the same at mid- to large-range distances with a marginally better
performance of the buck-boost converter with the ZCD scheme. The performance of the buck-boost
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converter with zero current detection has improved efficiency by 10%. This is an expected result since
the link has been optimized to operate with a specific load. Therefore, when the buck-boost inductor
starts to resonate with the ETI, the average supplied current of the link is also changing. The difference
between the efficiency improvement for the low- and mid-range distances can be justified due to the
squared dependence of the reflected impedance. Therefore, when coils are placed close, the mismatch
is enhanced. Fig. 3.13b) shows the input, the transmitted and the output power; when the coils are
placed with approximately 20mm separation, the reflected impedance matches the primary coil series
resistance and the efficiency limits to 50%. For longer distances, the loading is primarily affected by
the transmitter series resistance which increases the input power and the transmitter dissipation while
reducing the power levels at the receiver side, as shown in Fig. 3.13a) and 3.13b).

Symmetric Buck-Boost Converter Efficiency
Unlike the typical buck-boost converter, the symmetric circuit does not use a switch or a diode at its
output to provide a path for the current to flow to the ground, as Fig. 3.14 illustrates. Inevitably, we
cannot prevent the reverse current on this circuit topology. Fig. 3.14 shows the efficiency and power
levels for the symmetric topology. Similar to the previous discussion, the efficiency of the circuit drops
due to the different loading that the symmetric topology imposes on the link.
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Figure 3.14: Symmetric buck-boost converter efficiency and output power with respect to distance.

The Effect of Mutual Inductance Between the Converter Inductors
The disadvantage of the symmetric inductor is the added bulky inductor to the circuit. Regardless of
the area increase, an additional inductor can result in two things; Firstly, each inductor can couple to its
symmetrical part and compromise the circuit operation. Consequently, the inductors should be placed
orthogonally to each other to avoid any interference. Secondly, the inductors can mutually couple and
enhance the circuit performance. To investigate the above scenarios, we have simulated the circuit’s
performance when both inductors mutually couple in opposite and identical polarity. Fig. 3.15 shows
the effect of inductor coupling on efficiency. As the mutual coupling between the inductors increases,
the symmetrical buck-boost converter operation changes, resulting in a load change. We also see the
link efficiency drop for larger coupling between the inductors, reflecting the validity of the above point.

Besides the load transformation, we hypothesized the efficiency drop could be due to a change in
the effective inductance. However, due to the complexity of the circuit and its discrete operation, it is
difficult to estimate the shift in resonance analytically. Therefore, we have made a parametric analysis
by adding an adaptive tuning capacitance, 𝐶𝑎𝑑𝑎𝑝𝑡 ∶ (1𝑝𝐹, 500𝑝𝐹), with a resolution of 3𝑝𝐹 parallel to
𝐶2. Fig. 3.16 and 3.16 shows the efficiency of the simulation to the varying tuning capacitance and
coupling coefficient. It becomes evident that the resonance frequency did not shift, which contradicts
our prior hypothesis. Therefore, the link efficiency drops because the load shifts to a less optimum
condition.
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Figure 3.15: Efficiency for the symmetric buck-boost converter under different coupling between its inductors. Fig. 3.15a shows
the efficiency for different parts of the circuit when the inductors are coupled with opposite polarity and Fig. 3.15b for identical
polarity mutually coupled inductors.
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Figure 3.16: Simulated efficiencies for mutually coupled inductances with opposite polarity to resonant capacitance 𝐶𝑎𝑑𝑎𝑝𝑡 and
coupling coefficient k. Fig. 3.16a illustrates the link efficiency, Fig. 3.16b shows the buck-boost efficiency and Fig. 3.16c is the
total receiver efficiency accounting for the losses on the receiver coil. Fig. 3.16d shows the total link efficiency.

3.3.4. Proposed Design
Since efficiency is the most critical design criterion, we must compare the topologies to select which
performs most efficiently. Fig. 3.18 shows the efficiency against distance; for reference, the inductive
link efficiency with the 2.1𝑘Ω load is plotted. The buck-boost converter is evidently performing better
than the symmetric topology for the designed range. It performs marginally lower than the inductive
link due to the power dissipation across the diode used to mitigate the reverse current and because of
inductance selection, as shown in Fig. 3.11. If a much larger inductance were selected, the efficiency
of the buck-boost converter would be similar to the inductive link with the linear load at the expense
of an increased off-chip size. As explained previously, the symmetric topology cannot prevent reverse
current since a diode at its output would prevent the current to flow to the ground. This, however, limits
the efficiency of the topology to approximately 50%, hence, we have also plotted the efficiency for a
resistive load to compare the impact of the current. The blue plot, where no reverse current occurs,
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Figure 3.17: Simulated efficiencies for mutually coupled inductances with identical polarity with respect to resonant capacitance
𝐶𝑎𝑑𝑎𝑝𝑡 and coupling coefficient k. Fig. 3.17a illustrates the link efficiency, Fig. 3.17b shows the buck-boost efficiency, and Fig.
3.17c is the total receiver efficiency accounting for the losses on the receiver coil. Fig. 3.17d shows the total link efficiency.

shows a better performance. However, the efficiency is still lower for the working range. Therefore,
we have selected the buck-boost converter as the proposed neurostimulator to interface between the
inductive link and the tissue.
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Figure 3.18: Efficiency vs distance for each of the proposed designs. The efficiency of the symmetric buck-boost converter is
plotted for a purely resistive and an RC load to evaluate the effect of the reverse currents.

3.3.5. Activation efficacy: Charge Metering
Changes in the medium between the coils and coupling variations can affect the received power, which
might compromise the stimulator’s efficacy. For this reason, we adopted the circuit used in [107] to
perform chargemetering and ensure that the total charge is reached in each cathodic phase irrespective
of the input power variations. This scheme adjusts the stimulation time depending on the input power
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until the stimulator reaches the total charge. However, we have seen in subsection (2.4.2) that the
charge threshold is a function of pulse duration. For example, an increase in pulse duration will result
in a corresponding increase in the charge threshold, whereas a decrease in pulse duration will cause
a reduction in the charge threshold. As a result, the charge threshold could vary from the defined total
charge for stimulation with different power inputs. However, we assume that these variations are minor,
and we consider that they will not affect the threshold level due to minor changes in stimulation time.
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Figure 3.19: Charge metering and charge balancing circuit proposed by [107]. (a) Single channel configuration. (b) multichannel
configuration. (c) Improved design with a single-channel configuration. (d) Improved design with a multichannel configuration.

The schematic of the charge metering circuit is presented in Fig. 3.19a). This circuit is connected to
the low side of the H-bridge, which facilitates the control of the current flow. During the Cathodic Phase,
switches 𝑆𝑊𝐴,2 and 𝑆𝑊𝐶,1 turn on, driving the electrode pair 𝐸𝐿1−𝐸𝐿2 more negative. The electrode pair
is then connected to the charge metering scheme, where two channels are used, each one connecting
with a series capacitor 𝐶𝑢𝑛𝑖𝑡1,2 that integrates the current that passes through the electrodes. When
its value reaches a reference voltage, a comparator triggers to change the integration channel and
discharge the charged capacitor. Those channels operate in an alternate fashion allowing for a charge
and discharge phase for the capacitors. Each comparator trigger is fed to a counter to measure the
total injected charge.

The precise charge metering operation is as follows. When stimulation starts, switch 𝑆𝐷𝐶ℎ1 turns
on and 𝑆𝑠ℎ1 turns off and connects 𝐶𝑢𝑛𝑖𝑡1 to the stimulating electrode 𝐸𝐿1, allowing for the current inte-
gration over the capacitor 𝐶𝑢𝑛𝑖𝑡1. When the voltage across the capacitor reaches 𝑉𝑟𝑒𝑓, the comparator
triggers, and its output turns to HIGH. The counter uses this signal as an increment trigger, and the
control logic uses that information to change the charging channels. Each time a comparator triggers, a
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certain amount of charge has been reached, which is equivalent to 𝑄𝑢𝑛𝑖𝑡 = 𝐶𝑢𝑛𝑖𝑡 ×𝑉𝑟𝑒𝑓. Subsequently,
𝑆𝐷𝐶ℎ1 turns off, and 𝑆𝑆ℎ1 turns on, allowing the capacitor to discharge, while 𝑆𝐷𝐶ℎ2 turns on and 𝑆𝑠ℎ2
turns off to provide a conduction path for the current and continue the integration over capacitor 𝐶𝑢𝑛𝑖𝑡2.
Like the charging process of Channel 1, when the capacitor voltage reaches 𝑉𝑟𝑒𝑓, a trigger is generated
byCOMP2 and increases the number of counts. Every time a trigger event occurs, the charge metering
channel alternates and this process repeats until a total charge 𝑄𝑡𝑜𝑡 is reached given by (3.4) and is
predefined by the number of counts, 𝑁, we want to reach.

𝑄𝑡𝑜𝑡 = 𝑁 × 𝐶𝑢𝑛𝑖𝑡 × 𝑉𝑟𝑒𝑓 (3.4)
The total charge is proportional to the number of counts, the capacitance and the reference voltage

and we can alter it by adjusting each one of these parameters. Ideally, the reference voltage (𝑉𝑟𝑒𝑓)
should be small in an IC implementation to allow for enough voltage headroom, better charge metering
resolution, andminimized energy loss. On the other hand, the capacitor value should be small to reduce
the chip area. However, selecting small 𝑉𝑟𝑒𝑓 and 𝐶𝑢𝑛𝑖𝑡1,2 increases the number of counts, translating to
higher operating speed and more high-frequency-related losses and charge metering error. Therefore,
parameter selection need to be taken into consideration to minimize the losses and avoid unpredictable
charge error scaling. In Subsection 3.3.7, we will elaborate on each parameter-related error in more
detail.

In [107], the author presented an improved design as shown in Fig. 3.19c). This topology uses
four switches, two of them to connect the capacitor at the low side of the H-bridge and the other two
to the ground. In this way, the topology allows current integration at both sides of the capacitor. The
advantage of this method is that it can operate with one charge measuring channel using one capacitor
and one comparator, compared to the two-channel configuration shown in Fig. 3.19a). Additionally,
since the capacitor is connected at the low side of the H-Bridge, it can integrate the current over different
stimulation channels. This way, charge metering allows for good scalability since it can measure across
multiple electrodes using the same channel.

The difference between single and multichannel operation would be that in the latter, each count
will be registered for a single electrode pair while stimulating in a time-interleaved fashion. Therefore,
charge packets will be distributed across different electrodes to build the charge across the tissue. In
order to do that, the control circuit must register the number of counts for each electrode. However,
this concept was not evaluated during the proof of concept validation.

3.3.6. Active Charge Balancing Circuit Design
As mentioned in the literature review, the best way to balance charge is to monitor the charge accu-
mulation across the electrode-tissue interface actively. Unlike the other methods where the charge is
controlled a posteriori, dynamic offset regulation stops the stimulation when the residual voltage ar-
rives at zero and prevents any charge accumulation. The challenge in electrical stimulation is that we
can not directly measure the capacitance of the electrode-tissue interface. During constant stimula-
tion (i.e., constant-current stimulation, constant-voltage stimulation), monitoring the residual voltage
will also include the voltage drop across the tissue impedance. Thus this measurement is done after
the stimulation cycle. In UHF stimulation, the current flows through the electrodes only half the period,
so we can exploit the second half to measure across the electrode pair. When current is not passing
through the electrode, the voltage across it corresponds to the voltage of the dual-layer capacitance.
Therefore, this topology uses a comparator to connect at the nodes 𝑉𝐻𝐼𝐺𝐻 and 𝑉𝐿𝑂𝑊. Although this
connection does not directly measure across the electrode pairs, it allows measuring across multiple
channels without using additional comparators.

The charge-balancing scheme works as follows. As long as the number of pulses counted during
the anodic phase is smaller than half of the number of pulses counted during the cathodic phase, we
assume that the residual voltage is far from equilibrium, and thus we do not consider the comparator
output. When the counter registers the first half of the counts, the Safety Phase, i.e., the charge
balancing starts. Starting from that moment, the controller checks the output of the comparator every
charging phase, i.e., when no current passes through the electrode pair. When the voltage across the
dual-layer capacitance returns to equilibrium, the comparator triggers, and its output turns toHIGH. This
information is used by the controller to terminate the stimulation and shorten the electrode to ground
to passively discharge any residual charge resulting from the finite resolution of this charge-balancing
scheme.



3.3. Neurostimulator circuit level design 57

Vcunit2

SDch1/Ssh2

SDch2/Ssh1

comp1

comp2

comp3

SWA,2/SWC,1

SWA,1/SWC,2

Vload

Istim

Vcunit1

Figure 3.20: Behavioural Simulation of the Finite State Machine for the charge metering and charge balancing scheme during a
biphasic stimulation.

Fig. 3.20 shows a behavioural simulation of the charge metering and charge balancing during a
biphasic stimulation cycle. To begin with, 𝐼𝑠𝑡𝑖𝑚 shows the UHF stimulation pulses and 𝑉𝑙𝑜𝑎𝑑 the volt-
age across the electrode-tissue interface. Additionally, 𝑉𝑐𝑢𝑛𝑖𝑡1 and 𝑉𝑐𝑢𝑛𝑖𝑡2 show the current integration
across the charge-measuring capacitors. The following signals, 𝑆𝑊𝐴1/𝐶2, 𝑆𝑊𝐴2/𝐶1, 𝑆𝐷𝐶ℎ1,𝑆ℎ1, 𝑆𝐷𝐶ℎ2,𝑆ℎ2,
represent the control signals for the switches, where the HIGH and LOW signals represent an open
and close, respectively. 𝐶𝑜𝑚𝑝1,2,3 are the comparator control signals used as an input to the controller
for the charge-balancing and charge-metering scheme. The non-inverting input of 𝐶𝑜𝑚𝑝3 connects to
𝑉𝐻𝐼𝐺𝐻 and the inverting input connects to 𝑉𝐿𝑂𝑊. Thus, during the cathodic phase the 𝐶𝑜𝑚𝑝3 output is
HIGH when 𝑉𝐸𝐿1 − 𝑉𝐸𝐿2 = 𝑉𝑙𝑜𝑎𝑑 > 0 and LOW when 𝑉𝑙𝑜𝑎𝑑 < 0, but during the anodic phase its output
becomes LOW when 𝑉𝑙𝑜𝑎𝑑 > 0 and HIGH when 𝑉𝑙𝑜𝑎𝑑 > 0. The 𝑐𝑙𝑘 signal is the clock of the controller,
𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝐹𝑙𝑎𝑔1 and 𝐶𝑜𝑢𝑛𝑡𝑒𝑟𝐹𝑙𝑎𝑔2 are the counter control signals to indicate that the stimulation reached
the total charge during the cathodic phase and half the charge during the anodic phase. During the
anodic phase, 𝐶𝑜𝑚𝑝3 triggers each time the inductor discharges to the load. However, the controller
tracks the output of the comparator during the charging phase. To prevent a false trigger, the controller
tracks the output of the 𝑐𝑜𝑚𝑝3 twice. First, it waits for a positive trigger at the beginning of the charg-
ing phase, it then waits for a few more clock cycles and tracks its output again. If the signal remains
positive the residual voltage is above zero and the controller terminates the stimulation. This process
is illustrated with the yellow band in Fig. 3.20.
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3.3.7. Circuit Non-Idealities and Charge Metering Error
So far, the ideal operation of the circuit has been discussed. However, the energy of the current-steered
UHF pulses is not precisely known, and it is possible to reach 𝑉𝑟𝑒𝑓 during the discharging phase of the
inductor. This is tricky in this design since a continuous and low ohmic conduction path is required
for the current to continue to flow. However, even in the simulation with ideal components, a finite
delay exists in the rising and falling times of the control signals, resulting in a large voltage spike in the
𝑉𝐿𝑂𝑊 node. This operation is in contrast with the voltage-mode stimulator, where a switch can interrupt
the stimulation and, consequently, the charge measuring process [107]. Thereby, in this design, an
inherent error exists due to the current output. In order to track and provide an estimate of this error,
we included a diode parallel to the charge metering channels as shown in Fig.3.21a). The results in Fig.
3.22a show the charge across the dual-layer capacitance 𝑄𝑐𝑑𝑙, the measuring capacitances, 𝑄𝐶𝑢𝑛𝑖𝑡1,2,
and the total calculated charge by the charge metering scheme (𝑄𝑐𝑚). The bottom plot in Fig. 3.22a
shows the charge 𝑄𝑑𝑖𝑜𝑑𝑒 across the diode 𝐷𝑐𝑜𝑛𝑑 that is several orders of magnitude lower than the
calculated charge 𝑄𝑐𝑚. In Fig. 3.22b, we calculated the error between 𝑄𝑐𝑑𝑙 and 𝑄𝑐𝑚, and the result
indicates that the error accounts for about 0.2% of the total charge at the beginning of the stimulation
while it drops for more counts. We expect that 0.2% error accounts for convergence issues of the
LTspice, and thus the value is even lower as the result indicates in the more extended period. Based
on the results of the simulations, we can conclude that the intrinsic error can be effectively kept at a
minimum when compared to the amount of injected charge.

Additionally, in reality, the measurement accuracy is compromised due to the non-idealities of the
circuit. The error occurs due to the finite switching speed, switching artefacts and parasitic capacitance.
Therefore, it is critical to set the parameters given in (3.4) to measure the required total charge and
minimize the error as a result of the aforementioned non-idealities.

The most apparent error is the time delay of the control loop to respond to a change. This delay is a
function of several parameters. Firstly, the duration taken by transistors, acting as switches, depends
on the time required for the gate capacitance to charge. Secondly, the comparator speed is limited by
its finite propagation delay, which depends on the overdrive voltage. Thirdly, the control circuit delay in
responding to the comparator input also contributes to the total delay. These parts are included in the
red box in Fig. 3.21. This error is challenging to calibrate since it is not easy to determine its value. The
resulting charge error is the integral of the UHF current pulses over the delay period and is expressed
as follows

𝑄𝑒𝑟𝑟 = ∫
𝑇𝑐ℎ+Δ𝑡𝑑𝑒𝑙𝑎𝑦

𝑇𝑐ℎ
𝐼𝑠𝑡𝑖𝑚(𝑡)𝑑𝑡 =

𝑉𝑒𝑟𝑟𝑜𝑟
𝐶𝑢𝑛𝑖𝑡1,2

(3.5)

The error depends on the current amplitude and the frequency of the current stimulation. This is
because the current pulses are periodic, and a faster pulse with more energy will increase the error.
In other words, the error depends on the charging time 𝑇𝑐ℎ that it takes for a capacitor to reach a
charge packet (= 𝐶𝑢𝑛𝑖𝑡1𝑉𝑟𝑒𝑓) given a capacitance value. Thus, a longer charging time would mean
less measured charge, resulting in less error until the system responds to the comparator trigger. This
manifests itself as a gain error and increases with the number of counts.

An additional source of error is due to the comparator bias current. The charge metering com-
parators connect to the measuring capacitor, increasing the measuring charge since this current does
not pass through the tissue. Additionally, the non-inverting input of the charge balancing comparator
connects to the 𝑉𝐿𝑂𝑊 node, increasing the measured charge. Therefore, to minimize the error, it is
essential to reduce the bias current of all the comparators. Although this error also scales with the
number of counts, we can compensate for it.

Moreover, the presence of parasitic capacitance at the non-inverting comparator inputs Comp1
and Comp2 to ground result in a gain error in the measurement that is equal to 𝑉𝑔𝑎𝑖𝑛,𝑒𝑟𝑟𝑜𝑟(𝑡) =
𝑄(𝑡)/(𝐶𝑢𝑛𝑖𝑡1,2 + 𝐶𝑝𝑎𝑟). These parasitic capacitances result from both the nMOS switches and the
non-inverting comparator inputs. This error cannot be calibrated since the exact value is not known,
but care has to be taken in the layout process and in the selection of the components. Switching arte-
facts such as charge injection and clock feedthrough are sources of error when a switch is turned off.
During the transition between the channels, the parasitic capacitances of the nMOS switches would
attempt to discharge. Part of this charge will be stored on the sensing capacitor, resulting in an error
independent of the 𝐶𝑠𝑒𝑛𝑐𝑒 values. Similarly, compensation techniques should be applied to minimize
the switching artefacts.
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Figure 3.21: Charge metering errors. (a) The inherent error in charge metering arises from the failure to provide a continuous
conduction path with low Ohmic resistance during inductor discharge, which is caused by the finite rising and falling time of
control signals. (b) Error due to the delay introduced in the control loop.

3.4. Prototype PCB
To validate the proposed design, we designed a PCB prototype. Fig. 3.23 shows the schematic,
including all the components used on the board. A Digilent CMOD S7 field programmable gate array
implemented the digital logic of the circuit. Table 3.2 summarizes the list of components used for the
following implementation.

3.4.1. PCB Implementation
The circuit operates with different switches for each part, i.e., buck-boost converter, H-bridge, and
charge-metering. First, the switches used on the buck-boost converter and H-bridge were designed
with an analog IC switch. The control of the analog IC switch is done by simply feeding the driving signal
to the control switch. Thus we avoid using drivers that are required for high-side switching that otherwise
would be essential for controlling a MOSFET. The buck-boost converter has been implemented with
TS12A4516 and TS12A4517 by Texas Instruments for 𝑆𝑤1,2 and 𝑆𝑤3, respectively. Switch states are
controlled differently for a given control signal; TS12A4516 is OFF when the control signal is low and
ON for a high control input. The opposite holds for the TS12A4517 switch. Both switches operate
with a ±5𝑉 which is important due to the AC input voltage. The selection of dual rail supply switches is
vital for the reliability and correct operation of the board. Otherwise, the negative voltage would conduct
through ESD protection diodes. However, this selection limited the choices among fast switches. Thus,
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Figure 3.22: Fig. 3.22a shows the current integration across the dual-layer capacitance (𝑄𝑐𝑑𝑙), switches 𝑆𝑊1, 𝑆𝑊2 (𝑄𝑠𝑤1, 𝑄𝑠𝑤1)
and the diode (𝑄𝑑𝑖𝑜𝑑𝑒). Fig. 3.22b shows the error percentage.

we chose based on 𝑡𝑜𝑛, 𝑡𝑜𝑓𝑓 which was 90ns. Operating at 6.56MHz with those specifications is
practically impossible, so we scaled down the frequency to 500kHz, which is approximately 13 times
lower. Subsequently, we scaled the inductor value proportionally to 300uH.

On the other hand, the H-bridge needs to operate with a high voltage supply due to the high voltage
resulting in response to inductor discharge. This is important to avoid the conduction of ESD protec-
tion diodes. Besides the reliability concerns, the conduction of the diodes will also result in a charge
measurement error since the charge will conduct to the supplies for the IC switches. For that reason,
we also selected a switch based on a small charge injection value regarding the charge error. The
ADG1201 maximum reported specification was -0.8pC which is suitable for our purpose. Finally, we
used IRLM2030 MOSFET switches for the charge balancing scheme since they operate at low volt-
ages and driving the switches directly by the FPGA is possible. MOSFET switches allow for much
faster switching than analog IC switches, which is necessary when the voltage across the measured
capacitor reaches the threshold voltage. In our design, the threshold is reached during the discharge
phase, and we cannot interrupt the inductor from discharging it. Hence, it is critical to have fast switches
and minimize any errors in the charge measurement. The selection of the MOSFETs was based on
low total gate charge 𝑄𝑔 = 1𝑛𝐶 and low resistance, being 𝑅𝑑𝑠(𝑜𝑛) = 154𝑚Ω as the maximum value
specified under specific test conditions. For the capacitor, we used a pin socket to be able to change
their values.

For the charge metering, charge balancing and clock extraction, we used the LT1715 comparator.
A few considerations were taken into account for the selection of the comparator. First, the comparator
has an independent input/output supply. This is important since we want flexibility on the input voltage
range to test the circuit under different specifications and a 3.3V output to cohere with the FPGA spec-
ifications. Each comparator operates at different supply voltages; The comparator responsible for the
charge balancing is driven by 12V to ground. The charge metering comparators are supplied with 5V
to the ground. The clock generator comparator is supplied by ±5𝑉 to avoid any current conduction to
the supplies. The input bias current of the comparator was 2.5𝑢𝐴, which was relatively high, limiting the
accuracy of charge measurements. However, we can calibrate the error since its value is predictable.
The charge metering comparator compares the measuring capacitor voltage with 𝑉𝑟𝑒𝑓 set to 200𝑚𝑉.
This voltage is generated by PMOD R2R, an 8-bit R2R Analog-to-Digital converter connected to the
PMOD connector of the FPGA. The reference voltage is buffered by an AD8541 opamp to the input of
the comparator.

The output stage of the buck-boost converter uses an RB425D Schottky diode based on its low
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Figure 3.23: A circuit diagram of the PCB implementation. The converter and H-bridge use analog IC switches, and the charge
metering is implemented with NMOS switches. The board includes an LDO to generate the 5V and 3.3V required for the com-
parators and a buffer to supply the voltage of the DAC converter to the comparator input. The rest of the voltages are supplied
externally

voltage dropout at the current specification that our circuit operates, 10mA at 25∘ will result in around
260mV voltage drop. Also, the diode has a 6pF capacitance across its terminals, allowing fast turn-off
to avoid reverse currents.

Due to the many different ICs required to satisfy each part of the board, five voltage supplies were
needed. Three of them are supplied externally, and two are supplied by two low dropout regulators
connected to the 12V connector. A ZLDO1117G33TA is used to generate 3.3V, and a ZLDO1117G50TA
generates a 5V output. For the −5𝑉, we preferred to supply it externally instead of using an inverting
buck converter that could create interference due to the high-frequency switching.

Function Component
𝑆𝑊1,3 Conv TS12A4517 SPST Switch
𝑆𝑊2-Conv TS12A4518 SPST Switch
Diode RB425D Schottky
SW H-Bridge ADG1201
Comp LT1715
𝑉𝑟𝑒𝑓 DAC R2R - Resistor Ladder D/A Converter
𝑉𝑟𝑒𝑓 Buffer AD8541
Digital Control CMOD S7 FPGA Evaluation Board
3.3V LDO ZLDO1117QG33TA
5V LDO ZLDO1117G50TA

Table 3.2: List of selected PCB components.

3.4.2. Digital Control
In order to implement the digital control of the prototype circuit, we have selected the Digilent Cmod
S7 FPGA Module. We selected an FPGA module over a microprocessor to minimise the time delays
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and, thus, the error. The FPGA synthesises the Verilog code to a digital circuit, processing the logic
in parallel. In contrast, a microprocessor is constrained by the delay needed to implement each line of
code separately. The board consists of 32 digital I/O pins; We have used seven pins to generate the
switch’s control signals and four input pins that get signals from the comparators. To generate a clock
signal that is synchronized with the input signal of a buck-boost converter, an input pin is used for the
output of the zero-volt detection ADC (𝑐𝑙𝑘). In addition, a jumper is employed to connect this node to
a second BNC connector, which provides a square wave signal that is in phase with the input. This is
done to ensure that the FPGA receives a square wave signal even if the comparator fails to provide a
reliable one. The outputs of the charge metering and balancing comparators are also used as input to
the board and control the FSM sequence, explained next.

The FPGA is responsible for providing the functionality of the four main processes: the switch control
for the biphasic stimulation, the switch control for the charge metering scheme, the charge balancing
and the counter. All the processes were implemented using a Moore Finite State Machine (FSM). The
FPGA includes a 12𝑀𝐻𝑧 crystal oscillator used as a general-purpose clock. Within the process, most of
the input signals are asynchronous, so a sequential logic block is always used to synchronise them. For
example, the clock frequency is 24 times larger than the buck-boost frequency, which runs at 500𝑘𝐻𝑧,
the same frequency as the input signal. Thus, in the worst-case scenario, it takes 8.333𝑛𝑠 for an ideal
system to update the signal, not considering the setup and hold time necessary for the register to be
valid. Although this is a tolerable delay, we will need faster processes that require sampling multiple
times a fast-changing asynchronous signals such as 𝑐𝑜𝑚𝑝3 detection. For that reason, we generated a
300𝑀𝐻𝑧 internal clock signal with a Mixed-Mode Clock Manager (MMCM) Module, which will be used
for all the processes.

The most fundamental process of the board is biphasic stimulation. Without it, neither of the above
processes can function. Fig. 3.24 shows the sequence of the state machine in a state diagram. It
consists of 5 states: IDLE, First Phase, IPD, Second Phase and Safety Phase. When the system
is powered up, we need to provide an initial state for each process. We use btn0, and the biphasic
stimulation transits to the IDLE state. To start the stimulation, we use btn1 as the trigger signal, which
will change the state to the First Phase starting the cathodic stimulation. At this point, the charge
balancing also transits from the 𝐼𝐷𝐿𝐸𝑐𝑏 to 𝐶ℎ𝑎𝑟𝑔𝑒𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 state to start measuring the charge. The
charge metering consists of seven states, 𝐼𝐷𝐿𝐸 − 𝑐𝑏, 𝐶ℎ𝑎𝑟𝑔𝑒 − 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1, 𝐶ℎ𝑎𝑟𝑔𝑒 − 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1𝑡1,
𝐶ℎ𝑎𝑟𝑔𝑒 −𝐶ℎ𝑎𝑛𝑛𝑒𝑙1𝑡2, 𝐶ℎ𝑎𝑟𝑔𝑒𝐶ℎ𝑎𝑛𝑛𝑒𝑙2, 𝐶ℎ𝑎𝑟𝑔𝑒 −𝐶ℎ𝑎𝑛𝑛𝑒𝑙2𝑡1 and 𝐶ℎ𝑎𝑟𝑔𝑒 −𝐶ℎ𝑎𝑛𝑛𝑒𝑙2𝑡2 as shown
in Fig. 3.25. 𝐶ℎ𝑎𝑟𝑔𝑒 − 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1 and 𝐶ℎ𝑎𝑟𝑔𝑒 − 𝐶ℎ𝑎𝑛𝑛𝑒𝑙2 are the charging states, thus switches
𝑆𝐷𝑐ℎ1 and 𝑆𝑠ℎ2 are ON, while 𝑆𝐷𝑐ℎ2 and 𝑆𝑠ℎ1 are OFF for the channel1 charging phase and the
opposite for the channel2 charging phase. The states in between are time-controlled states that delay
the switches to turn ON/OFF without compromising charge measurement accuracy. For example,
𝐶ℎ𝑎𝑟𝑔𝑒 − 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1𝑡1 turns all the switches off, and after a few clock cycles the timer makes the
transition to 𝐶ℎ𝑎𝑟𝑔𝑒 − 𝐶ℎ𝑎𝑛𝑛𝑒𝑙1𝑡1 turning 𝑆𝑠ℎ1 to discharge the 𝐶𝑢𝑛𝑖𝑡1. A few clock cycles later, the
state moves to 𝐶ℎ𝑎𝑟𝑔𝑒−𝐶ℎ𝑎𝑛𝑛𝑒𝑙2. The same process repeats once the charge reaches the threshold;
first, all the switches turn OFF and then 𝑆𝑠ℎ2 turns ON to discharge the measuring capacitor.

The charge metering aims to measure the number of charge packets by tracking the triggers of
𝑐𝑜𝑚𝑝1 and 𝑐𝑜𝑚𝑝2. However, since the propagation delay of the comparators used for charge metering
is in the order of 2ns, it can likely toggle before the FPGA executes the channel transition. For this
reason, the compactor output signal is unreliable; therefore, it is not straightforward to measure the
positive edges of the signal. To count the trigger reliably, we implemented two FSMs, each using
comp1 and comp2 as an input signal that will generate a pulse once we sample the signal. The state
diagram of this FSM is shown in Fig. 3.26, which consists of four states, IDLE-PG-c1,2, Initial-Stand-
c1,2, Activate-Pulse-c1,2 and Wait-Loop-c1,2. Similarly to the other FSM, the initial state is defined
upon pressing btn0. Once the sequential process detects the 𝑐𝑜𝑚𝑝1, 2 signal, it transfers to Activate-
Pulse-c1,2, which generates a reliable signal pulse to track the counts. To avoid generating more than
one pulse, theActivate-Pulse-c1,2 state lasts for 21 clock cycles; after that transits toWait-Loop-c1,2 for
six clock cycles before moving back to the Initial-Stand-c1,2. Once the counter reaches the predefined
number of counts, it generates a signal 𝐹𝑙𝑎𝑔 equal to HIGH that makes the transition to the IPD phase
of the biphasic stimulation. After a hundred clock cycles, the state proceeds to cathodic stimulation,
and the same process repeats until the counter reaches half of the predefined counts to transit to Safety
Phase. During the last state, the FPGA detects the output of 𝑐𝑜𝑚𝑝3 during the charging phase of the
inductor when no current flows to the output. However, near the transitions of the buck-boost converter,
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the FPGA is subjected to noise caused by the zero-voltage detection scheme, and the residual charge
at the 𝑐𝑜𝑚𝑝3 input could likely result in oscillations at its output. Therefore we have implemented a
fourth state machine that consists of four states, IDLE-PG-c3, Initial-stand-c3, Delay-phase-c3 and
Activate-pulse-c3, as shown in Fig. 3.27. The Initial-stand-c3 state records the 𝑐𝑜𝑚𝑝3𝑟𝑒𝑔 signal when
the charging phase start. If the signal is HIGH, the FSM transits to the time-controlled state, Initial-
stand-c3. After 250 clock cycles, it moves to Delay-phase-c3 and samples 𝑐𝑜𝑚𝑝3𝑟𝑒𝑔 again. If the
signal is high, it moves to the Activate-pulse-c3 to turn 𝑐𝑜𝑚𝑝3 − 𝑟𝑒𝑔 − 𝑟𝑒𝑔 − 1𝑝 HIGH for 250 clock
cycles, which stops the stimulation, else the state moves back to IDLE-PG-c3.

Figure 3.24: Finite State Machine (FSM) representation of the stimulation cycles. The FSM starts with pushing a btn1 and moves
through different states -phases of stimulation which eventually terminate when residual voltage returns to zero

Figure 3.25: Finite State Machine (FSM) representation of the charge-balancing scheme. The initial state is registered when
btn0 is pressed. Charge-Channel1 and Charge-Channel2 require an input signal from 𝑐𝑜𝑚𝑝1𝑟𝑒𝑔 and 𝑐𝑜𝑚𝑝2𝑟𝑒𝑔 respectively, to
proceed to the next state. The input signal 𝑡 indicates the clock cycle number that the timer needs to complete before a transition
will occur to the next state.
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Figure 3.26: Finite State Machine (FSM) to generate a reliable pulse based on a 𝑐𝑜𝑚𝑝1, 2 trigger. In principle, this state machine
samples until it detects 𝑐𝑜𝑚𝑝1, 2. Once it detects, it generates the 𝑐𝑜𝑚𝑝1, 2−𝑟𝑒𝑔−𝑟𝑒𝑔−1𝑝 signal. The timer andWait-loop-
c1,2 state ensure that only one pulse will be generated for each 𝑐𝑜𝑚𝑝1, 2 trigger.

Figure 3.27: The charge-balancing finite state machine that samples the 𝑐𝑜𝑚𝑝3 output twice to stop stimulation reliably. The
exact operation tracks if the signal is HIGH during the inductor charging phase, and it waits for 250 clock cycles until it samples
again. If the signal is HIGH it triggers 𝑐𝑜𝑚𝑝3 − 𝑟𝑒𝑔 − 𝑟𝑒𝑔 − 𝑐3 signal, else the process repeats.



4
System Validation

To evaluate the system’s functionality, we followed the subsequent procedure. First, we simulated the
functionality and performance of the circuit, starting with ideal components and then replacing them
with manufacturer’s models. Second, we designed a PCB prototype to validate the circuit performance
further using a linear model and an electrode submerged into a phosphate-buffered solution.

4.1. Circuit Simulations
The final system presented in Fig. 3.23 was simulated with LTspice software. To validate its function-
ality, we first simulated the performance using ideal components and the inductive link as designed in
Subsection 3.3.3. For all the simulations, we used a linear ETI model with 𝑅𝑡𝑖𝑠 = 1𝑘Ω and 𝐶𝑑𝑙 = 1𝜇𝐹.
The simulation results are shown in Fig. 4.1.

𝑉𝐸𝐿1−𝑉𝐸𝐿2 represents the voltage across the linear ETI model. The second plot shows the residual
voltage across the dual-layer capacitance 𝐶𝑑𝑙, reaching the 480𝑚𝑉minimum value corresponding to the
injected charge of 𝑄𝑖𝑛𝑗 = 480𝑛𝐶. For the charge metering scheme, we selected two 100𝑛𝐹 capacitors
with a reference voltage 𝑉𝑟𝑒𝑓 = 200𝑚𝑉. The number of counts was set to 𝑁 = 24, resulting in the
programmed charge 𝑄𝑐𝑚 = 𝑁 × 𝐶𝑢𝑛𝑖𝑡1,2 × 𝑉𝑟𝑒𝑓 = 480𝑛𝐶. The injected and programmed charge are
equal, validating the correct circuit operation. Fig. 4.1 illustrates that upon reaching a count of 𝑁 = 24
for both 𝑐𝑜𝑚𝑝1 and 𝑐𝑜𝑚𝑝2 triggers, the cathodic stimulation stops. Following this, an interphase pulse
delay (IPD) of duration 0.115𝜇𝑠 occurs before the initiation of the anodic phase, as indicated within the
magenta box. Similarly, with the cathodic phase principle, the anodic phase continues until the integer
number of half the counts is reached to enter the safety phase. During the Safety Phase, the 𝑐𝑜𝑚𝑝3
measures across the ETI twice when there is no current through the load. We do that to avoid a false
positive trigger caused by either injected stored charge during the buck-boost switching or oscillations
that occur because of the RLC output. As expected, the stimulation stops when the residual voltage
returns to zero, and no undesired behaviour is observed. This is expected, given that the circuit models
are ideal.

The circuit behaviour was also simulated with the manufacturer’s models chosen for the PCB im-
plementation. This time, we have increased the number of counts to 𝑁 = 24. Similarly to the previous
discussion, Fig. 4.2 shows the analog signals, 𝑉𝐸𝐿1−𝑉𝐸𝐿2 being the output voltage across Electrodes 1
and 2, the voltage across the dual-layer capacitance 𝑉𝐶𝑑𝑙, and the voltage across the charge measuring
capacitors 𝑉𝑐𝑢𝑛𝑖𝑡1,2. It also includes the digital signals 𝑐𝑜𝑚𝑝1, 𝑐𝑜𝑚𝑝2, 𝑐𝑜𝑚𝑝3 and 𝑆𝑎𝑓𝑒𝑡𝑦𝑃ℎ𝑎𝑠𝑒. As
explained in Subsec. 3.4.1 we scaled down the input frequency such that the circuit will operate from
200𝑘𝐻𝑧 to 500𝑘𝐻𝑧 and also scaled the inductance to 300𝜇𝐻, proportionally to scaling the frequency
from 6.58𝑀𝐻𝑧 to 500𝑘𝐻𝑧. The results were obtained using a 500𝑘𝐻𝑧, 2.5𝑉𝑃𝑘−𝑃𝑘 input signal and the
tissue model parameters being 𝑅𝑡𝑖𝑠 = 1𝑘Ω and 𝐶𝑑𝑙 = 1𝜇𝐹. The input voltage was limited to 2.5𝑉𝑃𝑘−𝑃𝑘
to prevent analog IC switches from clipping due to the large output voltage.

In comparison to the ideal circuit, the outcomes depicted in Fig. 4.2 indicate that the dual-layer
capacitor (𝐶𝑑𝑙) discharges into a resistance, as demonstrated by the non-linear relationship of the dual-
layer voltage during the anodic phase. Furthermore, the faster charging rate of the unit capacitors at the
anodic phase onset can also observe this behaviour. This can be attributed to the forward-biasing of the
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Figure 4.1: Simulation waveforms at each stage of the circuit. a) Electrode-tissue interface voltage 𝑉𝐸𝐿1 − 𝑉𝐸𝐿2 = 𝑉𝑙𝑜𝑎𝑑. b)
Dual-layer capacitance voltage. c) Voltage over sense capacitors. d) response of the charge-metering comparators (𝑐𝑜𝑚𝑝1, 2).
e) Output voltage of the charge-balancing comparator and indication of Safety Phase state period. The magenta box zooms in
at the end of the cathodic phase for 𝑁 = 24, followed by the IPD that lasts for 115𝜇𝑠. The green box shows a zoomed plot when
𝑉𝑢𝑛𝑖𝑡1 reaches 200mV. The yellow box shows a zoomed-in figure where 𝑐𝑜𝑚𝑝3 terminates the stimulation.

diode, 𝐷𝑜𝑢𝑡, which occurs during the charging phase of the inductor due to the change in polarity of the
dual-layer capacitance. This, in turn, results in the current discharge into the ground. It is important that
the electrode capacitance does not discharge during the cathodic phase, where we are interested in
measuring the actual injected charge. It is not necessarily wrong for our design when it happens during
the first counts of the anodic phase. However, it is critical that the diode will not be forward-biased
when the residual voltage is close to zero volts because the conducting current will likely result in a
false trigger of 𝐶𝑜𝑚𝑝3, compromising the charge balancing reliability. The charge metering scheme
introduces negligible measurement inaccuracies due to switching delays as the results indicate that the
charge unit capacitors charge from 0V to 202mV. The control circuit was implemented with ideal digital
components and negligible time delays, and as mentioned earlier, we selected ultra-fast comparators
with a 1ns propagation delay to minimize the control loop delay. We expect the FPGA selection will
keep the control loop delay short, matching the simulation results.

Besides the fast circuit response, an error is introduced due to the bias current of the comparators.
This difference can be seen by the discrepancy between the injected charge 𝑄𝐶𝑑𝑙 and the programmed
charge 𝑄𝑐𝑚. In the first case, we measure 493𝑚𝑉 across the dual-layer capacitance at the end of the
cathodic phase, that is, 493𝑛𝐶 injected charge, while the charge balancing scheme estimates 𝑄𝑐𝑚 =
505𝑛𝐶. The average bias current flowing out of the comparator is equal to 4.92𝜇𝐴, and the cathodic
phase lasts 1.089𝑚𝑠; hence 𝐶𝑜𝑚𝑝1, 2 inject around 5.36𝑛𝐶 additional charge. The inverting node
of 𝐶𝑜𝑚𝑝3 also connects to 𝑉𝑖𝑛 adding 5.36𝑛𝐶 charge to the charge balancing scheme. This results in
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Figure 4.2: Simulated circuit functionality, including the component models used for the PCB implementation. a) Electrode-tissue
interface voltage 𝑉𝐸𝐿1 − 𝑉𝐸𝐿2 = 𝑉𝑙𝑜𝑎𝑑. b) Dual-layer capacitance voltage. c) Voltage over sense capacitors. d) response of the
charge-metering comparators (𝑐𝑜𝑚𝑝1, 2). e) Output voltage of the charge-balancing comparator and indication of Safety Phase
state period. The purple box zooms at the first pulse, where toggling of the 𝐶𝑜𝑚𝑝3 occurs due to the oscillations at the output.
Oscillations become larger for a larger voltage across 𝐶𝑢𝑛𝑖𝑡1, 2 and 𝐶𝑑𝑙, but the toggling of 𝐶𝑜𝑚𝑝3 fades off as the output
voltage is superimposed on the 𝑉𝑐𝑑𝑙, which leads away from 0V. The green box zooms at the end of the stimulation, where the
same behaviour occurs, as a result, the charge balancing stops the stimulation at -17mV.

504𝑛𝐶 measured value by the charge metering scheme, which is close to the 505𝑛𝐶 mentioned before,
assuming that 𝑉𝑐𝑢𝑛𝑖𝑡1, 2 shifts when the voltage is always equal to 202mV leading to this negligible
discrepancy. The bias current error manifests as a gain error and increases for higher counts and
lower stimulating frequencies as the integration time over the measuring capacitor increases. However,
this error is predictable. We can either compensate by adjusting the number of counts to meet the
required injected charge or use slower comparators with smaller bias current. From an application
point perspective, this error should not matter as long as the charge linearly increases with the number
of counts.

Contrary to the ideal behaviour of 𝐶𝑜𝑚𝑝3, where its output remainsHIGH during the cathodic phase,
it is observed that when component models are used, the output toggles until 0.16𝑚𝑠. When the buck-
boost converter injects charge at the output, a series RLC is formed, and as a result, a resonance occurs
when the stimulation spike approaches zero volts. This resonance does not occur using an ideal diode
with no recovery time, which is why we do not observe the same behaviour in Fig 4.1. The purple box
in Fig. 4.2 shows that toggling starts at the beginning of the stimulation and occurs each time charge is
injected into the tissue, at least for the first charge packet. For the following four counts, 𝑐𝑜𝑚𝑝3 does not
trigger at the first stimulation pulses because the resonance is small when the potential at the inverting
node of 𝐶𝑜𝑚𝑝3 is low. As the potential increases, the resonance becomes more prominent, resulting
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in the toggling of 𝑐𝑜𝑚𝑝3. It is worth emphasizing that Fig. 4.2 shows the voltage across the electrode
(𝑣𝐸𝐿1 − 𝑣𝐸𝐿2), which is slightly smaller compared to the differential voltage measured by 𝐶𝑜𝑚𝑝3.It is
important to note that 𝐶𝑜𝑚𝑝3 does not precisely measure the ETI as it is connected at the nodes 𝑉𝐿𝑂𝑊
and 𝑉𝐻𝐼𝐺𝐻. Consequently, it can be observed that 𝐶𝑜𝑚𝑝3 triggers at a point when the voltage difference
𝑉𝐸𝐿1−𝑉𝐸𝐿2 is lower than zero. This output behaviour was explained in Subsection 3.3.3. Intuitively, this
effect can be thought of as if the stored energy at the output repels in order to preserve zero average
voltage across the inductor 𝐿. Since the voltage across the dual-layer capacitor ramps up, the output
voltage no longer oscillates below zero, and thus the output of 𝐶𝑜𝑚𝑝3 remains HIGH. Similarly, the
green box zooms in on the graphs to illustrate the behaviour of the circuit during the anodic phase.
In this case, the voltage across 𝐶𝑑𝑙 is reversed, and 𝐶𝑜𝑚𝑝3 measures a negative differential voltage
when there is no current at the load, hence its output is LOW. When the charge is injected into the
tissue 𝐶𝑜𝑚𝑝3 triggers HIGH since the differential voltage becomes larger than zero and decreases as
the oscillation occurs. However, a second trigger is observed immediately after the first one due to the
recovery time of the diode, which makes the non-inverting node slightly more positive. The stimulation
eventually stops with a residual voltage of −17𝑚𝑉 since the measurement occurs during the recovery
time of the diode. By introducing some delay at the sampling signal, the residual voltage can reduce
to close to zero.

4.2. PCB Measurements in Linear Tissue Model
To validate the circuit operation, we have tested the PCB prototype with a linear load like the one used
for the simulations, 𝐶𝑑𝑙 = 1𝜇𝐹 and 𝑅𝑡𝑖𝑠 = 1𝑘Ω. For the measurement set-up, we used a GW Instek
GPP-4323 power supply to generate the three different supplies for the IC components, a ±12𝑉 and
−5𝑉. We used a Tektronix 2014C oscilloscope with a 100MHz bandwidth and a 2GS/s sampling rate
to measure the signals. To measure the injected charge across the load capacitance 𝐶𝑑𝑙, we used a
Pico Technology ta045 differential probe. To supply the AC input, we used a Rigol DG4202 waveform
generator. The second channel was used to generate a square-wave signal in phase with the input
to control the buck-boost switches. This signal was fed to the FPGA. The FPGA was powered by the
laptop using a USB cable. Fig. 4.3 shows the measurement set-up block diagram. For the in-vitro
measurements, the linear load was replaced by a pair of electrodes, and the differential measurement
was performed across the electrodes.

Since the signal generator could not supply the required current, we used an AD822 op-amp as
an external buffer to supply the buck-boost UHF stimulator, as shown in Fig. 4.3. This op-amp has a
3𝑉/𝜇𝑠 slew rate, resulting in distortion of the input signal when using a 500𝑘𝐻𝑧 frequency. Hence, the
frequency was scaled down to 200𝑘𝐻𝑧 with a 1𝑉𝑝𝑘−𝑝𝑘 input voltage for the following measurements.

Power Supply

12V

-5V

-12V

PCB

FPGA

Laptop
5V

Oscilloscope

Vel1-Vel2

(Vload)

Vcunit1,2

Comp1,2,3
gnd

Rtis

Cdl Diff. probe

Vcdl

Signal Generator
-5V

5V

Vin

Diff. probe
VRin

Rin

Figure 4.3: A block diagram for the measurements of the PCB using a linear electrode load. The test set-up consists of a power
supply, an oscilloscope and a signal generator. A buffer is connected to the signal generator to obtain the required load current.
Additionally, two differential probes were used to obtain the voltage across 𝑅𝑖𝑛 and 𝐶𝑑𝑙. These measurements were used to
obtain the supplied current and charge, respectively.

Before starting the stimulation, the FPGA sets the state of the switches to ensure an initial condition
for the comparators and zero volts across the measuring capacitors. Hence, 𝑆𝐷𝑐ℎ1, 𝑆𝑆ℎ1 and 𝑆𝑆ℎ2 are
driven HIGH to connect nodes 𝑉𝐶𝑢𝑛𝑖𝑡1,2 and 𝑉𝐿𝑂𝑊 to ground. The H-bridge switches are left open to
avoid charging the linear tissue model with the 𝐶𝑜𝑚𝑝3+ input bias current. For the charge balancing,
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the total number of counts was set to 𝑁 = 14, resulting in 280𝑛𝐶 of injected charge for 𝑉𝑟𝑒𝑓 = 200𝑚𝑉
and 𝐶𝑢𝑛𝑖𝑡1,2 = 100𝑛𝐹. The waveforms for 𝑉𝐶𝑢𝑛𝑖𝑡1,2 and 𝑉𝐶𝑑𝑙 are shown in Fig. 4.4. There are a few
characteristics worth discussing.
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Figure 4.4: The voltage across the charge metering capacitors (𝑉𝑐𝑢𝑛𝑖𝑡1,2) and across the double layer capacitor (𝑉𝑐𝑑𝑙) of the
linear electrode-tissue interface during a biphasic stimulation for 𝑁 = 14 counts at the cathodic stimulation. The plot in the
magenta box illustrates a shorter measurement for the last count during the cathodic and the two initial counts during the anodic
phase to prove the sampling frequency limitation to capture the exact reference voltage.

Firstly, we would like to address the constraints imposed on the measurements by the oscilloscope.
In Fig. 4.4, 𝑉𝐶𝑢𝑛𝑖𝑡1,2 reaches a voltage inconsistent with each other, the trend becomes more evident at
the beginning of the anodic phase where the rate of charging becomes faster. This behaviour is due to
the limited sampling rate of the oscilloscope and becomesmore pronounced for stimulation with a larger
number of counts where data sampling must be done at larger time scales. To confirm this, we have
captured the data for the last count of the cathodic phase and the first two counts of the anodic phase,
shown within the magenta box in Fig. 4.4. The result indicates that the prolonged measurement in Fig.
4.4 fails to capture the 𝑉𝐶𝑢𝑛𝑖𝑡1,2 peak value due to the limitation of the oscilloscope sampling frequency.
Secondly, the voltage across the measuring capacitors 𝑉𝑢𝑛𝑖𝑡1,2 does not reach the reference voltage
during the first four counts. From our measurements, we have noticed that this behaviour correlates
with the low voltage across the double-layer capacitor since it only happens at the start and end of the
stimulation. As seen previously, at close to zero 𝑉𝐶𝑑𝑙, 𝐶𝑜𝑚𝑝3 toggles due to the oscillations occurring
at 𝑉𝐸𝐿1 − 𝑉𝐸𝐿2 that is likely to interfere with the charge balancing finite state machine. There are two
ways that 𝐶𝑜𝑚𝑝3 output can couple to 𝐶𝑜𝑚𝑝1 and 𝐶𝑜𝑚𝑝2. First, this can happen by the power supply,
all outputs of the comparators are supplied by the 3.3V LDO. Additionally, it can couple through the
FPGA pins. However, these signals occur in the nanosecond regime, which makes it hard to capture
and safely answer the above hypothesis, thus, we support it with the following measurements. Initially,
the 𝑆𝑐𝑎𝑡ℎ𝑜𝑑𝑒 state was configured to HIGH prior to the onset of stimulation. This action resulted in the
generation of an offset voltage at the dual-layer capacitance due to the bias current, as depicted in Fig.
4.5. Since the 𝑉𝐶𝑑𝑙 starts at -52mV, the 𝐶𝑜𝑚𝑝3 stops toggling due to the oscillations, which likely stops
the charge balancing switching.
Additionally, we inspected the correlation using 𝐶𝑢𝑛𝑖𝑡1,2 = 10𝑛𝐹 for the charge metering, meaning that
more counts will be triggered simultaneously. Hence, according to the hypothesis, more counts will not
reach the required threshold. Fig. 4.6 illustrates the 𝑉𝑐𝑢𝑛𝑖𝑡1,2, 𝑉𝐶𝑑𝑙 and 𝐶𝑜𝑚𝑝3 signal. As mentioned,
the counts occur much faster and given the limited sampling frequency, it is challenging to conclude
whether 𝑉𝐶𝑢𝑛𝑖𝑡1,2 reaches the reference voltage. Therefore, Fig. 4.6 illustrated zoomed plots for the
first four counts to obtain safer conclusions.

The yellow and green boxes show the first and second counts; It is observed that both 𝑉𝑐𝑢𝑛𝑖𝑡1 and
𝑉𝑐𝑢𝑛𝑖𝑡2 last approximately 3 × 𝑇𝑠𝑡𝑖𝑚 ≈ 15𝜇𝑠. Each time the buck-boost converter injects charge into
the tissue, 𝐶𝑜𝑚𝑝3 triggers HIGH followed by toggling and a metastable state. The oscilloscope fails to
capture the 𝑉𝑐𝑢𝑛𝑖𝑡1 and 𝑉𝑐𝑢𝑛𝑖𝑡2 levels for the first two counts that reach 𝑉𝑟𝑒𝑓 = 200𝑚𝑉. This becomes
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Figure 4.5: 𝑉𝐶𝑑𝑙 starts with -52mV offset due to the bias current when the 𝑆𝑐𝑎𝑡ℎ𝑜𝑑𝑒 is set to HIGH upon starting the stimulation.
Starting the stimulation with an offset voltage results in the proper charge-balancing operation for the first pulses. The 𝑉𝑐𝑑𝑙 offset
stops the 𝐶𝑜𝑚𝑝3, which likely compromises the charge balancing reliability.

obvious by the stimulation frequency and the 𝐶𝑜𝑚𝑝3 signal indicating that the stimulator injects current,
resulting in a correct channel change of the charge-metering. In contrast, the third and fourth counts
shown in the magenta and blue boxes last for a non-integer value of the stimulation period. From Fig.
4.6, it becomes apparent that the channel shift occurs due to the oscillations of the 𝑐𝑜𝑚𝑝3 output.

Another important consideration is that charge-balancing comparator 𝑐𝑜𝑚𝑝3 stops the stimulation
when the double-layer capacitor is in the range of−15𝑚𝑉 to−20𝑚𝑉, similar to the simulation value seen
earlier. In literature, different values are reported for the water window that depends on the electrode
material, size and stimulation parameters. For example, in [110], a 2mm Pt electrode immersed in
PBS solution exhibited a water window from -0.6V to 0.8V. However, these values are significant and
Faradaic reactions can occur at lower values. For this reason, stimulation devices consider the safety
limits to range from ±50𝑚𝑉 to ±100𝑚𝑉 [111], [112], of which the absolute value is still higher than our
obtained residual voltage. Similar to the previous discussion, we suspect that due to the RLC output
and the non-ideal diode characteristics, some oscillations occur even at the beginning of the charging
phase resulting in a false trigger that terminates the stimulation. In simulations, we introduced some
delay to accurately sample the residual voltage and bring it back to zero. However, due to the timing
constraints imposed by the FPGA, the HDL could not be synthesized when using additional delay.

Besides the inconsistency observed on the first pulses, the intensity linearity in response to the
count number must remain the same. To verify it, we have measured the voltage across the dual-layer
capacitor 𝑉𝑐𝑑𝑙 for multiple counts ranging from 10 to 24, as shown in Fig. 4.7. Due to timing constraints
on the FPGA, we could not synthesize the HDL for specific counts; thus, those measurements are not
shown. The results in Fig. 4.7 indicate that the charge metering performs linearly with respect to count
number. As previously mentioned, the charge balancing stops the stimulation around −20𝑚𝑉 for all
the measurements. This inconsistency around the value indicates that the charge stored at both sides
of the diode differs per stimulation resulting in recovery time changes. Thus, the value obtained by
𝑐𝑜𝑚𝑝3 samples during each stimulation cycle exhibits a small degree of arbitrariness.

Moreover, as the residual voltage increases, we observe a non-linear behaviour. This behaviour
occurs due to the diode’s non-linear characteristics, and the effect becomes clearer for a larger injected
charge. During the anodic phase, the capacitor reverses its polarity, and the diode becomes forward-
biased during the buck-boost converter’s charging phase, letting the capacitor discharge to ground.
This is also the reason why the charging rate of the charge-measuring capacitors increases at the
onset of the anodic phase. The diode conduction current decreases as the residual voltage decreases
and the voltage across 𝐶𝑢𝑛𝑖𝑡1,2 increases.
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Figure 4.6: 𝐶𝑜𝑚𝑝3 response to chargemetering operation for 𝐶𝑢𝑛𝑖𝑡1, 2 = 10𝑛𝐹 and dual-layer capacitor charging for 𝐶𝑑𝑙 = 1𝜇𝐹
and 𝑅𝑡𝑖𝑠 = 1𝑘Ω. The yellow and green boxes show the first two charge packets, which both last for approximately 3 × 1/𝑓𝑠𝑡𝑖𝑚
and stop at the next stimulation pulse, bringing the voltage equal to 𝑉𝑟𝑒𝑓. The oscilloscope does not depict the accurate level.
Still, the stimulation frequency and the wider 𝐶𝑜𝑚𝑝3 trigger imply it. The magenta and blue box show the third and fourth charge
packet when the charge metering process is interrupted by the oscillations following the charge injection. This is evident by the
𝑐𝑜𝑚𝑝3 output toggling in response to the oscillations and the arbitrary channel-changing time.

Another point worth mentioning is that the slope between some measurements varies. This is
unexpected, given that the power input has remained constant for all the measurements. We suspect
this behaviour could be a result of two things. First, as a result of a residual voltage at the dual-layer
capacitance (𝐶𝑑𝑙) as the hold time between stimulation cycles was arbitrarily taken. This can result
in different initial conditions between measurements and affect the charging process. The second
consideration is that the power provided in the circuit is given by the buffer, which is limited by a finite
gain bandwidth. Therefore, this makes the buffer unable to follow the sharp transitions resulting in a
sharp peak at its output. This response could vary for each charging process resulting in an overall
different power to the output.

To measure the accuracy of the charge metering, we generated a plot shown in Fig. 4.8 comparing
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Figure 4.7: Dual-layer capacitor voltage for different counts indicating the stimulation intensity. The measurements were per-
formed with 𝑅𝑡𝑖𝑠 = 1𝑘Ω and 𝐶𝑑𝑙 = 1𝑢𝐹

the charge measured by the charge metering scheme 𝑄𝑐𝑚 and the charge measured across the dual-
layer capacitance 𝑄𝑐𝑑𝑙. For some counts, we could not synthesize the HDL (i.e. 11, 12, 16 and 21);
we have interpolated the data to show a linear trend. The results show an increasing linear trend for
larger counts with small variability resulting from the stochastic error imposed on our measurement by
the oscilloscope sampling frequency.
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Figure 4.8: Stimulation intensities. 𝑄𝑐𝑚 indicates the calculated charge as the sum of individual charge packets by the charge
metering scheme. 𝑄𝑐𝑑𝑙 represents the actual charge measured across the dual-layer capacitance. The blue trace on the right
plot shows the charge measurement error, 𝑄𝑐𝑚−𝑒𝑟𝑟𝑜𝑟 = 𝑄𝑐𝑑𝑙 − 𝑄𝑐𝑚−𝑚𝑒𝑎𝑠, and the red and blue trace show the estimated error
for 10𝜇𝐴, and 5𝜇𝐴 𝐼𝐴𝑣𝑔−𝑏𝑖𝑎𝑠 current, respectively.

Moreover, the results indicate a gain error as the charge metering measurement is 9.5% greater than
the actual charge 𝑄𝑐𝑑𝑙 for 𝑁 = 10 and 11.8% for 𝑁 = 24. As previously discussed, this gain occurs
by the bias current of 𝑐𝑜𝑚𝑝1, 𝑐𝑜𝑚𝑝2 and 𝑐𝑜𝑚𝑝3. The datasheet for 𝑐𝑜𝑚𝑝3 specifies that the bias
current (𝐼𝑏𝑖𝑎𝑠) has a minimum value of 5𝜇𝐴 and a typical value of 2.5𝜇𝐴. Thus, a calculation of the bias
current errors was made for both values. The charge metering 𝑐𝑜𝑚𝑝1, 2 were connected alternately in
the charge-metering scheme, contributing to the 𝐼𝑏𝑖𝑎𝑠 error. The non-inverting and inverting inputs of
𝐶𝑜𝑚𝑝3were connected across the H-bridge 𝑉𝐻𝐼𝐺𝐻 and 𝑉𝐿𝑂𝑊 node, respectively. The current injected by
the non-inverting terminal was injected into the tissue and eventually measured by the charge metering
scheme. However, the inverting terminal injected 𝐼𝑏𝑖𝑎𝑠 only to the charge metering scheme, increasing
the error to 2𝐼𝑏𝑖𝑎𝑠.

The time that the bias current integrates into the charge metering scheme can be used to approx-
imate the error. From Fig. 4.7, it is known that the cathodic phase for 𝑁 = 10 lasts 2.53ms. Thus,
the error made by the charge-metering for the minimum bias current value of 10𝜇𝐴 was calculated,
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resulting in a 25.3𝑛𝐶 error. The same calculations were carried out for all the number of counts and
for both the minimum (10𝜇𝐴) and typical (5𝜇𝐴) bias current values as displayed in Fig. 4.8 with the
red and yellow trace, respectively. As shown in red, the estimated error for 2𝐼𝑏𝑖𝑎𝑠,𝑚𝑖𝑛 = 10𝜇𝐴 declines
from the measured error for larger counts. However, as shown in yellow, the estimated error with
2𝐼𝑏𝑖𝑎𝑠,𝑡𝑦𝑝 = 5𝜇𝐴 fits better with the measurements, indicating a gain error of 2𝐼𝑏𝑖𝑎𝑠,𝑡𝑦𝑝 will be included
in the measured charge.

4.3. PCB Measurements in Vitro
To validate the proposed stimulator’s functionality in vitro, we tested it using real electrodes immersed
in a phosphate-buffered solution (PBS) to model the tissue environment. In Fig. 4.9, the stimulation
waveform and the voltage across the charge-metering capacitors are shown for 𝑁 = 10 and 𝑄𝑐𝑚 =
200𝑛𝐶. The number of counts were reduced to capture the ultra-high frequency stimulation pulses
applied to the electrode. A higher count number will result in a longer measurement time, making it
more difficult for the oscilloscope to capture the stimulation pulses. Based on the results, it is expected
that the electrode demonstrates similar impedance characteristics with the linear ETI.
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Figure 4.9: Stimulation waveform using real electrodes 𝑉𝑙𝑜𝑎𝑑, and the voltage across the charge-metering capacitors 𝑉𝑐𝑢𝑛𝑖𝑡1, 2.

The measurements in Fig. 4.9 show that the stimulator can successfully apply ultra-high-frequency
pulses and charge the capacitance of the electrode. From the magnitude of the stimulation pulse,
we can estimate the capacitive part of the impedance given the measured charge. Neglecting the
error introduced by the non-idealities, the injected charge 𝑄𝐶𝑑𝑙 should be equal to 𝑄𝑐𝑚, that is, 200𝑛𝐶.
Therefore, given that the voltage build-up at the end of the cathodic phase is equal to 100𝑚𝑉, we can
estimate the capacitance to be equal to 𝐶 = 𝑄/𝑉 = 2𝜇𝐹. Moreover, we can estimate the resistance
of the electrode. We know that in each cycle, the inductor is charged by 𝑉𝑖𝑛 = 𝑉𝑝𝑒𝑎𝑘𝑠𝑖𝑛(2𝜋𝑓𝑠𝑡𝑖𝑚𝑡)𝑉,
where 𝑓𝑠𝑡𝑖𝑚 = 200𝑘𝐻𝑧, 𝑉𝑝𝑒𝑎𝑘 = 0.5𝑉 and 𝐿 = 300𝜇𝐻, the current stored on the inductor is given by:

𝑖𝐿 =
1
𝐿 ∫

𝑇𝑠𝑡𝑖𝑚/2

0
𝑉𝑖𝑛𝑑𝑡 =

1
𝐿𝑉𝑝𝑒𝑎𝑘

𝑠𝑖𝑛2(𝜋𝑓𝑠𝑡𝑖𝑚𝑇𝑠𝑡𝑖𝑚/2)
𝜋𝑓𝑠𝑡𝑖𝑚

(4.1)

Equation 4.1, obtains the peak current stored on the inductor, which is equal to 2.7𝑚𝐴. However,
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the voltage integration occurs within a smaller period due to the switching delays, reducing the stored
current. Moreover, the delays can result in power loss until the inductor discharges its stored energy
to the output. Additionally, in our estimation, we did not consider the voltage drop across the switch
used to charge the inductor, considering these assumptions, we can assume 𝐼𝑠𝑡𝑖𝑚 = 2𝑚𝐴. In order to
accurately depict the peak output stimulation voltage, a shorter measurement was performed as shown
in the green box in Fig. 4.9, where 𝑉𝑠𝑡𝑖𝑚 = 0.9𝑉. Therefore, we can estimate the resistance to be equal
to 450Ω.

The charge-balancing scheme stops the stimulation with a −20𝑚𝑉 residual voltage. This is similar
to the residual voltage obtained in the simulation and measurements with a linear ETI. As previously
discussed, 𝐶𝑜𝑚𝑝3 samples during the recovery time of the diode resulting in a false trigger. In the
simulation, the residual voltage was brought back to zero by introducing an additional delay at the
sampling time of 𝐶𝑜𝑚𝑝3. However, adding longer delay at the FPGA resulted in a non-synthesizable
code due to violations of the time constraints.

4.4. Power Efficiency Analysis
The main goal of this thesis is to implement a topology that will efficiently inject charge into the tis-
sue. Ultra-high frequency pulsed stimulation using inductive charging is a potential method that could
achieve a theoretical efficiency of 100%. However, the implemented circuit suffers from conduction
and switching losses that compromise the efficiency. In the following analysis, an estimation of the
power efficiency will be given, and it will be validated with the simulation and measurement results.
However, in the subsequent analysis, the gate charge losses are not included since the driving is done
by the FPGA, which is powered by the laptop. Usually, in an IC, one power supply is used, responsible
for driving the switches and providing the input power to the converter. Hence, the expression for the
efficiency regarding the conduction losses is given by (4.2)

𝜂𝑐𝑜𝑛𝑑 =
𝑃𝑡𝑖𝑠

𝑃𝑠𝑤,𝑏𝑏 + 𝑃𝑆𝑊,𝐻−𝑏
(4.2)

𝜂𝑐𝑜𝑛𝑑 =
𝑅𝑡𝑖𝑠𝐼2𝑠𝑡𝑖𝑚(𝑡)

𝑅𝑡𝑖𝑠𝐼2𝑠𝑡𝑖𝑚(𝑡) + 2𝑅𝑜𝑛,𝑏𝑏𝐼2𝐶ℎ(𝑡) + 𝑅𝑜𝑛,𝑏𝑏𝐼2𝑠𝑡𝑖𝑚(𝑡) + 𝑉𝐷𝐼𝑠𝑡𝑖𝑚(𝑡) + 2𝑅𝑜𝑛,𝐻−𝑏𝐼2𝑠𝑡𝑖𝑚(𝑡)
(4.3)

Since the circuit operates in two phases with a varying current, its notation for the charging and stim-
ulation phase current is 𝐼𝑐ℎ(𝑡) and 𝐼𝑠𝑡𝑖𝑚(𝑡), respectively. Hence, during the charging phase 𝐼𝑠𝑡𝑖𝑚(𝑡) = 0
while during stimulation phase 𝐼𝑐ℎ = 0. Moreover, some charge is stored on the charge metering and
the electrode-tissue interface capacitors. During the process of stimulation, it is possible to recycle the
stored charge back to the circuit. However, the amount of energy that can be recovered is limited by
the finite efficiency of the system and the electrical parameters of the electrodes [7][108]. For a good
electrode design, there is not much charge build and thus possible to be recovered from the ETI. On
the other hand, we have considered the voltage drop across the charge metering capacitors since it
periodically tops to 𝑉𝑟𝑒𝑓 and shorts to ground. The average power lost due to the capacitor charging is
expressed in (4.4).

𝑃𝑐𝑚−𝑎𝑣𝑔 = 𝑉𝑎𝑣𝑔𝐼𝑎𝑣𝑔 =
𝑉𝑎𝑣𝑔𝑄𝑡𝑜𝑡
𝑇𝑐𝑎𝑡ℎ

(4.4)

Where the 𝑄𝑡𝑜𝑡 is the total injected charge over the cathodic period 𝑇𝑐𝑎𝑡ℎ and 𝑉𝑎𝑣𝑔 is the average
voltage across the measuring capacitors, which is equal to 𝑉𝑟𝑒𝑓/2. The average power dissipation is
in the order of a few micro-Watts, while the average power dissipated in the electrode is in the order of
a few milli-Watts.

For the efficiency measurements, we have considered the average energy transferred from the
input source to the load for integer stimulation cycles. To obtain the input current, an 11Ω resistor was
placed at the output of the buffer, and we measured the voltage difference across it using a differential
probe. The resistor was placed within the buffer loop to correct for the voltage drop and supply the
buck-boost converter with 𝑉𝑖𝑛, as shown in Fig. 4.3. Likewise, the power dissipation at the output
was calculated by 1

𝑇 ∫𝑉
2
𝑙𝑜𝑎𝑑/𝑅𝑡𝑖𝑠𝑑𝑡 using Matlab. As shown in Fig. 4.3, 𝑉𝑙𝑜𝑎𝑑 was measured with a

differential probe. The measurements were obtained for various loads (i.e. 500Ω, 680Ω, 1𝑘Ω, 1.8𝑘Ω),
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and different input voltages, while the input frequency was kept fixed at 200𝑘𝐻𝑧. The results are
shown in Fig. 4.10. As expected, the efficiency is higher for larger tissue resistance values since it
dominates the conduction losses involved in the power conversion. As the resistance decreases, the
on-resistances of the switches dominate the power losses. Similarly, the more energy is conveyed
for larger input voltages, the less critical the conduction losses become. Moreover, the output voltage
depends on both the input voltage 𝑉𝑖𝑛 and the tissue resistance 𝑅𝑡𝑖𝑠, hence, the measurements for
𝑅𝑙𝑜𝑎𝑑 = 1.8𝑘Ω were stopped when the peak voltage reached 5𝑉. Exceeding this voltage could result
in the conduction of the safety diodes of the buck-boost converter or even damage the IC.

0.5 1 1.5 2

Voltage Pk-Pk (V)

15

20

25

30

35

40

45

50

55

60

E
ff
ic

ie
n
c
y
 (

%
)

R
load

=220Ohm

R
load

=680Ohm

R
load

=1kOhm

R
load

=1.8kOhm

Figure 4.10: Measurement of the power-conversion efficiency.

As various power supplies provide power to the IC components, it is possible for a portion of the load
power to be supplied as leakage energy. Although it is not anticipated that this leakage energy will have
a significant impact on the charge injected into the tissue, we have performed simulations to precisely
replicate the experimental setup. The results, shown in Fig. 4.11, follow the measured values with a
slight overestimation. This overestimation is owed to a few things; First, the passive components used
in the simulation are ideal and purely reactive, increasing the power savings compared to the actual
circuit. Second, the simulations were done with minimal parasitic capacitance (𝐶𝑝𝑎𝑟 = 1𝑓𝐹) between
the nodes and the ground. On the PCB, the actual capacitances between the nodes and ground are
higher, and for each period, these nodes are charged and discharged, resulting in an efficiency drop.
Additionally, the finite trace length increases the inductance on the signal path, negatively affecting
the circuit’s efficiency. This becomes especially relevant in ultra-high frequency pulsed stimulation
where 𝑑𝑖/𝑑𝑡 results in voltage drop across the power path. Finally, unlike the actual measurement, the
𝑅𝑙𝑜𝑎𝑑 = 1.8𝑘Ω were simulated for all 𝑉𝑖𝑛 since the switches did not clip to the power supply.
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Figure 4.11: Simulated efficiency using the manufacturer component models
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The present chapter presents the outcomes of a study that aimed to evaluate the feasibility of a
UHF pulsed stimulator concept. The measured results indicate that the proposed charge metering and
balancing schemes can provide effective and safe stimulation. Moreover, the peak efficiency of the
circuit, which was the primary objective of the study, was found to be 55%, demonstrating the potential
of an alternative stimulation paradigm.

In the upcoming chapter, the possibilities and limitations of the design will be discussed, and the
efficiency of the UHF pulsed stimulator will be compared with other stimulator types.



5
Discussion & Conclusions

5.1. Discussion
The main research question in this thesis is whether using a circuit that directly relays the available
energy from the wireless link into the tissue without intermediate filtering can increase the power ef-
ficiency in wirelessly-powered neurostimulation for chronic migraine and cluster headache patients.
Based on the existing literature, inductively wirelessly-powered neurostimulators use a rectifier and a
switched-mode power converter to regulate the received voltage into a constant power supply. The
current methods inject constant current into the tissue. In the case of constant-mode stimulation, they
do that with a current source at the output, while for a voltage-mode stimulator, a well-controlled power
converter is required to track the changes in the current and account for them. However, the efficiency
depends on the voltage ratio between the power supply and the tissue voltage and any difference will
result in excess energy dissipation. Even more, this dependency can lead to lower efficiency, espe-
cially for multichannel stimulation, where the impedance of each channel is different. In the case of
voltage-mode stimulation, the charge controller should be done for each channel individually, making
the system’s scalability more challenging. On the contrary, UHF pulsed stimulation has proven effec-
tive in neuron excitation and omits the voltage dependency at the output. Therefore, in this work, we
have adapted this method to receive energy directly from the coil and inject it into the tissue, bypassing
the conversion stages mentioned before. Finally, to obtain a well-controlled physiological response,
the neurostimulator should be able to control the injected charge. Regarding safety, the charge ac-
cumulated at the ETI should be recovered back to zero after stimulation to avoid tissue and electrode
damage. The study explores whether using a single circuit can improve the power efficiency by reduc-
ing the number of components and provide an effective and safe neurostimulation solution.

5.1.1. Charge metering
A novel charge metering scheme, presented in [107], was adapted to our neurostimulator circuit. The
charge-metering circuit uses two capacitors to integrate the current into a voltage that represents the
injected charge and two comparators to perform as a 1-bit ADC when a voltage reference is reached.
By adjusting the comparator output counts 𝑁, the reference voltage 𝑉𝑟𝑒𝑓, and the measuring capac-
itance value 𝐶𝑢𝑛𝑖𝑡, we can adjust the total injected charge 𝑄𝐶𝑑𝑙 = 𝑁 × 𝐶𝑢𝑛𝑖𝑡 × 𝑉𝑟𝑒𝑓. In this design,
𝐶𝑢𝑛𝑖𝑡 = 100𝑛𝐹 and 𝑉𝑟𝑒𝑓 = 200𝑚𝑉 were selected for 𝑁 ∈ [10, 24] resulting in 20𝑛𝐶 charge resolution.
Furthermore, this topology can be further reduced to a one-channel current integration by exploiting
the charging time of the inductor. This leads to a reduction in the number of components required,
resulting in the use of only a single capacitor and a comparator.

The measurements of the charge metering circuits have shown the ability to control the charge in
linear ETI model and in in-vitromeasurements. However, we have discussed that the delay of the con-
trol loop time, the bias current of the comparator, the parasitic capacitance introduced by the switches
and the comparators and the switching artefacts due to the switches can limit the accuracy of the cir-
cuit. Therefore, those specifications must be taken care of when designing an IC. Our measurements
indicated that the bias current of the comparator was the primary source of gain error, accounting for
11.8% when 𝑁 = 24. The circuit could measure (𝑄𝑐𝑚) a charge range from 182𝑛𝐶 to 450𝑛𝐶, including
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the abovementioned error, while the measured injected charge across the dual layer capacitance 𝑄𝐶𝑑𝑙
ranged from 167𝑛𝐶 to 404𝑛𝐶. However, both values are smaller than the ideal injected charge, and
this discrepancy occurs due to the charging of the parasitic capacitance at the nodes of the buck-boost
converter, the H-bridge and the charge metering scheme. The tolerance of the measuring components
will also add to the discrepancy between the measured and the ideal value. Besides the error due to
the non-linearities, the system demonstrated a linear trend against the changes in the count number,
which is essential when a physician uses the device to adjust the parameters empirically.

Testing the circuit with a smaller measurement capacitor, 𝐶𝑢𝑛𝑖𝑡 = 10𝑛𝐹, and 𝑉𝑟𝑒𝑓 = 200𝑚𝑉 re-
sulted in oscillations by 𝐶𝑜𝑚𝑝3 since the charge rate of 𝐶𝑢𝑛𝑖𝑡 was increased. A smaller unit capacitor
translates to a higher potential at the input nodes of the 𝐶𝑜𝑚𝑝3 before the residual voltage of the dual
layer increases. As a result, the oscillations at the output, due to the RLC, grow, resulting in toggling
output. The fast-rising signal couples to the FPGA pins and interferes with the charge metering FSM.
A feedback loop should be used to add hysteresis and avoid oscillations at the output of 𝐶𝑜𝑚𝑝3.

5.1.2. Charge Balancing
In this circuit, the charge balancing scheme consists of 𝐶𝑜𝑚𝑝3 that is connected across the load.
While 𝐶𝑜𝑚𝑝3 is continuously connected to the load, only the data acquired at a frequency of 𝑓𝑠𝑡𝑖𝑚
are utilized by the FPGA, with the resolution of the charge balancing being dependent on the specific
stimulation and electrode parameters. For 𝑓𝑠𝑡𝑖𝑚 = 200𝑘𝐻𝑧, 𝑉𝑖𝑛−𝑝𝑒𝑎𝑘 = 1𝑉, 𝑅𝑡𝑖𝑠 = 1𝑘Ω and 𝐶𝑑𝑙 = 1𝜇𝐹,
the system obtains a resolution of approximately 400𝜇𝑉. However, due to the limited delay that the
FPGA could generate, 𝐶𝑜𝑚𝑝3 could only sample the voltage across the load during the beginning of
the charging phase, which was affected by the recovery time of the diode resulting in earlier termination
of the stimulation. Thus, the residual voltage obtained in the measurements ranged between −16𝑚𝑉
to −20𝑚𝑉.

Since 𝐶𝑜𝑚𝑝3 is connected across the load during all the stimulation phases, it makes the output
trigger in response to every input activity and interferes with the charge metering. More specifically,
it was encountered during the first and the last counts of the cathodic and anodic phases, that the
𝐶𝑜𝑚𝑝3 output will toggle in response to load oscillation as a result of the stimulus. The unpredictable
output response is undesired because it could lead to the following hypothetical scenarios. Firstly,
it can generate oscillations that couple through the FPGA pins, resulting in glitches on the designed
FSM. Secondly, depending on the layout of the PCB, the noise can also couple between the ICs,
generating EM interference and compromising the reliability of the circuit. For instance, in our layout
shown in Fig. 5.1, the output of 𝐶𝑜𝑚𝑝3 is traced over the 3.3V power supply routed along the ground
plane, as indicated by the green arrow. Similarly, the outputs of 𝐶𝑜𝑚𝑝1 and 𝐶𝑜𝑚𝑝2 are routed over
the same trace, which capacitively couples them with 𝐶𝑜𝑚𝑝3. Therefore, when the 𝐶𝑜𝑚𝑝3 output
toggles, it can generate a current along the power supply trace proportional to 𝐶𝑐𝑜𝑢𝑝𝑙𝑒𝑑 ⋅ 𝑑𝑉/𝑑𝑡. With
a very conservative 𝐶𝑐𝑜𝑢𝑝𝑙𝑒𝑑 value of 1𝑓𝐹 and 1𝑛𝑠 rising time, a 3.3𝜇𝐴 current can couple through
the trace, which could interfere with the sensitive FPGA input pins. There are a few suggestions that
would mitigate this effect. If it is not feasible to avoid overlapping sensitive and fast-rising signals, or
implementing a 4-layer PCB is not possible, it is advisable to include a decoupling capacitor next to the
cross-sectional area. The exposed power trace has the potential to behave as an inductor, thus, it is
beneficial to include filtering in the proximity where the two traces interact.

Furthermore, to mitigate any potential issues caused by EMI and maintain signal integrity, it is ad-
visable to use a slower comparator to limit the bandwidth of the board. It is worth noting that the input
of the comparator remains connected during the entire stimulation process. Hence, when designing
an IC, it is preferable to enable and disable the comparator using a control signal to prevent the output
of 𝐶𝑜𝑚𝑝3 from responding to its input and thereby reduce power dissipation.

5.1.3. Digital Control
For the digital part, a CMOD S7 was used with a clock frequency of 12𝑀𝐻𝑧, and five main FSM codes
were created to complete the functionality of the circuit; two for the charge metering, one for the counter,
one for the charge balancing and one for the stimulation.

Initially, the output signals of two comparators, 𝐶𝑜𝑚𝑝1 and 𝐶𝑜𝑚𝑝2, demonstrated a metastable
output, resulting in unreliable signal counting. In an attempt to correct the issue, the output signals
were fed into two cascaded D flip-flops to synchronize the signal and generate a clear logic HIGH.
However, this approach did not resolve the issue either. For that reason, the clock frequency was
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Figure 5.1: The layout of the PCB. The output traces of 𝐶𝑜𝑚𝑝1, 𝐶𝑜𝑚𝑝2, and 𝐶𝑜𝑚𝑝3 are routed over the 3.3𝑉 power supply,
as shown with the blue, orange and green arrows, respectively. At the points where the nodes intersect, the power supply node
is unfiltered, which can act as an antenna that couples energy caused by the oscillations of the output node of 𝑐𝑜𝑚𝑝3.

increased to 300MHz, and two additional FSMs were designed, with four states each. By doing so, the
output signals of 𝐶𝑜𝑚𝑝1 and 𝐶𝑜𝑚𝑝2 were sampled, and an output HIGH was generated by the FSMs if
the input signal wasHIGH regardless of its metastable condition. This approach enabled the generation
of a reliable signal that could be accurately counted. The operation of the FSMs is as follows: it first
starts from the IDLE-PG-c1,2 state. When btn2 is 𝐻𝐼𝐺𝐻, it transitions to the Initial-stand-c1,2 state.
If 𝑐𝑜𝑚𝑝1, 2 output triggers HIGH within twenty-one clock cycles, it outputs comp1-reg-reg-1p equal to
HIGH and then moves to the Wait-loop-c1,2 state for seven clock cycles and drives the signal LOW
before returning to the Initial-stand-c1,2 state. Thus, the output generated by the FSMs was used as
input to the counter for charge metering.

Increasing the frequency to 300MHz introduced timing limitations since the circuit could not process
all the operations in one clock cycle. This is why some designs with different count numbers could not be
synthesized (i.e. N: 11, 12, 16, 23, 24, 25). The most straightforward solution for this issue is to scale
the clock frequency lower and adjust the timer registers introduced in Comp1-reg-reg-1p and Wait-
loop-c1,2. By using a lower frequency, the allowed time for the digital circuit to complete an operation
is increased. Although this solution could relax the time constraints, the relation operators introduced
for the time register in different states of the FSM also impose complexity and slow down the digital
circuit. To improve the performance, the relation operators should be broken down into smaller stages
to minimize the complexity and allow for parallel processing in different pipeline stages, increasing the
overall processing speed. As explained in Subsec. 3.4.2, relation operators are used in all main FSMs,
therefore, adding pipelining stages should be applied to all of them to improve the time constraints.

5.1.4. Power Efficiency
The goal of the project was to improve the total efficiency of the stimulator by bypassing the power con-
version stages used in conventional power management schemes and directly stimulating the tissue
with non-regulated energy. By doing so, first, we hypothesized that the power conversion efficiency
would increase since only one circuit is used. Moreover, the circuit can omit the off-chip filtering capac-
itors used at the output of the rectifier and the switched-mode power converter. Besides the increase
of the area resulting from those capacitors, they also require complex circuitry to charge them adiabat-
ically and preserve the efficiency of the system. Therefore, our topology uses a buck-boost converter
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that utilises an inductor to flux energy and discharges it into the tissue. By fluxing the inductor only once
at 𝑓𝑟𝑒𝑠, more specifically during the positive cycle of the sine wave, it effectively acts as a resistance
that draws current from the LC tank. As a result, the efficiency of the system increases compared to
the conventional system since only one buck-boost converter is used.

Additionally, the defluxing of the inductor makes the system independent of the driver losses that
would otherwise be present if a current source were used. Alternatively, as mentioned, a capacitor
should be controlled adiabatically in the case of a voltage mode stimulation. Furthermore, the stimula-
tion is current-steered since the inductor directly discharges into the tissue. Therefore, by controlling
the flowing current to the inductor, we control the injected charge into the tissue without depending on
the tissue load. This method allows the stimulator to work with different electrode types and multiple
channel configurations. However, in this design, care should be taken at the layout of the device to
keep the parasitic capacitance at the output low and thus minimise the gate charging losses.

Our circuit wasmeasured for 𝑉𝑖𝑛 ranging from 0.5𝑉𝑝𝑒𝑎𝑘 to 2𝑉𝑝𝑒𝑎𝑘 and different 𝑅𝑡𝑖𝑠: 220Ω, 680Ω, 1𝑘Ω
and 1.8𝑘Ω. For 𝑅𝑡𝑖𝑠 = 1.8𝑘Ω, the input voltage was limited to 1𝑉𝑝𝑒𝑎𝑘 to avoid damaging the analogIC
switches. The efficiency of the system increased for higher loads as the conduction losses impacted
less, and the circuit demonstrated a peak efficiency of 56% with the measured values being in line with
the simulations.

The efficiency of current mode stimulators is dependent on various factors, such as the number of
channels, the impedance of the electrodes, and the target stimulation intensity. A rough estimate for a
current mode stimulator is that it typically requires a current output of a few milliamperes to generate
a sufficient stimulation potential at the tissue. However, this is just a rough estimate and the actual
efficiency can vary significantly based on the specific requirements and constraints of the application.
Additionally, the power management employed in WPT systems adds to the losses of the system.
For example, the first circuit in a stimulation system is a rectifier that converts the AC signal to DC.
Its efficiency is poor due to large voltage drops or increased reverse currents. However, an active
rectifier with offset control can achieve a peak measured efficiency of 80%, as demonstrated in [113]. A
switched-mode power converter is used after the rectifier to regulate the voltage to a fixed supply, which
can achieve an efficiency of about 80 − 90%. Subsequently, we will calculate the theoretical efficiency
of the neurostimulator with the fixed and adaptive power supply and compare it with the measured
efficiency of our stimulator. For that purpose, we will consider two current drivers, a source and a
sink, that provide a bipolar stimulation pattern. In order to estimate the efficiency of a current-mode
stimulator with a fixed power supply, we will consider the linear model of the ETI with a series connection
of 𝑅𝑡𝑖𝑠 and 𝐶𝑑𝑙 representing the tissue resistance and the double-layer capacitance, respectively, and
the current sources providing the current through it, as shown in Fig. 5.2 a). On the other hand, Fig. 5.2
b) shows the stimulation current and voltage waveforms across the ETI for a biphasic stimulation with a
pulse width of 𝑇𝑠𝑡𝑖𝑚. The power transferred to the load during the cathodic and anodic stimulation can
be expressed by the instantaneous power dissipated across the tissue resistance 𝑅𝑡𝑖𝑠 and the power
provided to charge and discharge the dual-layer capacitance 𝐶𝑑𝑙 integrated over a stimulation cycle,
as shown in Equations (5.1) and (5.2) for the anodic and cathodic phase, respectively.

Figure 5.2: Simplified load model for efficiency analysis. (a) Linear ETI model with tissue resistance (𝑅𝑡𝑖𝑠) and dual-layer
capacitance (𝐶𝑑𝑙). (b) Stimulation waveforms for current-mode stimulation.
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(5.1)
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1

𝑇𝑠𝑡𝑖𝑚
∫
3𝑇𝑠𝑡𝑖𝑚

2𝑇𝑠𝑡𝑖𝑚
𝐼𝑠𝑡𝑖𝑚(−

𝐼𝑠𝑡𝑖𝑚
𝐶𝑑𝑙

𝑇𝑠𝑡𝑖𝑚 + 𝐼𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠 +
𝐼𝑠𝑡𝑖𝑚
𝐶𝑑𝑙

(𝑡 − 2𝑇𝑠𝑡𝑖𝑚)𝑑𝑡
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𝐼2𝑠𝑡𝑖𝑚
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𝑇𝑠𝑡𝑖𝑚
(5.2)

Therefore, the efficiency of stimulation power, with a fixed supply voltage VDD, is determined by the
ratio between the power transferred to the load and the power drawn from the supply rails,

𝜂𝑓𝑖𝑥𝑒𝑑 =
𝑃𝑡𝑖𝑠(𝑐𝑎𝑡ℎ𝑜𝑑𝑖𝑐) + 𝑃𝑡𝑖𝑠(𝑎𝑛𝑜𝑑𝑖𝑐)

𝑃𝑠𝑢𝑝
= 2𝐼2𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠
2𝐼𝑠𝑡𝑖𝑚𝑉𝐷𝐷

= 𝐼𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠
𝑉𝐷𝐷

(5.3)

In the context of an adaptive power supply, the supply voltage (𝑉𝐷𝐷) can be expressed as 𝑉𝐷𝐷,𝐴𝑑𝑎𝑝𝑡 =
𝑉𝑡𝑖𝑠+𝑉𝐶𝑑𝑙,𝑝𝑒𝑎𝑘+𝑉𝐶𝑜𝑚𝑝𝑙(𝑡), where 𝑉𝑡𝑖𝑠 represents the voltage drop across the tissue, 𝑉𝐶𝑑𝑙,𝑝𝑒𝑎𝑘 represents
the peak voltage across the charged dual-layer capacitor, and 𝑉𝐶𝑜𝑚𝑝𝑙(𝑡) represents the time-dependent
voltage compliance. Substituting the traditional 𝑉𝐷𝐷 with 𝑉𝐷𝐷,𝐴𝑑𝑎𝑝𝑡 allows for the evaluation of the
efficiency of the neurostimulator with an adaptive power supply. The efficiency of the neurostimulator
with an adaptive power supply can be expressed as follows.

𝜂𝑎𝑑𝑎𝑝𝑡 =
𝐼𝑠𝑡𝑖𝑚 ∗ 𝑅𝑡𝑖𝑠
𝑉𝐷𝐷,𝑎𝑑𝑎𝑝𝑡

= 𝐼𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠
𝑉𝑡𝑖𝑠 + 𝑉𝑉𝐶𝑑𝑙,𝑃𝑒𝑎𝑘 + 𝑉𝐶𝑜𝑚𝑝𝑙(𝑡)

(5.4)

The neurostimulator described above functions by providing constant current to the target tissue
using a fixed and adaptive power supply. In the work by Arfin et al. [7], a Switched-Mode Power Con-
verter (SMPC) was developed to regulate the current output based on changes in 𝑉𝑙𝑜𝑎𝑑, thus reducing
losses in the electrode resistance. To reverse the current polarity for the anodic phase, the duty cycle
is inverted, and an additional capacitor 𝐶𝑚𝑖𝑑 is used to increase the voltage of 𝑉𝐸𝑙2 to 𝑉𝑚𝑖𝑑. This en-
ables the stored charge at the 𝐶𝑚𝑖𝑑 and the dual-layer capacitance 𝐶𝑑𝑙 to be recovered and results in
efficiency enhancement. To calculate the efficiency, the power required is estimated by integrating the
power of the ETI and the stored energy in 𝐶𝑚𝑖𝑑. The energy injected into the ETI experiences losses
due to the finite efficiency of the SMPC. To determine the energy consumed by the SMPC, the energy
components are divided by its efficiency, 𝜂𝑆𝑀𝑃𝐶. Thus, the supplied power during the cathodic phase
can be given by Equation 5.5.

𝑃𝑐𝑎𝑡ℎ =
1
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∫
𝑇𝑠𝑡𝑖𝑚

0

1
𝜂𝐴𝑑𝑖𝑎𝑏,𝑆𝑀𝑃𝐶

(𝑉𝑚𝑖𝑑𝐼𝑠𝑡𝑖𝑚 + 𝐼2𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠 +
1
2𝐶𝑑𝑙

𝐼2𝑠𝑡𝑖𝑚𝑡)𝑑𝑡

= 1
𝜂𝐴𝑑𝑖𝑎𝑏,𝑆𝑀𝑃𝐶

(𝑉𝑚𝑖𝑑𝐼𝑠𝑡𝑖𝑚 + 𝐼2𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠 +
1
2𝐶𝑑𝑙

𝐼2𝑠𝑡𝑖𝑚𝑇𝑠𝑡𝑖𝑚)
(5.5)

During the anodic phase, power is recovered from the mid-rail supply voltage 𝑉𝑚𝑖𝑑 and the dual-layer
capacitance 𝐶𝑑𝑙, with a fraction dissipated across the tissue resistance. To estimate the energy returned
to the power supply, we can multiply the power components by the efficiency of the SMPC, denoted
as 𝜂𝑆𝑀𝑃𝐶. Therefore, the following equation can be used to express the power returned to the power
supply during the anodic phase.
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𝜂𝑉𝐶𝑆,𝐴𝑑𝑖𝑎𝑏 =
𝑃𝑡𝑖𝑠
𝑃𝑠𝑢𝑝

= 2𝐼2𝑠𝑡𝑖𝑚𝑅𝑡𝑖𝑠
𝑃𝑐𝑎𝑡ℎ + 𝑃𝑎𝑛𝑜𝑑

(5.7)

To evaluate and compare the different stimulation methods, a stimulation scenario was devised
for a low-density electrode array. The simplified RC model depicted in Figure 5.2 was utilized, with
electrode parameters set to 𝑅𝑡𝑖𝑠 = 1𝑘Ω, 𝐶𝑑𝑙 = 1𝜇𝐹, and a stimulation phase period of 𝑇𝑠𝑡𝑖𝑚 = 400𝜇𝑠.
These selected electrode parameter values were derived from [108], which employed an iridium oxide
electrode. For the fixed power supply, the voltage potential was set at 𝑉𝐷𝐷 = 12𝑉, while for the adaptive
power supply, 𝑉𝑡𝑖𝑠,𝑝𝑒𝑎𝑘 was quantized for its full range with a resolution of 𝑁 = 4. An offset on the
quantized value was added for the current source compliance voltage, set at 𝑉𝑐𝑜𝑚𝑝𝑙 = 200𝑚𝑉, as
shown in Figure 5.3a.

The efficiency of each method was evaluated and compared as a function of the stimulating current,
ranging from 0 − 10𝑚𝐴. Fig. 5.3b shows the efficiency of each method based on the analysis made
above. However, in wireless power transfer, the power management is done by the rectifier and the
SMPC to provide either a fixed or adaptive power supply. For the rectifier, we assumed an efficiency
𝜂𝑟𝑒𝑐𝑡 = 80% and for the SMPC, we assumed 𝜂𝑆𝑀𝑃𝐶 = 90%. In contrast, for the adiabatically driven
SMPC used in [7], we used the reported 𝜂𝐴𝑑𝑖𝑎𝑏,𝑆𝑀𝑃𝐶 = 50%. Hence the total efficiency of a wireless-
powered stimulator with a fixed, adaptive and adiabatically driven power supplies is given by Equations
(5.8), (5.9) and (5.10), respectively.

𝜂𝐹𝑖𝑥𝑒𝑑,𝑊𝑃𝑇 = 𝜂𝑟𝑒𝑐𝑡 × 𝜂𝑆𝑀𝑃𝐶 × 𝜂𝐹𝑖𝑥𝑒𝑑 (5.8)

𝜂𝐴𝑑𝑎𝑝𝑡,𝑊𝑃𝑇 = 𝜂𝑟𝑒𝑐𝑡 × 𝜂𝑆𝑀𝑃𝐶 × 𝜂𝐴𝑑𝑎𝑝𝑡 (5.9)

𝜂𝐴𝑑𝑖𝑎𝑏,𝑊𝑃𝑇 = 𝜂𝑟𝑒𝑐𝑡 × 𝜂𝑉𝐶𝑆,𝐴𝑑𝑖𝑎𝑏 (5.10)
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Figure 5.3: (a) Fixed supply (𝑉𝐷𝐷), adaptive power supply 𝑉𝐷𝐷,𝐴𝑑𝑎𝑝𝑡 and the peak tissue voltage (𝑉𝑡𝑖𝑠,𝑝𝑒𝑎𝑘 = 𝑉𝑡𝑖𝑠 + 𝑉𝑐𝑑𝑙) vs.
the stimulation current (𝐼𝑠𝑡𝑖𝑚). (b) Neurostimulator power efficiency for fixed (𝑉𝐷𝐷) and adaptive power supply (𝑉𝐷𝐷,𝐴𝑑𝑎𝑝𝑡) and
𝑉𝑉𝐶𝑆,𝐴𝑑𝑖𝑎𝑏 vs. stimulation current (𝐼𝑠𝑡𝑖𝑚). (c) Total efficiency, including the efficiency of the wireless power management scheme.
Calculations were based on the following parameter: 𝑉𝐷𝐷 = 12𝑉, 𝑅𝑡𝑖𝑠 = 1𝑘Ω, 𝐶𝑑𝑙 = 1𝜇𝐹, 𝑇𝑆 = 400𝜇𝑠 and a 4-bit resolution for
the adaptive power supply.

Moreover, the measured efficiency of the UHF stimulation was plotted. The stimulating current
for the measured UHF stimulator efficiency corresponds to the peak current measured at its output.
There are a few noteworthy points to consider regarding this value. Firstly, the measured values are
lower when compared to the expected value and the current measured on the inductor, which can be
attributed to the transition losses. Additionally, due to the frequency scaling required to accommodate
switch delays, the neurostimulator remains inactive for half of the period (i.e. 2.5𝜇𝑠), resulting in a low
average current value. As illustrated in Figure 5.3c, the UHF method demonstrates an improvement in
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efficiency compared to other methods where the total efficiency is impacted by the power management
circuits and the neurostimulator efficiency. However, it is essential to note that this is not a direct
comparison between systems. For example, the UHF circuit was implemented in a PCB with a much
lower frequency than what it was designed for.

5.2. Conclusion and Contribution
The development of aminiaturized, long-lastingmedical device for stimulating the occipital and supraor-
bital nerves is required to suppress the pain of patients suffering from chronic migraine and cluster
headaches. The device must be designed to be wireless, have the ability to control the injected charge,
and have a small residual charge at the end of a stimulation cycle to ensure efficacy and safety. The
limitations of conventional systems, such as AC-DC conversion and stimulator stage efficiency, and
the lack of charge control in voltage-mode stimulation, must also be taken into consideration during the
design and development process. The end goal is to create a device that is both effective in relieving
pain and safe for patients to use.

This thesis presented the design and development of a novel inductively powered UHF neurostimu-
lator. The design uses an inductor to store energy from the link and make a voltage-to-current conver-
sion to inject charge into the tissue. A symmetric topology was also studied, but it was concluded that
the original circuit was a better option for the operating distance of the implant. The circuit also includes
two channels that measure the charge across measuring capacitors 𝐶𝑢𝑛𝑖𝑡1, 2 and two comparators.
To detect whether the voltage across the capacitors reached the reference voltage level. By adjusting
the number of counts, the injected charge 𝑄𝐶𝑑𝑙 = 𝑁 × 𝐶𝑢𝑛𝑖𝑡1, 2 × 𝑉𝑟𝑒𝑓 also changes, this modification
is necessary to ensure that the injected charge meets the required threshold for nerve stimulation. A
charge balancing scheme, using an additional comparator, 𝐶𝑜𝑚𝑝3, is adapted to prevent charge ac-
cumulation across the electrode-tissue interface. The proposed design was successfully designed and
tested on a PCB, demonstrating its feasibility as a proof of concept.

The circuit was tested using a linear model of the electrode-tissue interface, with a resistance 𝑅𝑡𝑖𝑠,
of 1𝑘Ω and dual-layer capacitance 𝐶𝑑𝑙 of 1𝜇𝐹. The results showed that it was effective in controlling the
injected charge. With a sensing capacitor of 100𝑛𝐹, a reference voltage of 200𝑚𝑉, and N ranging from
10 to 24, the prototype measured stimulation intensities from 182𝑛𝐶 to 450𝑛𝐶. The measurements
showed an increase of 9.4% and 11.8% for N=10 and N=24, respectively, compared to the injected
charge (167nC to 404nC), reflecting the gain error due to the input bias current of the comparator, which
corresponds to the estimated charge error caused by the bias current. The parasitic capacitance of
the board led to a 16% offset in the measured values compared to the ideal values. Moreover, using a
smaller measuring capacitance caused larger oscillations at the output and toggling of 𝐶𝑜𝑚𝑝3, leading
to a larger discrepancy between the measured and injected charge due to an earlier shift in the charge
metering channel. Finally, the charge-balancing circuit effectively reduced the residual voltage within
the safe range. For the tested range, residual voltages from −20𝑚𝑉 to −16𝑚𝑉 were obtained. The
charge balancing effectiveness was also measured using real electrodes, obtaining a residual voltage
of −20𝑚𝑉. Those values are well within the strict safety limit of −50𝑚𝑉.

In the final analysis of the implemented circuit, the power efficiency was evaluated, and the results
indicated that the design showed improved efficiency compared to conventional wirelessly-powered
neurostimulators across a wide range of stimulation parameters and tissue impedances. However,
it is important to note that the definition of efficiency utilized in the evaluation was based only on an
electronic perspective. As a result, it must be acknowledged that charge threshold parameters and
waveform stimulation efficiency may deviate from a biological point of view.

In conclusion, the implemented novel design achieved efficient stimulation while preserving effec-
tiveness and safety. This works adds a new approach to the existing knowledge on developing efficient
wirelessly-powered neurostimulators.

5.3. Recommendation for Future Work
• Design and test the neurostimulator using the wireless link: In the initial design phase of
the topology in question, a wireless power link was proposed and evaluated through simulation
to assess its efficiency. However, the implementation of this wireless link was omitted in the final
PCB design to reduce complexity and facilitate the characterization of the board. Nonetheless,
to fully validate the functionality of this topology, it is imperative to incorporate the wireless link
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and perform comprehensive characterization and testing with the neurostimulator.

• Wireless data transfer: In order to improve the system design in the future, a wireless com-
munication link needs to be incorporated to allow for data transfer between the transmitter and
receiver. This will enable the ability to adjust the input power and stimulation parameters based
on fluctuations in the coupling.

• Energy efficiency of UHF pulsed stimulation: The current work only evaluates the efficiency
of the UHF pulsed stimulation from a circuit perspective and makes certain assumptions that may
not hold true in real-world conditions. In reality, the electrode-tissue interface is a non-linear load,
and charge transfer occurs through twomechanisms. This means that relying solely onOhm’s law
may result in incorrect conclusions. To accurately assess the efficiency of the UHF stimulation,
an analytical study must be performed using a neuron model that considers the biological effects.
Additionally, the stimulation parameters used in this work were based on values commonly used
in current-mode stimulation and derived from the strength-duration curve. However, it is important
to note that the strength-duration curve depends on the stimulation parameters, and as such, it
must be revised for other waveform stimulation techniques.

• Multichannel stimulation: The UHF stimulation topology allows for the use of multiple channels
by alternating the current flow to different electrodes. To maintain the scalability of the charge
metering circuit, time-interleaving should be performed only after completing a full charge count.
To do this, the count needs to be registered for each individual electrode used for stimulation. This
operation was not implemented in the current prototype, but future revisions should incorporate
additional switches and modify the hardware description language (HDL) accordingly.

• Optimisation of the FPGA HDL: The clock frequency and time registers utilized in this UHF
stimulation topology were determined empirically, resulting in time constraints in the logic design.
To overcome this limitation, a theoretical approach should be used to determine the optimal clock
frequency and implement a pipeline architecture. The current design uses a uniform clock fre-
quency for all processes, which increases the power consumption of the FPGA. In future designs,
it is recommended to design finite state machines (FSMs) with different clock frequencies and use
synchronizers to transfer data between clock domains. Additionally, adding logic to enable and
disable clock signals in different parts of the FPGA can improve the power efficiency and should
be taken into consideration when designing an integrated circuit.
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