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ABSTRACT

The increasing dangers of unfairness in machine
learning (ML) are becoming a frequent subject of
discussion, both, in academia and popular media.
Recent literature focused on introducing and as-
sessing algorithmic solutions to bias in ML. How-
ever, there is a disconnect between these solu-
tions and practitioners’ needs. By interviewing 30
ML practitioners of diverse backgrounds across 16
countries, and presenting them with a simulated use
case, our study aims to investigate common fairness
practices among professionals and how these are
influenced by their backgrounds. The results reveal
a superlative disparity among academia and indus-
try practitioners. We also identify different prac-
tices in fairness and data exploration stages, influ-
enced by the educational background as well as the
level of experience of practitioners. Our study also
finds how demographics have an impact on several
aspects, such as willingness to accept and support
legal actions taken against ML discrimination. In
accordance with our findings, we suggest several
actions that can be taken to improve fairness so-
lutions, and we also highlight future directions for
fairness research that can cause a positive impact
on the way fairness is perceived by practitioners.

1 INTRODUCTION

In recent times, we have come across an increased reliance on
machine learning (ML) technologies as these were incorpo-
rated into decision-making roles that embraced a discernible
impact on our lives [43, 48]. Consequently, several problems
have arisen. Of particular concern has been the fairness issue,
omnipresent in the tech industry and even mainstream media.
Countless examples such as Amazon’s hiring tool discrimi-
nating against women [10, 36] or bias towards black people
in criminal sentencing [2, 9, 14] prompted serious debates.
However, ML harms are not limited to these prevailing ex-
amples, further instances of this problem range from bias in
search engines [11, 37] to facial recognition systems perform-
ing poorly on underrepresented groups [17, 44, 46, 47, 52,
54]. The steadily growing coverage of events of this nature,
at times misinterpreted, triggered a societal reaction aiming
to tackle injustice in machine learning. Subsequently, in-
stitutions all over the world formulated fairness guidelines,
targeting these concerns from a legislative standpoint [20,
24]. Furthermore, researchers and practitioners across dis-
ciplines also reacted to this trend by devising solutions to di-
minish ML harms.

These solutions are based on different fairness notions that
practitioners are meant to aim for [13, 19, 27]. However, be-
ing conflicting, these definitions are far from perfect, as it is
not possible to satisfy all of them simultaneously [21, 26, 29,
51]. To make it easier for ML professionals to carry out better
fairness practices, some companies developed so-called fair-
ness toolkits such as Microsoft’s Fairlearn [5], IBM AIF360
[4], Google Fairness Indicators [55], and Aequitas, from The

University of Chicago [42], in addition to a broad range of
other captivating alternatives practitioners can opt for [1, 3,
49]. However, literature also brings to light the limitations
of these. They are highly contextual, not applicable un-
der certain models and their usability is poor [18, 22, 30,
32]. In short, the rationale behind the inability to tackle bias
in ML has best been diagnosed as a disconnect between cur-
rent fairness solutions and practitioners’ needs [16, 23, 25,
40, 501.

We aim to fill this gap by studying practitioners’ perspec-
tives. Through 30 semi-structured interviews with machine
learning specialists across 16 countries, we investigate how
different backgrounds lead to different views on ML harms.
We interviewed professionals from different sectors, roles,
levels of experience, educational backgrounds, countries of
origin, and gender, trying to answer the following question:
To what extent does background influence how ML practi-
tioners consider ML harms beyond the limited algorithmic
solutions? Answering this question can contribute toward re-
ducing bias in machine learning by gaining a broader per-
spective on practitioners’ views. Our study reveals a remark-
able difference between academia and industry practitioners,
as well as how different educational backgrounds affect prac-
tices, together with the impact other demographics have on
practitioners’ views on fairness.

The following section of this paper will discuss related
work and motivation for our research. In section 3, we will
describe the adopted method together with the reasons be-
hind choosing it. The key findings of our research will be
displayed and analyzed in section 4. In section 6, we will re-
flect on the limitations of our study and suggest how future
research can develop our work further. In chapter 5, we dis-
cuss the reproducibility of our study and its ethical aspects.
Finally, our conclusion will be presented in chapter 7.

2 BACKGROUND AND MOTIVATION

Literature on algorithmic fairness has grown exponentially
between the late 2010s and early 2020s. A central subset of
this research has been devoted to investigating Al harm as
well as its roots. These studies provide enlightening insights
such as indicating that poor people are more vulnerable to
ML harms, or that algorithmic biases reflect our society [31,
41]. However, machine learning does not differentiate be-
tween useful biases and discriminatory ones so studying them
is not as trivial as it may seem [6]. This struggle faced by
researchers in the field is best explained by Tal Zarsky who
claimed that automated discrimination is more abstract, un-
intuitive, subtle, and intangible than regular discrimination
[56].

That is why researchers shifted their focus towards the con-
struction of fairness guidelines and tools. They did so by bas-
ing their work on mathematical definitions of fairness [19,
13, 27]. However, literature has also proven these to be
misleading given their contextual nature. Let us take the
concept of ‘demographic parity’; according to its definition,
which indicates each class should receive positive outcomes
at equal rates, it is fair if we only accept the qualified ap-
plicants in one demographic and random individuals in an-



other as long as their percentages match [19]. Such scenar-
ios, next to the fact that some of these definitions cannot be
satisfied simultaneously, expose the flaws of fairness defini-
tions many of which are being used regardless [21, 26, 29,
511.

Despite the defects of fairness metrics, literature has exten-
sively concentrated on the creation and use of fairness toolk-
its based on these metrics. The toolkits are usually open
source solutions that enable developers to find and mitigate
bias in their Al models with a series of bias mitigators and
fairness metrics [1, 3, 49]. Although companies introduced
these toolkits as an attempt to further cultivate proper fair-
ness practices, when releasing their toolkits, they already in-
dicated their limitations explicitly. IBM indicated that their
toolkit should only be used when there is an established no-
tion of protected attribute and outcome variables and when
humans collect these variables [4]. Microsoft also stated that
their toolkit, Fairlearn, could not mitigate stereotyping harms,
denigration harms or representation harms [5].

As time went by, researchers found even more problems
with these tools, including important gaps in different stages
of the ML pipeline such as data sampling or proxy analysis
[30]. An overlooked gap lies in the fact that while literature
claims that rows with missing values are the most relevant in
terms of fairness, most toolkits simply ignore or remove these
rows [32]. Some of the limitations of these toolkits relate to
their usability. Research reveals the concerning difficulty of
learning how to use fairness toolkits due to its poor user inter-
face, lack of documentation, or oversimplification [30]. The
remaining usability concerns revolve around transparency. To
some extent, these are less easily avoidable because the ‘curse
of dimensionality’ leads to opacity in ML debiasing tools
[12]. Further reasons for a lack of transparency may include
organizational or administrative secrecy as well as complex-
ity or other preexistent structural factors [7]. Opacity leads to
misuse and overtrust of any interpretability tool [25]. There-
fore there is a significant danger of fairness toolkits being em-
ployed in inappropriate scenarios, or being wrongly used as a
proof of total fairness of an Al system [30].

Although, as discussed throughout this section, there has
been a remarkable effort put into studying the limitations of
fairness metrics and toolkits, to our knowledge, not many re-
searchers have focused on analyzing the practitioners them-
selves. The ones that did so, obtained valuable information.
They concluded that Al students do not tend to think about
ethical aspects of their models unless told to do so. Students
also think that companies designing these models should be
held accountable for ML harms rather than the developers
themselves [33]. Literature also found that machine learning
practitioners consider data collection and pre-processing the
most important stages in the ML pipeline [40]. Furthermore,
practitioners need solutions to be suitable for all types of
models. For instance, literature found that practitioners who
work on ranking, recommendation, or speech synthesis tasks,
cannot easily apply the existent fairness tools [40]. On top of
that, practitioners also need to be able to use such tools with-
out having access to sensitive features. This relates to a lack
of help when it comes to collecting and curating high-quality
datasets that practitioners need to begin with, as well as most

fairness solutions assuming access to certain demographics
many practitioners lack [23]. Most of the aforementioned
research involving ML practitioners arrives at the common
conclusion that there is a disconnect between practitioners’
needs and fairness solutions as these are driven by algorith-
mic methods available rather than practitioners” demands [16,
23, 25, 40, 50].

While most of these studies focus on ML practitioners’
needs, our goal is to study the way these practitioners ap-
proach fairness, whether they think about it at all when build-
ing a model, and how this is affected by their background,
which, to our knowledge, has not been done before. Previ-
ous studies do not consider practitioners’ gender, educational
background, country of origin, or other demographics. There-
fore our research aims at determining the extent to which
background influences how ML practitioners perceive fair-
ness. We will also use these findings to suggest what direction
current solutions should steer toward.

3 METHOD

For the most part, our research contains two different seg-
ments: an extensive literature review, and an empirical study.
In the course of the literature review, we intended to gather
a profound understanding of sources of harm in ML, the
solutions that are currently used, and the limitations these
carry. To better understand how background influences the
way practitioners deal with these harms, we included an em-
pirical element by conducting 30 semi-structured one-on-one
interviews. This empirical work will be described in the fol-
lowing subsections.

Preparations

Our study commenced with an in-depth literature review.
This investigation led to the elaboration of an extensive list of
sources of harm in machine learning. This list can be found
in Appendix A. Thereafter, we began to develop Jupyter note-
books with datasets that incorporated most of the sources of
harm we had specified in our list. While devising these note-
books, our goal was to be able to share them with different
ML experts, in order to contemplate whether these practition-
ers notice the potential harms, and what they would do to
tackle them.

In particular, two different use cases were developed, both
belonging to the medical sector. In the first one, a hospital is
trying to predict whether diabetic patients will be readmitted
within 30 days. The second one consists of an insurance com-
pany trying to predict high healthcare utilization. We chose
these use cases because, being in the same domain, they both
involve interesting yet not widely studied datasets, prevent-
ing practitioners from being already familiar with such a use
case, and ensuring the validity of our study. A design brief
of both use cases can be found in Appendix C. To imple-
ment them, we used two publicly available datasets, which
already contained several of the problems we wanted to in-
clude, such as uneven data distribution or irrelevant attributes.
The remaining sources of harm from our list, such as missing
values or duplicates, were added synthetically. The resulting
datasets can be found on GitHub [38]. Additionally, to also



study how practitioners interact with fairness solutions, we
provided them with fairness toolkits. For those without previ-
ous experience with such tools, we elaborated a brief demo on
how to use them. The toolkits provided were AIF360 [4] and
Fairlearn [5], equally distributed among participants. We con-
sidered these toolkits representative enough of the full range
of functionalities offered by such solutions. In Appendix C
several screenshots can be found that provide an enhanced
perspective on the way these notebooks look like. The com-

plete notebooks can be found on GitHub [39].

Practitioner Technology / Role Interviewee ID
Student NA P5, P9, P10
P11, P12, P13
P18, P28
Developer Federated Learning P4
Data Scientist P6, P13, P16
P23, P26, P27
Data Engineer P15
ML Engineer P7
IT Assistant P17
Fintech P21, P22, P30
Mobility P24
Recommender Systems P25
Researcher Computer Vision P8, P14
Predictive Maintenance P1
Ethics P2
Information Systems P3
Trustworthy Al P10
Medical Al P19, P20
Speech Recognition P24
Cognitive Networks P29

Table 1: Overview of participants and their background

Participants

While selecting participants we sought to obtain a diverse
subset of practitioners. Their background was defined in
terms of role, sector, level of experience, educational back-
ground, country of origin, and gender. We interviewed stu-
dents, developers, and researchers among others. These are
involved in different technology areas ranging from recom-
mender systems to speech recognition or computer vision. A
more detailed overview of the participants can be found in Ta-
ble 1, together with their interviewee ID, which will be used
throughout the paper to refer to specific practitioners. Fur-
thermore, 6 practitioners self-reported as female and 24 as
male. 8 candidates come from an Asian country, 13 from Eu-
ropean ones, 8 from North-American countries, and 1 from
South America. Additionally, Figure 1 displays the educa-
tional background of the interviewees. Twenty of them [P1-

P4, P10-P12, P14, P16, P18, P19, P21-P23, P25-P30] had
previous experience with at least one fairness toolkit. The
rest did not. Various practitioners [P5, P13, P17, P20], re-
ceived ethical training as part of their bachelor’s degrees. The
recruitment process took place in different ways, including
Al-related Slack and Discord communities, LinkedIn direct
messages, word-of-mouth, and mainly, direct connections or
referrals from other participants.

MSc Robotics  m—
MSc Electrical Engineering  n———
Finance MBA
BSc Mech Engineering  ne—
BSc Applied Math — =e———
BSc Electrical Engineering  n——
BSc Industrial Design
MSc Computer Science
MSc Artificial Intelligence — n—
MSc Data Science
BSc Psychological Methods s
MSc Mech Engineering  e—
BSc Biomed Engineering
MSc Embedded Systems — n—
BSc Computer Engineering  ——
BSc Computer Science
MSc Control and Simulation s
BSc Aerospace Engineering s
%

0 5 10 15 20 25

Figure 1: Most common degrees pursued by interviewees

Interviews

The interviews started with several background questions to
get to know more about the participants. These consisted of
demographic questions such as country of origin and gen-
der, as well as questions about their work, educational back-
ground, and machine learning experience. Afterward, practi-
tioners were presented with a use case. When introduced to
the use cases, participants were asked to explore the dataset
to determine the feasibility of the assigned task. They could
do this by coding or simply thinking out loud and telling us
what they would usually do in practice. In this fashion, we
studied the number of potential harms practitioners detect as
well as the way they deal with them, and their awareness of
the consequences these actions can lead to. Finally, a few
ending questions were asked, mainly regarding their view on
fairness, their experience with toolkits, fairness practices at
the company they work for, and general questions about bias
in machine learning. A complete overview of the interview
questions can be found in Appendix B.

Interviews with specialists who had previous experience
with fairness toolkits lasted one hour. However, 2-hour in-
terviews were conducted with the remaining participants. We
decided it would be of more interest to use two different use
cases on these practitioners. In the second use case, we would
let them use a fairness toolkit for the first time. The rationale
behind this choice is that this way, we could study how prac-
tices among ML developers differ when using or not a toolkit.
These participants had to be shown a demo explaining how
such a tool works. Appendix C contains images of these de-
mos. Because of the additional use case and demo, we opted
for a longer interview duration.

To guarantee the viability of the study, pilot interviews
were conducted. These pilots induced the improvement of
several aspects of the interviews, including managing the



content to ensure its feasibility under the given time con-
straints. Furthermore, most interviews were conducted re-
motely, therefore, Google Colab was used to enable partic-
ipants to run the Jupyter notebooks on their machines. Mi-
crosoft Teams was also used for conducting and recording the
interviews. We also used its built-in transcription tool. For
the sake of analyzing the interviews, the transcript was cor-
rected while watching the recordings. Simultaneously, notes
were taken about the background of participants as well as an-
swers to the introduction and ending questions. Furthermore,
key moments were also timestamped. Depending on the stage
of the interview, these moments were manually labeled as
‘harm identification’, ‘data exploration practice’, ‘building of
the model’, ‘model evaluation’, and ‘use of fairness toolkit’.
As they were working on the use cases, some practitioners
provided interesting opinions or considerations with or with-
out being prompted by the interviewee. These were labeled
as ‘judgments’.

All participants were asked for consent before being
recorded. These recordings were transcribed as anonymized
text and then deleted within two weeks after the interviews.
By signing a consent form, participants also agreed to be
anonymously quoted in research outputs. They were notified
that the information they provided could be used for writing
an academic publication. Additionally, any personal infor-
mation collected about participants that could identify them
was not shared beyond the study team. They were also in-
formed that they could refuse to answer any questions as well
as withdraw from the study at any time without having to give
a reason. Lastly, we would like to indicate that during this
process we carefully followed the research ethics guidelines
of the Delft University of Technology.

4 FINDINGS

This section aims to outline the discoveries made by virtue of
our research and the conducted interviews. These findings are
categorized into various subsections. For each of them, we
elaborate on the implications they bring and how certain ele-
ments can be explored further by future research. Although
unrelated to practitioners’ backgrounds, some findings were
still added for the interest of the reader.

Discrepancies in data exploration practices

Practitioners without a computer science-related background
tended to look at data exploration from different perspectives.
For instance, P1, whose educational background is in indus-
trial design, mentioned the following:

“[My exploratory steps] would involve talking to
people rather than looking at the data... See how
they use similar [patient readmission prediction]
systems right now if at all. [...] [I would] map out
the process. .. " .

This distinctive approach may bring certain advantages to
people coming from less purely technical fields. However,
several concerns were raised by our interviewees indicating
how some data scientists don’t have the right background to
work in such a role. P6 stressed the following:

“There are lots of data scientists that are making a
lot of money that are not very good at data science
right now, and I've seen my [former] company give
big money [to them] and they don’t know basics in,
like, training, splitting, or testing”.

Regardless of their background, it is perhaps interesting to
mention that most practitioners talked about the importance
of a close collaboration with domain experts or clients in the
exploratory stage. The only participants who did not explic-
itly express this need were students and researchers, with a
total of 26 interviewees advocating for such a collaboration.

Literature claims that practitioners will have to invest more
time in the fairness exploration stage than in the data explo-
ration stage [40]. We found that data exploration is where
practitioners spend most of their time. As P6 said, “Not hav-
ing the data cleaned up, is an issue all over the industry,
where maybe 75 percent of the time in data science is spent”.
Therefore, practitioners may be reluctant to spend even more
time in fairness exploration. As P14 putit: “There is no point
in doing a fairness assessment if there are no real harms tied
to [the data]”. Furthermore, fairness toolkits do not fix this
problem because as P2 indicated: “If [practitioners] use the
toolkit, they use it because they are aware of potential harms
but it won’t help [to find] things they are not aware of . This
may suggest that future research should be undertaken to find
time-efficient ways for practitioners to perform proper fair-
ness exploration.

Some practitioners specified that the training data should
be diverse. Furthermore, practitioners also indicated that this
data should accurately represent the context in which it will
be used. However, one of these two things may only be pos-
sible to achieve at the cost of the other. While some par-
ticipants, like P8, highlighted the importance of a balanced
dataset: “The data should be equally distributed if you want
to have the same probability of giving a correct answer for
each of the groups”, participants with a longer work experi-
ence in industry [P17, P24, P25] advocated for data that rep-
resents the real world. As P17 stated: “Data distribution de-
pends on the environment it doesn’t need to be 50-50”. One
way or another, this discrepancy is something that needs to be
dealt with, and perhaps, clearer guidelines around this notion
should be established in industry and academia.

Equality of opportunity vs Equality of outcome

When students and even industry practitioners, who were not
familiar with the notion of demographic parity, were intro-
duced to this concept for the first time, at first, they all thought
it was a good indicator of fairness when we described it to
them as the difference in the rate of positive outcomes be-
tween privileged and unprivileged classes. However, after we
explained to them the limitations such a concept has, with
real-life examples, all of them thought such a metric should
not be used to estimate fairness. We explained to them, how
demographic parity can potentially allow selecting only the
qualified applicants in one demographic and random individ-
uals in another as long as their percentages match [19].

This means people who are not aware of the limitations of
these metrics might still use them thinking they are fair, thus



blindly causing more ML harm than reducing it. Intervie-
wees who were already familiar with what demographic par-
ity entails, immediately indicated their preference against the
metric. P4 stressed: “Demographic parity does not indicate
any sort of fairness in a model”. However, we learned from
one of our interviewees [P12], a master’s student who interns
for one of the largest fairness toolkits, that they highly rely
on demographic parity: “At [my company] they think demo-
graphic parity is very important, it is like their main metric”.
Therefore we could argue that companies and fairness solu-
tions should stop blindly relying on those fairness definitions
that advocate for equality of outcome over equality of oppor-
tunity such as demographic parity.

Total fairness: When do practitioners stop trying?

During the interviews, we learned that most practitioners are
not concerned about fairness in the first place. Of the 10
people interviewed without previous experience with fairness
toolkits, none of them knew about fairness metrics. As P15
stated: “No one looks at fairness metrics”. After explain-
ing how they work, we asked these participants if they would
use such metrics. The same practitioner replied the follow-
ing: “If I am doing weather prediction, then no”. Another
practitioner [P9], stated the following:

“I am gonna be honest with you, I think in real-
ity all that really matters is that you have a model
with good performance that’s scalable accurate,
etc. However, if the application or if the use-case is
sensitive, then you have to readjust and you have to
include other metrics in your evaluation”.

We asked interviewees whether they think absolute fairness
is possible to achieve. In all the interviews, the answer was
a convinced ‘no’. As a follow-up question, we asked them
at what point they would stop trying to reduce bias. Many
participants were unsure how to answer this question. P12, a
student who interns for a fairness toolkit said: “The more [
work at [my company] I am not sure what fair is anymore”.
Some practitioners saw the process as something iterative but
most participants reflected on the contextual aspect of it. A
participant who works as a maintainer for a fairness toolkit
[P1] noted: “We tried to move away from fairness as an opti-
mization game to more thinking about the context”, or as P7
put it: “Ideal fairness depends on the area and the society
and people and business itself”. Another participant [P14]
reflected on the contextual aspect of fairness and how toolk-
its fail to account for it: “In many toolkits, they suggest that
if disparate impact is at least 0.8, you are good to go, but
you are not, this needs to be contextualized”. Another weak-
ness of fairness toolkits is that because different definitions of
fairness may produce entirely different outcomes [13], practi-
tioners may not know what metric to use, and toolkits do not
help with this. Moreover, literature shows that most of these
fairness notions include specific mathematical definitions that
most users are unfamiliar with [40]. This is further worsened
by the availability of several bias mitigation algorithms and
even the question of whether data should be debiased in the
first place.

One way or another, most interviewees see absolute fair-
ness as something impossible to achieve, and some of them

indicated that even after using all available fairness tools, you
only know you are being unfair when your product has fi-
nally been deployed and some user complains online about
it. This ‘paradox’ may make practitioners less proclive to
consider ML harms beyond the limited algorithmic solutions.
Regardless, the fact that many teams only focus on customer
complaints rather than proactive approaches when it comes
to fairness, is a clear symptom that there is a problem with
fairness solutions or how these are used.

Ethical sensitivity in students and practitioners

Nora McDonald and Shimei Pan suggest there is a need for
an increased presence of ethics in the computer science cur-
riculum [33]. This claim may be correct, because, as P14
stressed: “There is a danger of giving people too many tools
and not educating them on what they mean”. Universities
are already making a noticeable effort to increase the pres-
ence of ethics [45]. However, these efforts may not have a
large impact since it will be difficult to introduce ethics in the
curriculum without students just considering it ‘free points’
in the exams. In fact, we interviewed several computer sci-
ence students who had received ethical training as part of their
bachelor’s degree [P5, P13, P17, P20] and we failed to find
an increased ethical sensitivity in such students.

Another reason why computer science students are not suf-
ficiently concerned about the subject may be the fact that
when taught about it in class, the same problems are typically
brought up: Amazon’s hiring tool [10], criminal sentenc-
ing discrimination [2], and perhaps Taybot.ai [35] or some
examples of bias in image recognition [54] rather than in-
forming students about different instances of harm they can
relate to. Regarding practitioners, unfortunately, a similar
phenomenon occurs in fairness literature, where the intro-
duction chapter of most papers usually refers to the same
examples of bias in machine learning [6, 9, 18, 23, 33, 34,
40, 50]. Therefore practitioners’ perspectives on algorithmic
harms may be constrained to these instances, and that is why
it is important for future research to find more efficient ways
to engage students and practitioners in the ML fairness field.

Practitioners in industry vs academia

The most superlative difference in terms of the impact back-
ground had on participants, was found between practitioners
who work in industry and academia. This may be because of
the large difference between an academic setting and work-
ing in the industry. We found that academia tends to focus on
correct practices that industry practitioners ignore in real life.
P1 highlighted this difference:

“If I am gonna do things super nicely, I would first
split [the data] into a training set, a test set, and
then do the exploration on the training set and [so
on]. All those nice things, but in reality, does any-
body do that?”.

Another practitioner [P16], gave an example of this crucial
difference between expected practices and the industry set-
ting: “It could be that you collect data from really good de-
vices, and in the real world, people use a device they bought
for 20 euros from Ali Express”.



These discrepancies make industry practitioners and re-
searchers behave in a different manner. From one of our par-
ticipants [P22], we find that data scientists in their company,
unlike in academia, consider the legal consequences of their
actions rather than what they deem morally appropriate in a
given context. “By regulation, this should be dropped...”.
We also find that in industry, practitioners use fairness tools
mainly just to show correctness to non-technical people. P3
emphasized the following: “Toolkits are useful to connect
with business people and people who can’t code”.

We found further disparities between industry and
academia regarding the use of toolkits. The main one con-
cerns mitigation algorithms. Two practitioners [P16, P21]
explicitly stated they would only use mitigation algorithms
in research but never in production. P1, who, like P16, works
for a fairness toolkit, mentioned the following:

“This is gonna be very controversial but [...] 1
think, right now, honestly, fairness mitigation algo-
rithms are not really at the stage where they should
be routinely applied in practice”.

The same participant also suggested that, if you need miti-
gation approaches to be accurate or fair, you should always
question whether machine learning makes sense to use in that
context. P1 also explained that while using such algorithms,
you blindly optimize for something. This is, in part, because,
as P25 emphasized: “[Mitigation algorithms] are a little bit
difficult to understand. I've tried reading the papers a few
times”. The bias mitigation process was described as a shot
in the dark by multiple participants. This forces practitioners
to blindly search for their own solutions to improve fairness
scores. As P9 stressed:

“It is really important to understand how to com-
pute these, and how to draw the line between what
is actually bias and what isn’t, which is hard be-
cause this is subjective [...] It would be nice to be
able to track down or reverse engineer this because
having black box models outputting scores may be
not enough for deciding if the decision is fair or

”»

not .

This relates to the problem of explainability which was de-
scribed as a key concern by several interviewees working in
the industry. As P12 noted: “Explainability may be more
important [than fairness]”. Literature has shown that lack
of explainability may lead to practitioners ignoring an out-
come when their initial judgment differs from it [28]. When
these people have, or think they, have a strong background in
their domain, the likelihood of this happening increases. Fur-
thermore, these practitioners tend to be unwilling to listen to
unfamiliar viewpoints [8]. This problem is becoming increas-
ingly relevant as the ‘curse of dimensionality’ leads to opacity
in ML debiasing tools [12]. Therefore further work may be
needed to reinforce explainability in fairness solutions.

Apart from these concerns revolving around debiasing, in-
dustry practitioners find further limitations in current fairness
solutions that researchers do not necessarily face. First of all,
as one of the participants highlighted [P10], most of the re-
search on fairness is done in binary classification tasks. The
industry practitioners we interviewed, focus on a more varied

series of applications than interviewees in academia. There-
fore, their needs when it comes to dealing with ML harms go
beyond the currently available algorithmic solutions as these
applications cannot be represented by the mathematical defi-
nitions fairness metrics use [23]. As P24 put it:

“[The toolkit] is very academic at this point. It
does have a lot of metrics, and it is very useful, but
for work, or commercial settings, there are many
other things to account for”.

To summarize, while practitioners who work in academia
may be more sensitive to ML harms due to dealing with them
more often, industry practitioners face more limitations as
they work in real-world scenarios. Further work needs to be
done in the fairness field to address these limitations.

Responsibility in responsible AI

We find that several companies, follow the ‘right’ fairness
practices merely to avoid negative consequences legally, eco-
nomically, or through damages to the image of the company.
As P16 noted: “Fairness for many companies is just a small
checkbox”. This cynical behavior is extended to the prac-
titioners who work for such companies. When we intro-
duced our use-case to P22 and asked about their approach,
this interviewee pointed out the procedure they are instructed
to follow at their company: “By regulation, this should be
dropped...”.

As with P22, we find that participants who come from
North American countries or work for North American com-
panies are more willing to accept and support legal actions
taken against discrimination in Al than European partici-
pants. This may be a reflection of the amount of work un-
dertaken in the field in America as opposed to lesser efforts
by European law [53].

We also asked participants who they thought should be ac-
countable for fairness concerns. The responses were diverse.
Several participants [P17, P23, P26] claimed that developers
should be responsible. P23 expressed it clearly: “Fairness is
my own responsibility”. Other practitioners [P5, P13, P21,
P24] mentioned that companies, c-levels, product owners, or
someone else other than themselves should be liable for such
matters. For instance, P21 said: “The c-level people should
be responsible for [responsible ML questions]”.

One way or another, accountability in responsible Al, as
well as decision-making support, should be studied further
to be able to tackle responsible ML matters more efficiently.
Furthermore, it may be beneficial to devise separate tools and
approaches that differ from each other depending on practi-
tioners’ backgrounds rather than employing universal solu-
tions.

S LIMITATIONS AND FUTURE WORK

While this study considered how background affects sensi-
tivity to ML harms, it is important to keep in mind that eth-
ical sensitivity is a trait and also a skill that can be taught
or developed [15]. Therefore, it can be present regardless
of your background and there exist risks of false correlation
when studying how this background affects your moral stan-
dards when it comes to judging ML harms. Our study is also



limited by a small sample size of practitioners who do not
represent the full range of ML professionals. This can also
lead to a risk of false correlation.

Further limitations to this study correspond to the toolk-
its we presented practitioners with, the use cases we devised
as well as participation bias. We consider the information
collected and the participants recruited adequate to conduct
our study and reach the presented conclusion. However, we
could have collected further demographics of participants or
recruited a more diverse group. Therefore, future work can
focus on a larger subset of practitioners with even more di-
verse backgrounds. More techniques to obtain valuable in-
sights can be used such as focus groups or questionnaires.
Additionally, these studies could potentially involve a wider
variety of fairness solutions, using more than just two toolk-
its.

Our findings can be used for future research to try and im-
prove fairness solutions as well as produce new ones. Fu-
ture work could focus on studying in-depth each of the con-
cerns brought up throughout the paper such as finding time-
efficient ways to perform fairness exploration, establishing
clearer guidelines regarding data distribution, studying ways
to efficiently include ethics in the computer science curricu-
lum, increasing explainability of fairness solutions, defining
accountability in responsible ML, and increasing decision-
making support in the field. Regarding background, our study
found several disparities among practitioners, and therefore
future research may explore the possibility of developing dif-
ferent approaches or tools for different backgrounds.

Our research is partly motivated by a need for avoiding
misinterpretation of fairness and its metrics. We urge future
studies to take this into account by exploring the contextual
nature of fairness definitions and avoiding charging these po-
litically.

6 RESPONSIBLE RESEARCH

As human research is a core component of this study, several
ethical considerations are applicable. While conducting our
study, we consciously followed the rules and regulations of
the Delft University of Technology Human Research Com-
mittee. All interviewees read and signed a consent form. Par-
ticipants authorized being recorded. These recordings were
transcribed as anonymized text and then deleted within two
weeks after the interviews. Participants also agreed to be
anonymously quoted in research outputs. They were notified
that the information they provided could be used for writing
an academic publication. Additionally, any personal infor-
mation collected about participants that could identify them
was not shared beyond the study team. They were also in-
formed that they could refuse to answer any questions as well
as withdraw from the study at any time without having to give
a reason. Lastly, we would like to indicate that during this
process we carefully followed the research ethics guidelines
of the Delft University of Technology as well as the Nether-
lands Code of Conduct for Research Integrity.

Honesty, scrupulousness, transparency, independence, and
responsibility were values we always kept in mind while per-
forming our research. Regarding reproducibility, our study

can be replicated by following the method outlined in the
third chapter. Due to the diverse background of the par-
ticipants recruited and the availability of the tools used,
this study can be reproduced anywhere in the world by us-
ing a dataset that encompasses similar use cases and in-
cludes the harms we listed in our list of harms which can be
found in Appendix A. For the sake of reproducibility, inter-
view questions can also be found in Appendix B. The exact
datasets and notebooks used can also be found on GitHub [38,
391].

7 CONCLUSION

Our study provides key insights into the way background in-
fluences how ML practitioners perceive fairness. Several of
these findings will be epitomized in this section.

Among other discoveries, our study suggests how alterna-
tive educational backgrounds may bring advantages in fair-
ness considerations while posing the risk of practitioners not
being sufficiently prepared for a data science role. Both sides
should be taken into account when hiring the right candidates
for such positions. Similarly, we illustrate how depending on
the level of experience of practitioners, there are some dis-
crepancies with regard to how data should represent the con-
text in which it is used and how to deal with historical bias.
For better fairness practices regarding these factors, clearer
guidelines should be established.

We failed to find an increased ethical sensitivity among stu-
dents who received ethics training as part of their computer
science curriculum. We show how this may be improved by
presenting students and practitioners with a wider range of
instances of harm in ethics courses and literature.

This paper also offers a view into how researchers in
academia focus on aspects that practitioners in the industry
usually ignore. These practitioners appear to be more con-
cerned about legal consequences and regulations of the com-
pany they work for. We also show how, unlike researchers,
industry practitioners mostly use fairness toolkits just to show
correctness and communicate with business or non-technical
people. These differences and limitations should be consid-
ered when building and assessing fairness solutions.

Although independent of their background, we saw how
practitioners stand against demographic parity and associat-
ing fairness with equity. Therefore we argued that fairness
solutions should not include those fairness definitions that ad-
vocate for equality of outcome over equality of opportunity.

It is crucial to understand how practitioners act to improve
current fairness solutions. Furthermore, our findings suggest
that we may need different approaches or tools that differ ac-
cording to practitioners’ backgrounds. We encourage further
research to address this need together with all the concerns
outlined throughout the paper. We long for this effort to cause
a positive impact on the way fairness solutions are developed,
and hopefully, the way fairness is perceived by practitioners.
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A LIST OF SOURCES OF HARMS

A.1 Task
1. Undesired task
2. Task that only reproduces historical data pat-

terns (without allowing for novelty)

A.2 Input dataset and its transformations

Data attributes

1.

o op

Irrelevant attribute(s) for the task

Incomplete set of relevant attributes for the
task (not enough relevant attributes for the
task, missing relevant attributes)

Oversimplified attributes

Sensitive attributes (and use for training
and/or evaluation)

Proxies

Causal influences

Attributes transformation:
Definition/Removal of protected attributes
and/or other (irrelevant) attributes
Feature engineering (additional information

constructed through non-linear combinations
of data fields - eg. ratios)

Data population

Incorrect labels attached to data samples
(some problematic relation between the data
samples and labels) + Labeling & Annotating
(disagreements among labelers are silenced)

Representation too different from reality

Over/Under representation (difficulties and
harms of collecting more data about minori-
ties)

— How it created harms
— How fairness toolkits can miss this
— Quality of service

Population transformation: Oversampling &
Undersampling (this might be done with sim-
ple operations or with bias mitigation methods
through the dataset)

Concept Drift & Covariate Shift

Data ““errors”

Missing data

Outliers

Duplicates / near-duplicates

Handling of dataset “errors” (and impact on

trained model and model evaluation)
Replacement of missing values
Replacement/Removal of outliers

Reduction of similar (but not identical)
records

A.3 Building of models

1. The choice of algorithm, the choice of train-
ing objective, the choice of method to opti-
mize the model hyperparameters, the way the
model outputs are post processed, will all im-
pact the outputs of the model (and hence its
fairness). E.g. if you choose model hyperpa-
rameters only based on accuracy metrics, for
sure it won’t be great at fairness.

2. Model transformation:

Any change made in the model will lead to
changes in the outputs.

Application of fairness mitigation methods
and their challenges:

The methods do not lead to 100% fairness for
a specific metric, and can impact the other
metrics that are measured

Depending on when we apply the method,
if we do additional transformations (data or
model) later, then the outputs of the model can
change again (and not be 100% “fair”)

3. Other issues:

Environmental Impact of model training
Invisible worker

Potential harms for individuals/environment
outside the dataset.

A.4 Evaluation of models
1. Measurement Bias

2. Incomplete/irrelevant choices of protected at-
tributes, and protected groups

3. Incomplete/irrelevant choices of fairness met-
rics (Trade-offs between metrics)

4. Too large dependence on the metrics to evalu-
ate the model, despite their limitations

a.  Observations of the Output and not outcome
(difference in how different people are im-
pacted by a same output)

b.  Observations of the output and not final deci-
sion

c.  Parity only

5. (No) consideration of harms caused to people

that are not directly subject to the model pre-
dictions (e.g. if someone is not given a loan,
their family will also have problems.)



B INTERVIEW QUESTIONS

B.1 Background Questions
1. Demographics:

e

Where are you from?

b.  What is your gender?
c.  What is your educational background?
2. Experience with machine learning:
a.  Students
i. What is your experience with machine learn-
ing?

ii. Do you have any work experience in ML or
data science?

b.  Practitioners

i. Do you work in academia or industry?

ii. What is your role?

iii. What is your technology area? (NLP, Recom-
mender Systems, Chatbots, Vision, etc.) What
kind of task? (regression, classification, ...)
What kind of domain have you worked with
now and in the past? (e.g. banking, health-
care, etc.)

iv. For how long have you been working with ma-
chine learning/data engineering?

B.2 Introduce Use cases
. Use case 1 (Diabetes):

Management of hyperglycemia in hospitalized patients has
a significant bearing on outcomes, in terms of both morbidity
and mortality. However, there are few national assessments
of diabetes care during hospitalization which could serve as a
baseline for change. In this context, a hospital is looking into
ways to predict whether diabetic patients will be readmitted
within 30 days.

Hospital readmissions increase healthcare costs and nega-
tively influence hospitals’ reputations. In this context, pre-
dicting readmissions in the early stages becomes very impor-
tant since it allows prompting great attention to patients with
a high risk of readmission, which further leverages the health-
care system and saves healthcare expenditures.

The hospital has heard about the potential of introducing
an automated ML system to make this prediction. They are
giving you access to a large clinical database and they are
asking you to do some exploration and present a summary of
your findings: can they imagine automating this possibility?
If not, why? If yes, what would they need to do and consider?

Task description:

We are asking you to explore the use-case to answer this
question. Feel free to use any tool you would typically use if
you want to actually look into the dataset and/or model. We
can provide a Jupyter notebook in which both the dataset and
the toolkit are loaded.

Can you speak out loud to explain to us what you would
do to answer the question? [of course, you don’t necessarily
have to do everything you would do in practice, you can also
simply tell us about your plans]

. Use case 2 (Medical expenditure):

An insurance company has tasked you to develop a health-
care utilization scoring model that they will be able to employ
when deciding the price of insurance for individuals. The
model classification task is to predict whether a person would
have "high’ healthcare utilization. To complete the task, the
company has provided you with the 2015 Consolidated Med-
ical Expenditure data.

As in the previous use case that you have seen, I am asking
you again to speak out loud while trying to explore the use
case to answer this question. You can of course use any tool
that you would typically use, but you are encouraged to also
make use of the toolkit I just presented to you.

After the participants’ use-case exploration:

. What do you conclude from your exploration?
. Use-case 1:
— Do you think the hospital can automate its
task? If not, why?
— If yes, what would they still need to do?

—  What would be some difficulties the hospital
might face?

—  And especially, do you think the hospital can
use this dataset to determine if a patient would
need to be readmitted? Why, why not? What
other dataset?

J Use case 2:

— Do you think the insurance company can use
this model to determine whether a person
would have “high” healthcare utilization?

—  What would be some difficulties they might
face?

—  What would they need to do further?

. What would be your concerns?

. What interrogations did you have when going
through the process?

. What kind of challenges did you encounter?

. Were there things you would have liked to do

but could not do due to time, or due to the
tools available being limited? If there were,
could you elaborate on that now, what would
you have done and why?

B.3 Questions about toolkit
. What do you think of the toolkit?

. How complete do you think the toolkit is? Can
you rely solely on that?

. What do you think about ML toolkits and their
effectiveness? What do you think about the
metrics they provide? What problems do you
find in them?

B.4 Questions about harms they don’t mention
(See the list of harms).



B.5 Ending Questions
Practices at the company (if applicable)

To what extent do you use human monitoring
versus automation in your company to reduce
ML harms? Does this work?

Did you ever face a trade-off between fairness
and accuracy in your work?

Do you think absolute fairness is possible to
achieve? At what point do you stop trying to
reduce bias?

Experience with responsible ML / ML fairness

il.
1il.

iv.

ii.

ii.

Have you ever been confronted with ML mod-
els that can have a strong impact on certain
stakeholders?

If yes, what kind of impact was it?
How did you deal with that?

Did you proceed differently from other ML

models?

What kind of models were they? for what kind

of task and domain?

People now start talking about “responsible
ATI”. Have you heard about that? What does
that mean for you?

How have you learned about that? Training?

Self-learning? ...?

How much would you say you know about
that? Can you give some examples of what
you know? if they know some things, you can
try to ask some more specific questions, like
“ML fairness”, what is it for you?

To what extent is this important in/ relevant to

your work?

Responsibility: who do you think is respon-
sible for tackling responsible ML questions?
How does it work at your company? Are some
stakeholders tasked to look into it? who?

[For participants with experience]

1.
ii.
1ii.

What is your experience with Microsoft Fair-
learn / Al Fairness 360?

Why did you start working with this toolkit?
For how long have you been working with it?
How/when do you use it?
Did you have any machine learning ethics / re-
sponsible machine learning training? At uni?

At a company? Somewhere else? Please elab-
orate. How did you learn about these topics?

How would you describe your knowledge
about responsible Al in general? And about
fairness concepts more specifically?

Toolkit and change of perspective:
[For participants with experience]

After starting to use the fairness toolkit
did your perspective on algorithmic harms
change? If so, how?

Do you feel that, with the toolkit, your fair-
ness consideration is limited to only the prob-
lems/metrics shown by the toolkit? Or on the
contrary, do you feel like the toolkit helped
you identify problems you wouldn’t have con-
sidered otherwise?

[For participants with NO experience]

After using the fairness toolkit did your per-
spective on algorithmic harms change? If so,
how?

Do you feel that, with the toolkit, your fairness
consideration was limited to only the prob-
lems/metrics shown by the toolkit? Or on the
contrary, do you feel like the toolkit helped
you identify problems you wouldn’t have con-
sidered otherwise?

Toolkit comparison:

If they have experience using both Fairlearn
and Al Fairness 360, what are the differences
between the two?

Was there a reason why you chose to learn
how to use one toolkit over another?

When trying to explore the harms in a dataset,
do you choose a specific toolkit to help you do
so? If so, why would you choose one toolkit
over another?



C NOTEBOOKS

+ Code + Text

Design Brief

|- Dataset

Ahospital is looking into ways to predict whether diabetic patients will be readmitted within 30 days.
Hospital readmissions increase the healthcare costs and negatively influence hospitals' reputation. In this context, predicting readmissions in —
early stages becomes very important since it allows prompting great attention to patients with high risk of readmission, which further leverages
the healthcare system and saves healthcare expenditures.

The hospital has heard about the potential of introducing an automated ML system to make this prediction. They are giving you access to a
large clinical database and they are asking you to do some exploration and present a summary of your findings: can they imagine automating
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this possibility? If not, why? If yes, what would they need to do and consider?

We are asking you to explore the dataset (below) to answer this question. Feel free to use any tool you would typically use if you want to
actually look into the dataset and/or model. Can you speak out loud to explain to us what you would do to answer the question?
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~ Load required libraries

Figure 5: Overview of medical expenditure dataset

sys.path. insert(o,

Figure 2: Design brief of first use case
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Design Brief

An insurance company has tasked you to develop a healthcare utilization scoring model that they will be able to employ when deciding the price
of insurance for individuals. The model classification task is to predict whether a person would have ‘high' healthcare utilization. To complete

the task, the company has provided you with the 2015 Consolidated Medical Expenditure data.

As in the previous use case that you have seen, | am asking you again to speak out loud while trying to explore the use-case to answer this

X *Code +Tet Connect

~ AlFair360 Demo: Binary Classification with the German Credit Dataset
AIFair360 Demos: Binary Classification with
the German Credit Dataset

question. You can of course use any tool that you would typically use, but you are encouraged to also make use of the toolkit | just presented to e ——

you.

The goal of this tutorial i to introduce the basic functionality of Al Faimess 360 to an interested developer who may not have a background in
Contents bias detection and mifigation.

Set-up overed
N Biases and Machine Learning
You first need to install the required libraries for the project. The main libraries are the aif360 and sklearn ones. We also recommend using 1o Goman et ataset o

numpy or pandas to easily manipulate and explore the data e e g on a training dataset,where man S—

d ed y
:‘a‘;";‘r“:z‘;”‘“d“‘““ o provided. Thus, a machi ning algorithm will attempt to find patterns,
all aif3co[all] generalizations,in the training dataset to use when a prediction for a new instance is needed. (For example, one patten it might disc
g person has a salary > USD 40K and has outstanding debt < USD 5, they will repay the loan”)
Spitnto raining, valid
and testing data However,there are scenarios in which these pattems may not be fair. Imagine a situation in which our algorithms predict a posil

male candidates 80% of the time, but only 20% for females or vice versa. This is an example of bias in machine leaming. It can be caused by

Load required libraries

Learning a logistc regression
Classifer different circumstances like underrepresentation in training data.

Using a Faimess Unaware Model

Preprocessing Mitgation using AIFair360 is designed to help address this problem with fairmess metrics and bias mitigators.
eweighing

) 1. Falrmess metrics - can be used to check for blas in machine learning workflows.
Conclus

Fi 3: Design brief of d
tgure CSIEN Brict OF secOnd use case Figure 6: Overview of AIF360 demo

~ Dataset

Load the data.
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rable of contents. Ox
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Biasesand Machine Learing

“The goal of this tutorial is to introduce the b ality of Fairlearn to an interested developer who may not have a b
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detection and mitigatio
hatis Covered detection and mitigation.
Introduction

setup Biases and Machine Learning
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1 Crditcard DefaultDataset Amachine learing model makes predictions of an outcome for particularinstance. (Given an nstanc plication, predictf the
—— akes these prediotions based on  training dataset and thus will ry tofind patters, or
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he datasef (to make i bia However,ther ich these patters may not be fair. Imagine a situation in which our algorithms predicts a p

S 3 2 imess Unaware Model
4: Overview of diabetes dataset || e
Figure [P —
with Postprocessing 1. Faimess metrics - can be used to check for bias in machine learning workflows.
Rl sielit Fosipiocsssind) ries of fairess metrics, but Fairlearn mostly co Il metrice
———
z n R

Figure 7: Overview of Fairlearn demo
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