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Abstract

Language is an intuitive and effective way for humans to communicate. Large
Language Models (LLMs) can interpret and respond well to language. However, their
use in deep reinforcement learning is limited as they are sample inefficient. State-
of-the-art deep reinforcement learning algorithms are more sample efficient but cannot
understand language well. This research aims to study whether RL agents can improve
learning by utilizing language assistance and how LLMs can help them. A sentence
describing the agent’s environment is fed into an LLM to create a semantic embedding,
which is consumed by a recurrent Soft Actor-Critic (SAC) agent to create an agent that
can listen to natural language. This research shows that the best method for the agent
to consume the embedding is concatenating it to each observation. Also, LLM-based
embeddings lead to faster and more stable learning than non-LLM-based embeddings.
The agent is sensitive to noise in the embedding but not to the embedding’s dimension-
ality. The agent can generalize well across sentences that have a similar meaning to
sentences seen during training but are formulated differently, but it can not generalize
as well across sentences with unknown subjects and needs the subjects of the sentences
to be grounded in training. Lastly, this research shows that the proposed architecture
supports scaling language assistance to more complex environments.
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Chapter 1

Introduction

1.1 Problem Statement

Since the invention of computers and robots, people have sought to use them to make their
lives easier. To do so, interaction between these robots and people is necessary. People
often use language to communicate, abstract, and transfer knowledge of their environment
and decision-making [113]. Therefore, the ability to manipulate language could be an intu-
itive way for people to interact with robots and computers as it not only lowers the bar for
interfacing with them [19, 92] but also provides the possibility of improving user satisfac-
tion [142, 109].

The field that studies how to make computers understand language is called Natural
Language Processing (NLP). This field has made tremendous progress since the invention
of the Transformer [148], which has led to the creation of the Large Language Model (LLM)
that revolutionized language fields like translation [148], text generation [122], text under-
standing [34, 47, 125], and speech-to-text conversion [163]. More generally, LLMs gained
popularity because it allowed the creation of ChatGPT 1 which took the world by storm in
the spring of 2023. It provided a revolutionary way to interact with a computer as anyone
could ask any question, for which the system would create a human-like helpful answer.

However, this progress in intuitive interaction between people and computers has not
yet fully transferred to the field of Reinforcement Learning (RL), which is concerned with
learning how agents (for example, robots) should behave in an environment. As agents in
some circumstances need to interact with people, it would be helpful to understand language
to some degree. An example would be telling a robot that should bring food to customers:
’watch out, a glass fell and there is a puddle on the floor’. The robot should understand the
sentence and act accordingly.

LLMs cannot be directly used to learn an RL problem with language assistance, as
they are sample inefficient: they require a lot of data before they become powerful [25,
77], which is often not available in RL settings. RL algorithms are more sample efficient,
however, they cannot make sense of language as well as LLMs. They have been combined
in earlier research, mostly by using language to instruct the agent on reaching its goal.

1https://openai.com/blog/chatgpt
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1. INTRODUCTION

1. Data Gathering
”Describe this
environment...”

GPT-4

”Anvil left of you”
”There’s a feather”
”Watch out for ...”
... (3600 sentences)

2. Pre-training
”Anvil left of you”
”There’s a feather”

Embedder

Classifier

”Heavy”
”Light”

3. Reinforcement Learning
Environment

Agent
”Go left”

Observation
Embedder

”There’s a
feather”

Embedding
Linear

Linear

Linear

LSTMPolicy

Figure 1.1: High-level systematic view data collection, and the training regime of the agent.
The pre-training step trains the classifier and is not used for every experiment.

However, little research has been done on using language to inform the agent about its
environment and let the agent figure out the optimal path itself.

This research investigates how an RL agent can best respond to assistance about its en-
vironment through natural language. This is done by using LLMs from the NLP domain to
interpret the language by summarizing the meaning of a sentence into a vector. This vector
is called a semantic embedding. This embedding is used as input to an existing state-of-the-
art RL model. An overview of this flow is given in fig. 1.1. This study determines how to
enter the embedding into the agent and which existing method can best create these embed-
dings. It assesses how the agent responds to different amounts of noise and information in
the embedding, and lastly, it evaluates to which degree the agent can generalize over unseen
objects and sentence formulations.

1.2 Research Goals

This research aims to study whether RL agents can improve learning by utilizing language
assistance and how LLMs can help them. Semantic embeddings are used to interface be-
tween LLMs and RL agents, which means these embeddings must be entered into (or have
to be consumed by) the RL agent. Firstly, the research aims to determine the best method for
an RL agent to consume an embedding. Next, this research aims to discover how seman-
tic embeddings can best be created and specifically evaluates if LLM-based embeddings
lead to better RL performance than state-of-the-art embeddings before LLMs. These two
experiments investigate how to architect a language-assisted RL agent.

This agent is assessed on how it responds to changes in the amount of noise and in-
formation in the embedding. This aims to provide insight into how embeddings could be
improved and how to scale up to more complex environments. It aims to determine how
much the embedding properties (such as vector dimensionality, noise, and amount of rele-
vant information) impact the agent’s learning ability.

Lastly, a well-performing agent should not only be able to react to sentences it has seen
before but also to sentences it was not trained on. The agent is evaluated for generalization
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1.3. Thesis Outline

across unseen objects and linguistic formulations to find out if the agent just remembers how
to respond to specific sentences or whether it interprets sentences in a way that demonstrates
an understanding of underlying concepts and can apply that knowledge to novel situations.
In the case of generalization across unknown objects, this research is interested in whether
the agent can identify a property of the object that objects in the training set also have.

This leads to the following research questions.

RQ1 How can semantic sentence embeddings best be consumed by the RL
agent?

RQ2 Which existing approach can best generate semantic sentence embed-
dings?

RQ3 How do changes in the amount of information and noise in an embedding
affect the agent’s performance?

RQ4 How well can the agent generalize over unseen objects with similar prop-
erties?

RQ5 How well can the agent generalize over unseen linguistic formulations?

1.3 Thesis Outline

This thesis will follow the structure of fig. 1.2. Chapter 2 explains the theory behind RL
to prepare for the problem formalization and agent architecture, it will explain the state-of-
the-art in semantic embeddings, and give an overview of related research.

Next, chapter 3 will introduce the methodology, the problem formalization, data collec-
tion, hypotheses, the experiments to construct the agent, as well as experiments to evaluate
its performance. Chapter 4 will present the results of the experiments and attempt to confirm
or reject the hypotheses, after which chapter 5 discusses the results to answer the research
questions. It also gives the implications, limitations, and future directions of this research.
Lastly, chapter 6 will conclude the thesis by summarizing the work.

Figure 1.2: Research framework.
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Chapter 2

Background and Related Works

2.1 Reinforcement Learning

Reinforcement Learning (RL) is a field that aims to find ways to make agents in some
environment learn how to accomplish a goal without explicitly being programmed to do so.
Or, more precisely, RL is a field that proposes reasoning about sequential decision-making
as an optimization process [139]. In RL, an agent interacts with an environment that might
not be entirely familiar to the agent, where the results of its actions might not always have
the same outcome (stochasticity), and where the state of the environment might be dynamic
and change over time. The RL agent aims to find a policy: an action-selection strategy that
optimizes some performance metric [50].

A notable difference between RL and supervised machine learning is that with super-
vised learning, the dataset to train on is independent of the model, while in RL, the dataset
is generated by the model interacting with the environment. The RL agent learns from in-
teracting with its environment, so the set of interactions is the dataset it should learn from.
This means that with RL, the dataset is not independently and identically distributed (i.i.d.)
as is the case with supervised learning but is instead dependent on the RL agent’s policy
that is being trained.

When an RL agent executes an action in a state, ends up in a (possibly new) state, and
receives a reward, it executes a transition. RL agents in this research learn in episodes,
meaning that an agent starts somewhere and transitions until it has reached its goal or a
maximum time has passed. The environment is reset now, the agent saves the episode in its
memory, and the RL agent is moved to its starting position and can try again.

This section will elaborate on the RL theory, notation, and algorithms used in this re-
search.

2.1.1 Markov Decision Processes

The environment and goals of an RL agent can be modeled as a Markov Decision Process
(MDP), which consists of the tuple ⟨S ,A ,T,s0,R,γ⟩ [12, 120]. S is the set of all states s an
agent can be in, A is the set of available actions a to the agent, T (s,a,s′) : S ×A × S →
[0,1] is the transition or dynamics function: a probability density function indicating the

5



2. BACKGROUND AND RELATED WORKS

probability of ending up in state s′ when executing action a in state s. This research will use
the concepts of dynamics and transition function interchangeably.

Next, s0 ∼ P(S) indicates the state the agent will start in. R is the reward function
R(s,a) : S ×A → R, and provides the agent with feedback on how well it is doing: if it is
doing well it gets positive feedback in the form of a positive reward, and vice versa. Lastly,
γ ∈ [0,1) is the discount factor and impacts how much the agent favors rewards that are far
in the future.

The agent will then aim to find a behavior that executes the right actions to collect as
much reward as possible, also known as a policy π(a|s) = P(A = a|S = s) that maximizes
the expected cumulative discounted reward Jπ = Eπ[∑

∞
t=0 γtrt+1], or expected return. This

policy has the Markov property as it decides which action to pick only on the most recently
observed state. When the agent is in a state s, the expected return that is achieved by
following a policy is called the value function: V π(s) = Eπ[∑

∞
t=0 γkrk+1|s0 = s]. Lastly,

when the agent is in a state s, the expected return of following policy π after executing
action a is called the Q-function: Qπ(s,a) = Eπ[∑

∞
t=0 γkrk+1|s0 = s,a0 = a]. If the policy is

optimal, meaning there is no other policy that receives a higher return, it is called π∗, and
the functions are called J∗, V ∗(s), and Q∗(s,a), respectively.

When all parameters of the MDP are known, the problem of finding the optimal policy
that maximizes the cumulative future reward can be considered as planning [57, 120, 13,
50]. Conversely, when the MDP parameters are unknown, finding the optimal policy can be
done with RL [57, 120, 13].

The performance of an RL agent can be measured in different ways. For example, how
quickly it learns, how well it remembers (stable learning), or how well it approaches the
optimal policy. The latter is used in this research as it is mainly focused on investigating
how well an agent can respond to textual information about its environment, not how fast
it learns. How close a policy approaches the optimal policy is called regret [50, 84], and
can be defined as the difference between the expected value of the optimal policy versus the
expected value of the current policy as shown by eq. (2.1) [84]. In this equation, µ is the
MDP, π is the current policy, a∗ is the action resulting from the optimal policy, and a is the
action from the current policy. Lastly, U(µ,π) = Eπ

µ[∑
T
t=1 rt ] is the expected utility, where

utility is the sum of the rewards in an episode.

Regret(T ) =U∗(µ)−U(µ,π)

= Eπ∗
µ

[
T ∗

∑
t=1

r(st ,a∗,st+1)

]
−Eπ

µ

[
T

∑
t=1

r(st ,a,st+1)

]
a∗ = argmax

a′∈A
π
∗(a′|st)

a = argmax
a′∈A

π(a′|st)

(2.1)

As further explained in chapter 3, the research will focus on minimizing the expected
regret: E[Regret(T )], where the regret is defined as the difference in the number of steps
to reach the goal, between the policy and optimal policy. As eq. (2.1) shows, the policy
is evaluated with greedy action sampling, where the action with the highest probability is

6



2.1. Reinforcement Learning

sampled. This research also evaluates models based on the cumulative regret, defined as
Rc = ∑

N
n=0U∗

n (µ)−Un(µ,π), where N is the number of episodes.

Agent Algorithms

To solve an MDP and learn how to behave in an environment, there are two main branches
of algorithms: model-based and model-free [161, 50]. A model is a collection of acquired
knowledge about the behavior of the environment. Training this model means learning
where the agent ends up after taking an action, in other words, learning the MDP tran-
sition function T (s,a,s′). Model-free algorithms have no such model and instead try to
find the optimal policy directly [161, 72], and can be more memory efficient and agile to
changes [23]. This research used the Soft Actor-Critic (SAC) model-free algorithm [56].
More information supporting this choice will be given in section 3.4. This section provides
the background to SAC by explaining the two categories of model-free algorithms: value-
and policy-based1 [50, 161, 72].

Value-based Value-based methods try to find the value function, either V π(s) or Qπ(s,a).
These functions can then be used to choose the action that leads to the highest value. In
other words, whether it is a good idea to take action a in state, s is measured by the expected
return of taking action a in state s. A value function is learned by optimizing the Bellman
equation derived in eq. (2.2) [12].

Qπ(s,a) = Eπ

[
T

∑
t=0

γ
trt | s0 = s

]
= Eπ

[
r0 +

T

∑
t=1

γ
trt |s0=s

a0=a

]

= r(s,a)+ γEπ

[
T−1

∑
t=0

γ
trt | s0 ∼ P(·|s,a)

]
= r(s,a)+ γ

∫
S

T (s,a,s′)
∫

A
π(a′|s′)Qπ(s′,a′)da′ ds′

(2.2)

Equation (2.2) shows that the Q-value of one state depends on the states the agents visit
after it. This means that a value function can be learned by computing the difference with
the Q-values of successive states and actions. In deep RL, a value function is created using
a neural network with the parameters θ. An optimal θ can be found by minimizing the loss
function of eq. (2.3). Mnih et al. [105] created Deep Q-Networks (DQN), an algorithm that
uses a neural network to find Q(s,a), trained by sampling from a replay buffer. Extensions to
this are Double DQN [146], Dueling DQN [151], Distributed DQN [10], Noisy DQN [44],
and Rainbow DQN [63].

L(θ) = ED

[
(rt + γ max

at+1∈A
Q(st+1,at+1)−Q(s,a)

]
(2.3)

1Credit is due for most of the equations to the Deep RL course at the TUDelft by dr. Wendelin Böhmer
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2. BACKGROUND AND RELATED WORKS

Policy-based Policy-based algorithms directly learn the policy π(a|s). The goal is to
increase the probability of taking good actions in a state and decrease the probability of
taking bad ones. With θ being the parameters of π, optimal values for θ can be found by
solving eq. (2.4) [141]. In this case, Rt = ∑

T
k=0 γkrt+k is the discounted return starting from

time t.

max
θ

J[πθ] = max
θ

E
[

R0

∣∣∣∣s0 ∼ P(·), st+1 ∼ P(·|st ,at)

at ∼ πθ(·|st), rt = r(st ,at)

]
∇θJ[πθ] = E

[
T

∑
t=0

γ
tRt∇θ lnπθ(at |st)

∣∣∣∣∣s0 ∼ P(·), st+1 ∼ P(·|st ,at)

at ∼ πθ(·|st), rt = r(st ,at)

] (2.4)

The REINFORCE algorithm approaches the optimization of eq. (2.4) by optimizing for
eq. (2.5) by gathering m episodes of length n under policy πθ [155].

∇θLπ(θ)≈ ∇θ −
1
m

m

∑
i=1

n−1

∑
t=0

γ
tRi

t lnπθ(ai
t |si

t) (2.5)

Policy-based algorithms become more powerful when the difference between the policy
before the update (called µ) and after the update (called πθ) is kept within a bound. TRPO
does so by adding a hard constraint using the Kullback-Leibler divergence:
E
[
∑

n−1
t=0 DKL [µ(·|st)∥πθ(·|st)]

]
≤ δ [131], while PPO achieves this by clipping the gradients

∇θ [132].

Actor-Critic A merger between value-based and policy-based algorithms can be found in
actor-critic algorithms [161]. They originate from the issue in policy-gradient algorithms
where Ri

t of eq. (2.5) can have high variance, which is bad for training. This variance can
be lowered by subtracting a value function: Ri

t − vφ(si
t).

Actor-critic algorithms consist of two parts: the actor, which is policy-based, and the
critic, which is value-based. The actor takes the actual actions, while the critic models
a value function for the actor to optimize its policy by. Notable examples are AC [140],
A3C [106], DDPG [89], TD3 [46], and Soft Actor-Critic (SAC) [56]. The latter algorithms
employ the improvements from the policy-based and value-based algorithms for their actor-
and critic architecture and loss functions, respectively.

Soft Actor-Critic This research uses SAC, an off-policy algorithm that optimizes for the
expected reward and for taking random actions. In other words, it aims to succeed at its task
while acting as randomly as possible [56]. It does so by training to increase the entropy of
its policy using a loss regularization component, as shown in eq. (2.6) [55].

L̄SAC(θ) = L [θ]−αH [πθ]

H [πθ] =−1
n

n−1

∑
t=1

∫
A

πθ(a|st) lnπθ(a|st)da
(2.6)

SAC extends upon DDPG, which is sensitive to hyperparameter tuning [38, 61, 56].
SAC solves this by making it possible to tune parameter α automatically during training. It
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employs both value functions Qφ(s,a) and Vψ(v), and uses two Q-functions as proposed by
Double-DQN [146] but in a pessimistic way: Q̄(s,a) = mini∈{1,2} Qφi(s,a), which is also
done by TD3 [46]. Furthermore, a stochastic policy is created using the reparameteriza-
tion trick, and for continuous action spaces, actions can be squashed using the hyperbolic
tangent. As this research has discrete actions, one action logit is generated for each action
(without hyperbolic tangent). In stochastic action sampling, an action is sampled from the
Boltzmann distribution [116] of eq. (2.7) based on the action logits [111]. In eq. (2.7), la is
the logit value of selecting action a. The action with the highest action logit is executed in
deterministic action sampling.

π(ai
t |st) =

ela

∑la′ ela′
(2.7)

2.1.2 Partially Observable MDP

Initially, the agent of this research should not be able to see the object described by the
language assistance. This is because this study is interested in whether the agent can learn
about the object based on language assistance. As the agent cannot see the object initially,
the agent should be limited to seeing only some parts of the state. Agents not viewing
their full environment is more common, for example, in a robot’s camera only filming its
front [137], an advertising company not being aware of a user’s location, or in predictive
maintenance where the exact state of the object under maintenance is unknown [137, 41,
134].

Such environments can be modeled with a Partially Observable Markov Decision Pro-
cess (POMDP), an extension of an MDP where the agent receives observations with partial
information about the current state of the environment [3, 134, 79, 50]. A POMDP consists
of the tuple ⟨S ,A ,Ω,T,O,s0,R,γ⟩ [137]. In this case Ω is the set of observations available
to the agent, O(st ,at ,ot+1) : S ×A ×Ω → [0,1] is a probability density function indicating
the probability of receiving observation ot+1 ∈ Ω when executing action at in state st . The
other variables in the POMDP tuple equal the MDP definitions introduced in section 2.1.1.

In such a setting, the Markov property does not necessarily hold anymore, which states
that all information required to select an action can be found in the current observation.
As the agent does not directly observe the state, the agent must interpret the history of
observations and actions and infer which states it might be in. This is called a belief. A
belief MDP is a representation of a POMDP, where the belief is treated as part of the state
space. It is a simplification over the POMDP, as now actions are selected based on a belief
of where the agent is instead of a distribution of states the agent might be in. While this
requires methods to approximate a belief state based on observations and actions, it also
allows the use of standard MDP tools to solve the MDP resulting from inserting the belief
in the state space [50, 22].
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Bayes Adaptive MDP

In this research, the hidden state2 is held constant throughout an episode. This allows
the environment to be formulated as a Bayes Adaptive Markov Decision Process (BA-
MDP) [164, 39, 79]. In BA-MDPs, the hidden state is usually the transition or reward
function that is active in the episode. Multiple transition functions or reward functions may
exist, but which one is active is not observed. Examples of BA-MDPs are navigation in a
static world (e.g., a maze), the game of patience, and medical diagnosis 3.

A BA-MDP is an extension of the MDP introduced in section 2.1.1, and modeled as the
tuple ⟨S ′,A ,T ′,s′0,R

′,γ⟩ [50]. In this case, S ′ = S ×Φ is a new variable indicating the set
of hyper-states. Each hyper-state consists of the earlier introduced state s ∈ S and a new
value φ ∈ Φ called the posterior of the transition function: the likelihood that some specific
transition function is active in this episode. The MDP transition function T ′(s′t ,a,s

′
t+1) :

S ×Φ×A × S ×Φ → [0,1] is a probability density function indicating the probability of
resulting in hyper-state s′t+1 when executing action at in hyper-state s′t with posterior φ ∈ s′t .
Next, s′0 is the starting hyper-state, and R′(s′,a) : S ×Φ×A → R represents the reward
obtained when taking an action in a hyper-state.

Within reinforcement learning, a vital issue of any agent is the tradeoff between explo-
ration and exploitation [139, 164]. Exploration involves discovering new ways to reach the
goal, whereas exploitation aims to collect as much reward as possible. In BA-MDPs, the
agent must explore to find out what the current transition and reward functions are. When it
has done so, it can start exploitation to optimize its policy for receiving rewards. In Bayesian
RL, policies balance selecting their actions to reduce the uncertainty of the expected reward
from executing an action in a state. They choose their actions based on the state-action
combination’s expected reward (value). A Bayes-optimal policy balances exploration and
exploitation optimally [50, 164, 11], and optimizes the value function shown in eq. (2.8).
Any Bayesian-optimal policy is, therefore, mathematically lower than the optimal policy as
defined in section 2.1.1, as the Bayesian-optimal policy needs to explore, which the optimal
policy does not.

V ∗
t (s

′
t) = max

a∈A

[
R(s,a)+ γ

∫
S×Φ

T (s′t ,a,s
′
t+1)V

∗
t−1(s

′,φ′)ds′t+1

]
(2.8)

This new definition of an optimal policy introduces a new kind of regret: the Bayesian-
optimal regret. This type of regret measures the difference between the return of a Bayesian-
optimal policy and the current policy. It still uses the definition of eq. (2.1), but now a∗ is
the action that optimizes eq. (2.8). Bayes Optimal Regret tells us how much performance
is lost when the agent starts with partial information about its environment [84] instead of
complete information.

2part of the state that is not observed
3Given that the patient’s wellness does not change during diagnosis.
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Contextual MDP

This research does allow the agent to make decisions based on a sentence describing the
dynamics in its environment. This means the environment can be specified using a Con-
textual Markov Decision Process (CMDP), which differs from a BA-MDP in that a context
indicates which transition and reward functions are active. For this research, the assisting
sentence contains only partial information, which means it serves as a partial proxy for the
context.

A CMDP consists of a tuple ⟨C,S,A,M (c)⟩, where C is the set of possible contexts, S
and A are the sets of possible states and actions as in section 2.1.1. Lastly, M is a func-
tion mapping a context c ∈ C to an MDP M (c) = ⟨S,A,T c,Rc,γ⟩ [57]. With the context
providing information about the hidden state, there is less need for a well-trained policy to
explore. This means that the performance of a policy in a CMDP can be higher than the
Bayesian-optimal policy in a BA-MDP, and it can even approach the performance of the
optimal policy.

Agent Algorithms

It is hard to solve a POMDP with an MDP algorithm such as DQN, PPO, or SAC di-
rectly, as the history cannot directly be fed into the algorithms because of the curse of
dimensionality[115, 90]: possibly exponentially more data is needed when the input di-
mensionality is increased [12, 4]. When approaching solving POMDPs with FFNs, the
input dimensionality increases linearly with the horizon length [111] 4, which means that to
act on a longer horizon, exponentially more data is needed.

A solution is to use memory-based policies, which keep a belief in their memory and
update it based on new observations. Memory-based policies are often implemented with
Recurrent Neural Networks (RNN) [130, 8, 153, 111], where Recurrent implicates the mem-
ory. The output of this RNN is then fed into an MDP algorithm as if the output of the
RNN represents a state. This change is both simple, as only a few lines of code have to
be changed [111], and general, as RNNs are universal function approximators [129] and
Turing-complete [133, 111].

Notable algorithms are DRQN [60], Recurrent A2C [102], DVRL [75], R2D2 [81], and
LSTM-TD3 [99], and Agent57 [5]. [111] argue that recurrent methods achieve state-of-the
art results on POMDP environments.

Long Short-Term Memory

A Long-Short-Term Memory (LSTM) network is a type of RNN used for efficiently re-
membering long- and short-term dependencies in sequential input [68]. RNNs are neural
networks that work similarly to feed-forward networks, except that they save some internal
state (also, hidden state, called memory in the previous section) to be used by the network’s
subsequent invocation. This means an RNN has two outputs: y and the hidden state ht , and
two inputs, x and the hidden state ht−1 of the previous invocation.

4In episodic RL, the horizon length is min( 1
1−γ

,T ) where T is the maximum episode length.
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Figure 2.1: LSTM architecture used in this research. The square nodes include matrix
multiplications and subsequent activation layers. The other nodes indicate element-wise
operations. Note: ⊕ indicates vector concatenation, + denotes vector addition, and diverg-
ing lines indicate a vector copy.

The LSTM was created to solve the vanishing-gradients problem, which poses the chal-
lenge that if backpropagation is applied to an RNN through time, the gradients approach
zero or explode to infinity. The LSTM is one of the most commonly used RNNs [87]. It
is used in this research because Ni et al. [111] evaluated it to work best for a recurrent RL
agent in a POMDP meta-learning setting.

A visual representation is made in fig. 2.1, and the equations are shown in eq. (2.9).
Equation (2.9) is adapted from the documentation of the PyTorch LSTM implementation
used in this research [45]. In the equation, xt ∈ Rm is the input of timestep t, ht−1 ∈ Rn is
the output from the LSTM at timestep t−1, W ∈Rn×(m+n) are matrices of trainable weights,
b ∈ Rn are bias vectors with trainable weights, ⊙ is the Hadamard product [45, 128], and
⊕ denotes vector concatenation. As there are four matrices W and four bias vectors b, the
total number of parameters in the LSTM used in this research is 4(mn+n2 +n).

pt = xt ⊕ht−1

it = σ(Wi pt +bi)

ft = σ(Wf pt +b f )

gt = tanh(Wg pt +bg)

ot = σ(Wo pt +bo)

ct = ft ⊙ ct−1 + it ⊙gt

ht = yt = ot ⊙ tanh(ct)

(2.9)

The intuition behind the LSTM is that the cell state ct contains information that can
be retained over a long period of time. Every iteration of the LSTM, ft provides a value
between 0 and 1 for every dimension, indicating how much of the information from ct−1
should be retained. Next, gt determines which information from the input xt and the previ-
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ous output ht−1 should be remembered in ct for the next cycle, and it indicates how much
of that information. Lastly, ot specifies what information from the input and the new cell
state is relevant for the output. In deep RL, the initial vectors c0 and h0 are often set to
zero [60, 111, 99, 5], also known as a blank vector or blank initialization.

2.2 Semantic Sentence Embeddings

To make the agent capable of responding to text, the text needs to be transformed into a
form the agent can understand well. The neural networks of an RL agent have a fixed input
length, so the text should be translated into a semantic embedding: a vector that represents
the meaning of the text. For an embedding to be valid, it should have the properties listed
below.

1. Embeddings should have equal dimensionality.

2. Texts with similar semantics should get similar embeddings. Even texts that differ
substantially in the selection of words and characters but mean the same thing (e.g.,
’a friend is close by’, and ’your buddy is near’).

3. Texts with dissimilar semantics should get distinguishable embeddings. This is espe-
cially important for lexically similar texts (e.g., ’she left a note on the stationery’ and
’she left a vote on the stationary’5).

4. Word order of sentences must be taken into account. For example, Alice is to the right
of Bob should not generate the same embedding as Bob is to the right of Alice.

5. Idiomatic phrases such as call it a day, break a leg and through thick and thin should
be interpreted in the right context.

2.2.1 Sentence Embedding Architectures

Incitti et al. [76] categorize existing sentence embedding architectures into six groups, of
which five are relevant. It also categorizes a sixth group of multi-modal text embeddings
that also takes non-text inputs, which is outside this research’s scope. This research is
mainly interested in how LLMs can improve how agents respond to language assistance, so
the current state-of-the-art embeddings will be compared to the state-of-the-art techniques
before the invention of LLMs.

Transformers The architecture of LLMs is derived from Transformers, which are encoder-
decoder models that use self-attention to find both short- and long-range connections be-
tween input dimensions [148]. The encoder compresses the sentence into a latent vector,
and the decoder generates text from this vector. The Transformer can take context into
account as it sees all words at the same time and uses self-attention to pay attention to
specific words and the relationships between them [6, 157]. A notable decoder model is

5Stationery refers to paper or envelopes, stationary refers to something that is not moving or in place.

13



2. BACKGROUND AND RELATED WORKS

GPT [122, 121, 18, 112], and an encoder model is BERT [34]. BERT can generate state-
of-the-art word embeddings [58], and is trained unsupervisedly through Masked Language
Modeling (MLM): predicting words based on the words around it, and Next Sentence Pre-
diction (NSP): predicting whether two sentences are ensuing in a text. Often, transformer
encoders are pre-trained in a self-supervised manner using MLM and NSP and finetuned us-
ing a smaller supervised dataset to become more domain-specific. The embedding is created
from the values of the last layer of the neural network when provided with a sentence.

A derivative of BERT for sentence embeddings is Sentence-BERT (SBERT) [125],
which is trained in a supervised way to predict sentiment. Another is SimCSE, which
uses BERT with contrastive learning in an unsupervised way to create sentence embed-
dings [47]. Both SBERT and SimCSE have been trained on RoBERTa, a version of BERT
trained with more data and compute resources [93]. Transformer-based embeddings adhere
to all five properties mentioned above and are considered state-of-the-art [47]. Although the
authors of SimCSE claim their model outperforms SBERT by 4.4% in semantic similarity
detection [47], this research evaluates both models.

Supervised Supervised methods for creating semantic embeddings employ neural net-
works to predict a label linked to the text. The primary type of neural network used in su-
pervised methods is the RNN [76, 31], also sometimes combined with attention [159, 142],
and encoder-decoder structures [27]. Furthermore, Convolutional Neural Networks (CNNs)
have been used to capture both short and long-range relations [80], as well as Feed Forward
Networks (FFNs) [71]. Usually, one of the last layers before the prediction layer is taken
as the embedding [76]. RNN-based approaches adhere to all six properties. This research
evaluates InferSent [31], which employs bidirectional LSTMs and was trained on the su-
pervised task of checking whether sentences contradict. InferSent was chosen as it was
state-of-the-art before LLM-based embeddings and source code was provided.

Compositional These methods use rules to combine word embeddings to create sentence
embeddings [76, 104]. Semantic word embeddings can be made by looking at the context
around them. This follows Firth’s distributional hypothesis: ”You shall know a word by
the company it keeps” [43]. Methods like Word2Vec [100], fastText [14], GloVe [117],
and ELMo [118] try to predict a masked word given the surrounding words, similar to
MLM in BERT, but with a smaller context window and with an FFN. The embedding is
created by compressing the weights of the neural network. This research uses Word2Vec to
generate word embeddings as it is open-source and was a state-of-the-art word embedding
method before LLMs. Mitchell and Lapata [104] propose that taking the mean of the word
embeddings in a sentence is an effective way, and while often used, this method does not
adhere to property 4. Word2Vec is used in this research as it is one of the most popular
word embeddings available. Sentence embeddings are created using the formula shown in
eq. (2.10), where S is a sentence denoted as an array of words w. The function Word2Vec(w)
maps a word to its embedding.

E(S) =
1
|S| ∑

w∈S
Word2Vec(w) (2.10)
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To create compositional embeddings that adhere to property 4, a second embedding
is created by multiplying each word embedding with a positional encoding, as shown in
eq. (2.11). The positional encoding is inspired by the Transformer [148] and multiplication
by the Roformer [138]. In eq. (2.11) S[pos] retrieves the word in the sentence at position
pos, ⊙ the Hadamard product, dmodel is the embedding dimensionality (300 for Word2Vec),
and i ∈ {1, . . . ,dmodel}. The sentence embedding created with eq. (2.11) is referred to as
Word2Vec + Pos in this research.

E(S) =
1
|S| ∑

pos∈{1,...,|S|}
Word2Vec(S[pos]) ⊙ PE(pos)

PE2i(pos) = sin(pos/10002i/dmodel )

PE2i+1(pos) = cos(pos/100002i/dmodel )

(2.11)

Others Another method is count-based, in which case the frequency of each word in a
sentence is counted, and the array of frequencies is the embedding. The most notable exam-
ple is Bag of Words (BoW)[59]. However, this method does not adhere to properties 1 and 4
as the vector dimensionality grows with the text size, and the embedding is independent of
word order.

Lastly, unsupervised methods refer to the machine learning field where models are
trained on unlabeled datasets. One approach is Paragraph Vector Based such as doc2vec [86]
that tries to predict the next word using a neural network, the last layer of which is inter-
preted as the embedding. Another unsupervised approach consists of Encoder-Decoder
models such as Skip-Thought [83] and the Denoising Autoencoder [64] where a sentence
is mapped to an embedding space by the encoder and mapped back to the original sentence
by the decoder. It should then learn to create similar embeddings for similar sentences.
The standard encoder-decoder model does not allow for arbitrary-length sentences, which
means they have been combined with RNNs. In that case, both these fields adhere to all six
properties.

2.3 Related Works

This research aims to study whether RL agents can improve learning by utilizing language
assistance and how LLMs can help them. It investigates the use of language to help the
agent with its decisions by providing information about its environment. This means the
agent uses language as an additional input, not as an output. Specifically, in this research,
the agent uses language as an aid to reach its goal instead of the language specifying what
the agent should do and how. The former is called language-assisted RL, and the latter
language-conditional RL [95, 98].

In language-assisted RL, interaction with language is used to facilitate learning and
handle the environment, for example when an agent should solve a maze, and the language
informs the agent of the shape of the maze. The agent does not need to listen to the lan-
guage, but it may do so to reach its goal faster. In language-conditional RL, interaction
with language is necessary to reach a goal. An example of this is giving an agent a box of
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LEGOs. If you don’t tell it what to build, the agent has no idea how to reach its goal. This
research focuses on language-assisted RL, as it is a more challenging situation of show-
ing language understanding: can we make an agent listen to the language assistance, even
though it does not need to, to reach its goal?

Earlier research in understanding language in RL has focused chiefly on language-
conditional RL because of its use of embodied agents [156, 135, 149, 78, 42, 108] in the
form of hierarchical RL. In hierarchical RL, a high-level controller breaks a complex task
down into simpler sub-tasks, which a low-level controller executes. As LLMs are trained to
replicate or understand language [34, 121, 122], and language reflects the structure of the
world [2, 52], some say LLMs do not only understand the language but may also contain
a view of the world [54, 2, 73]. This worldview can help to create a high-level controller
that breaks a complex task down into descriptions of subtasks for the low-level RL agent to
execute. Using language in this latent subtask space helps the generalization of low-level
controllers [162, 2, 65, 150].

This section will go into the related works of both language-assisted and -conditional
RL, as they both deal with grounding language in an RL setting [53, 7, 26], which means the
low-level controller of embodied agents have similar challenges to the agent in this research.

2.3.1 Language-Conditional RL

Liu et al. [91] propose InstructRL, where the low-level controller consists of a multi-modal
M3AE [49] encoder that encodes an image state and a textual goal into an embedding, which
is passed to a Transformer-based [148] policy network to choose an action. Lynch et al. [97]
train a robotic arm that achieves a 93.5% success rate on 87,000 unique instructions. They
use imitation learning and a complex architecture with a transformer for state-language fu-
sion, another for history representation, and finally, a residual neural network for action
selection. Jin et al. [78] introduce CogLoop to also train a robotic arm and use a complex
high-level controller of Vision Transformers (ViT) [35] and GPT-4 [112] but do not elabo-
rate on their low-level controller. Mu et al. [108] introduce EmbodiedGPT with an extensive
low-level controller: an embedding from the observation from the ViT is concatenated with
the textual subgoal before being input into their Embodied-Former. This creates a state-goal
embedding that is given to a feed-forward policy network. This means that every subtask
embedding is concatenated with every observation. While all these approaches are power-
ful, these Transformer-based low-level controllers need a lot of data to train, which is not
always available.

Wang et al. [150] use two LLMs in their high-level controller to explain and plan sub-
tasks and evaluate the MC-Controller [21] and Steve-1 [88] low-level controllers but do not
indicate any preference towards either. The MC-Controller embeds the subtask description
using MineCLIP [42] and concatenates the subtask embedding to every observation before
they enter the RNN. This approach exhibits zero-shot generalization across tasks and lan-
guage [21]. MineCLIP is a contrastive video-language model that computes a correlation
between a language string and a video snippet through text and video embeddings, similar
to CLIP [123], and is especially useful if a comparison between text and images or videos
should be made. Steve-1 also embeds the subtask goals using MineCLIP, but then uses a
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Conditional Variational AutoEncoder (CVAE) [136] to create a representation of the goal
state described by the subtask. This goal state is concatenated with each observation before
they are entered into a transformer-based policy. This approach is also interesting for this
research but has not been further explored due to limited computational resources.

Driess et al. [37] present PaLM-E, a multi-modal high-level controller based on a PaLM [28]
LLM and a large ViT [33]. As low-level controllers, they use the work of Lynch and Ser-
manet [96] and Brohan et al. [17]. Lynch and Sermanet [96] propse a similar agent to this
work and create subtask embeddings using the Multilingual Universal Sentence Encoder
(MUSE) [158] LLM before concatenating them to each observation. They claim that pre-
trained LLM-based embedders make policies robust to out-of-distribution synonyms but
do not support this statement with experiments. They do show that using the LLM-based
MUSE embeddings outperforms using RNN-based sentence embeddings trained on random
word embeddings. Brohan et al. [17] present RT-1 created for task and language general-
ization with a 97% success rate over 700 training instructions. They use the LLM-based
Universal Sentence Encoder [24] to create sentence embeddings, which are used to condi-
tion their state encoder. This means the embedding is concatenated to each intermediate
step in the EfficientNet [143] image encoder. This approach is, in a way, comparable to
enabling configurations 1 and 4 of section 3.4.1.

Prakash et al. [119] use hierarchical RL in a multi-task 2D grid world. Their high-
level controller does not create human-like sentences but chooses sentences from a list.
The low-level controller creates a sentence embedding by mapping the words of the sub-
task description to word embeddings and passing them through a self-trained LSTM. These
embeddings are concatenated to each state before entering the policy network. Chen et al.
[26] take a similar approach but let their high-level controller create simple sentences as
subtasks, creating more natural descriptions. Their agent displays generalization over tasks,
and as tasks are executed based on language descriptions, it also generalizes over language.

Andreas et al. [2] recognize that language reflects the structure of the world and can
help generalization by using it as a latent parameter space [73], similar to the hierarchical
RL settings. They specifically evaluate its use for few-shot learning for policy search, clas-
sification, and transduction. In the policy search, they use language to describe a subtask
in a multi-task, fully observable setting and use a self-trained RNN to embed the sentence
before it is concatenated to the observation. Zhang and Lu [162] take a similar approach in
their search for an adapter between LLM and the RL agent but embed their sentences with
an SBERT model [125] without stating why.

Ahn et al. [1] and Hu and Sadigh [70] also recognize that language provides a structure
of the world. They define specific policies for specific sentences in their search for a low-
level controller that can work with humans and computer-based high-level controllers. Ahn
et al. [1] extend the work of Prakash et al. [119] and introduce SayCan. Instead of choosing
subtasks from a list, they rank the available subtasks by the probability that the subtask
completes the complex task. The latter is calculated by multiplying the likelihood given by
the LLM6 of the available subtask to complete the complex task, by the probability that the

6Computed using the softmax of the final layer of the LLM decoder, which indicates Πi≤ j≤k P(w j|w< j)
for complex task description w<i and subtask description {w j|i ≤ j < k}.
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subtask can be completed. Hu and Sadigh [70] take another approach to find policies for
specific sentences and regularize the training of each policy’s loss by a prior taken from the
LLM-based high-level controller when it generates a sentence for a subtask. They assume
the high-level controller contains a human-like worldview, which means that the low-level
controller’s policy can be steered towards human-preferred action strategies by regularizing
its loss by the high-level controller’s embedding from its last neural network layer. The
sentence-policy mapping of Hu and Sadigh [70] and Ahn et al. [1] greatly lowers the number
of possible sentences to pass to the low-level controller.

Wang et al. [149] extend upon the approach of Ahn et al. [1] and introduce Voyager,
which enables the agent to improve the skills of the low-level controller (and thereby in-
creasing the probability of completing a subtask), and to learn new skills. However, it does
not contain an RL-based low-level controller, as the LLM generates code for each subtask.

Yu et al. [160] notice that grounding language during training is important [15, 110, 1,
62, 37]. They define the grounding of a word as a process where an agent can link a word to
the word’s representation in a state by passing the word to the agent in a sentence, together
with the word’s representation in a past, current, or future observation. Yu et al. [160]
train the low-level controller to navigate to objects indicated by a sentence and to answer
questions about the state. However, they use random meaningless word embeddings and
define their own RNN embedder to create a sentence embedding. This limits the possibility
of generalization beyond their environment.

Co-Reyes et al. [30] worked on meta-learning of low-level controllers that can be given
corrections by humans when it is not doing what they are supposed to do. Because of
these corrections, new tasks can be learned quickly. Sentences are embedded by passing
word embeddings through a self-learned 1D CNN. As the agent acts in a fully observable
environment, each embedding is concatenated to each observation.

Williams et al. [154] and Tambwekar et al. [142] take a different approach and de-
compose sentences into formal grammar before executing a policy based on this grammar.
Williams et al. [154] use sentences that describe a desired state, transforms them into lambda
calculus, and uses a planner to create a path from the current state to the desired state de-
scribed by the lambda calculus. This only works for tabular domains. Tambwekar et al.
[142] decompose the sentences in lexical decision trees, which are further mapped to dif-
ferential decision trees that constitute the policy of the low-level controller. This has the
advantage that the low-level policy is interpretable by humans, but it cannot leverage the
knowledge of an LLM.

2.3.2 Language-Assisted RL

In language-assisted RL, research has gathered information about the environment from
books, manuals, wikis, or the web. The challenge in doing this is 1) finding helpful in-
formation for a given context and 2) knowing which information to assist the agent with,
in which state [95]. Branavan et al. [16] tackled this by learning sentence relevance for
observations using Q-Learning. They used this approach to improve a Monte-Carlo tree
search planning in Civilization II. Eisenstein et al. [40] used texts from manuals to extract
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2.3. Related Works

logical predicates that inform the agent about how the environment behaves. It then uses
these predicates in its decision-making to generate the optimal policy.

Narasimhan et al. [110] approach language assistance very similar to this work. In
their environment, they annotate entities in a game. Descriptive annotations such as ’enemy
chasing you’ and ’randomly moving enemy’ helped the agent learn a mapping between the
annotations and the dynamics. These sentences are embedded using a mean BoW approach
(what this research calls Word2Vec embeddings) and a self-trained LSTM approach. Every
embedding is concatenated with the observations. They see that using an LSTM provides
significantly better embeddings.

2.3.3 Research Gap

This research differs from earlier noted research in five different ways. Firstly, this research
focuses on approaches to create language-assisted RL agents in partially observable and
possibly continuous environments, whereas previous work often focuses on fully observable
environments. Secondly, previous work only appends the embedding to the observation
before they enter the RNN in the low-level controller. In contrast, this work investigates
whether that is the best method to enter an embedding into an RL agent. Thirdly, this
research uses generic LLM-based embeddings, whereas most approaches use self-trained
RNNs on word embeddings that limit generalization or use text-image embeddings such
as CLIP [123] or MineCLIP [42]. This research also aims to study whether LLM-based
embeddings support scaling to more complex environments. Lastly, it investigates if the
choice of formulation or words in a sentence impacts the agent’s ability to generalize to
unseen sentences, which has not been seen in previous research.
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Chapter 3

Study Design

This chapter proposes a formalization of the problem and introduces an environment that
allows the RL agent to show its understanding of the language. The environment is used to
determine how to assist the agent and how well the agent performs. The experiments will
be evaluated on regret and cumulative regret to capture both the learning speed and stability,
where regret is defined as the difference in the number of steps taken in an episode between
the optimal policy and the effective policy. Regret is not defined as a difference in return,
as the penalty of −1 for bumping into a wall disproportionally impacts the return. Every
experiment evaluates the agent after every 200 environment steps and is run until most of
the experiment’s configurations are converged to a stable policy.

Furthermore, this chapter explains the data collection and the experimental setup. The
hypotheses of this research will be stated along with their substantiation throughout this
chapter.

3.1 Problem Formalization

This research aims to study whether RL agents can improve learning by utilizing language
assistance and how LLMs can help them. Natural language assistance indicates the behav-
ior of the transition function. Therefore, this research will use a merger between the CMDP,
BA-MDP, and POMDP frameworks as defined in section 2.1. It is crucial that the agent can-
not see in its observation space which transition function is active, which means the MDP
should only be partially observable and thus be an instance of a POMDP. Furthermore, the
sentence introduced to the agent gives possibly incomplete information about the transition
function, so it cannot be regarded as the context from the CMDP, which means the agent
acts somewhere between a BA-MDP and a CMDP.

This research introduces a form of the CPOMDP, which is closely related to the BA-
POMDP [50, 126] and the CMDP [57]. This CPOMDP is defined as a tuple of ⟨C ,S ,A ,M (c)⟩.
This tuple uses the context value c ∈ C , where c is the value of the context of the current
episode. Similar to a CMDP, M (c) is a POMDP generating function
M (c) = ⟨S ,A ,Ωc,T c,Oc,s0,Rc,γ⟩. In this case, Ωc = Ω×W c where W c is the set of sen-
tences in the English language describing the environment under context c. T c(st+1|st ,at) :
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3. STUDY DESIGN

S ×A ×S → [0,1] indicates the transition function in context c of moving from state st to
state st+1 when action at has been performed. Next, Oc(ωc

t+1|st ,at) : S ×A ×Ωc → [0,1] is
a probability density function indicating the probability of receiving observation ωc

t+1 ∈ Ωc

when executing action at in state st . Lastly, Rc(st ,at) : S ×A → R indicates the reward
received in context c when resulting in state st+1 due to performing action at in state st . The
agent aims to find a policy π(a|τt) that maximizes the same expected cumulative discounted
return as in section 2.1.1. In this case τt = {ωc

0,a0, . . . ,ω
c
t } is the history of observations

and actions.
The observations ωc contain the POMDP observation ω and an English sentence w

describing the environment. This sentence serves as an imperfect proxy for the context c.
This research is interested in open-vocabulary language policies where the set of sentences
W c has no predefined grammar or template. As this set of sentences is possibly infinite,
it is impossible to learn a different model for each sentence or even for each change in
dynamics. Therefore, one model should be able to interpret all sentences and use them for
decision-making. The language sentence will be generated in the form of text. This textual
information will be highly task- and environment-specific.

3.2 Environment

To show that an agent can understand sentences and properties of objects, it should operate
in an environment that requires it to exhibit different behaviors for different sentences. This
means the dynamics of the environment (what actions the agent can take and where it ends
up) must be changeable so that sentences can describe what has changed. Also, multiple
solutions should exist to reach the goal of the environment. One of those must be optimal so
that the agent can find another option to reach its goal if presented with anything blocking
its optimal path to the goal.

Figure 3.1 shows the design of the environment. The agent (blue) should reach a goal
(green) as fast as possible but is possibly obstructed by an object (yellow). The object’s
property determines whether the agent can walk over the item and reach the goal on the left.
The property chosen is weight. The agent can walk across light objects without passing or
moving heavy objects. This means that in the case of heavy objects, the agent needs to go
to the goal on the right. The complete list of 120 objects can be found in table D.1.

To ensure the environment does not reduce the agent to a classifier but lets it retain RL
features, the agent only sees a 3x3 window of the squares around it. This means the agent
cannot immediately know where the goals and the object are and what type of object there
is unless the agent is positioned right next to it. The agent must learn to count its steps to
find the optimal policy. The agent can only partially observe its environment and operates
in a POMDP. The goal on the right is placed behind a corner to discourage the agent from
only taking actions to the left or right.

The distances in the environment are chosen such that the Bayes-optimal policy always
goes left immediately to check if the agent can pass the object. If it can pass the object,
it goes to the goal on the left. If not, it goes to the goal on the right. The expected value
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3.2. Environment

Figure 3.1: Environment used for training and evaluation. The blue square is the agent’s
start position, the yellow square is the object, and the green positions are the goals.

of immediately going to the right is Q(s0,R) = γ10 = 0.4841, while going to the left is
Q(s0,L) = 100 · 1

2(γ
4 + γ3+10)− 1

2 γ2 = 56.4. This means an agent without assistance should
go left first, as it is a 16.6% better choice on average. Additionally, the environment of
fig. 3.1 is created such that for most positions, the observation window does not inform the
agent of its exact location, and the far-away goal on the right is placed behind a corner to
discourage only taking actions left or right.

3.2.1 Multidirectional Variations

The environment of fig. 3.1 only allows for sentences informing the agent that the object is
to its left, and as the far-away goal is always on the right, meaning the sentence always has a
1-1 relation to the action sequence to take. To make the environment more challenging, two
alterations are made. Both alterations make for a more dynamic environment, meaning the
environment is not necessarily equal between two episodes. However, all alterations keep
the property that going to the close-by goal first is a better choice for an uninformed agent.
The variations of this multidirectional environment are visualized in appendix G.

Firstly, the object is not only placed to the agent’s left but also to its right, above the
agent, and below it. This means that when looking at fig. 3.1, the object is always between
the agent’s start position and close-by goal. However, the object’s position and close-by goal
relative to the agent’s start position can change. This alteration means that the description of
the object’s position becomes relevant in the sentence, which has the effect that the decision
boundary stops being linear as with each added direction, two action sequences (light or
heavy) are introduced that need to be identified.

Secondly, to remove the 1-on-1 relation to the action sequence to take, the far-away goal
can also rotate. For example, if the close-by goal is to the agent’s left, the far-away goal is
to the agent’s right, above it, or below it, with equal probability. This decouples the 1-on-1
relation between the sentence and the action sequence to take because if the object is heavy,
the agent has to figure out where to go instead.

The environment with variations will be called the multidirectional environment. It will
only be used for H4, while the other hypotheses will use the unidirectional environment of
fig. 3.1.

1Appendix B.4.1 explains a value of γ = 0.93 was selected.
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3.3 Sentence Generation

GPT-42 was used to generate sentences describing the environment. GPT-4 is a Large Lan-
guage Model (LLM) trained to replicate text that people created. Research agrees distin-
guishing GPT generated sentences from human sentences is hard [36, 103, 101], or impos-
sible [29, 74, 48, 127]. The agent’s performance on human-generated sentences was not
verified due to resource constraints.

3.3.1 Unidirectional Sentences

Unidirectional sentences correspond to the unidirectional environment where the close-by
goal and the object are always on the left, and the far-away goal is always on the right. These
sentences were collected on September 15th 2023, using the gpt-4 model of OpenAI3, with
a top-p and temperature value of 1. The prompt was: ”Create 30 sentences that tell someone
else there is a <object> to his/her left”. The part of <object> would be replaced with the
supposed object. The code used is shown in appendix D. This approach enables the research
to directly connect sentences to objects and their MDP.

Thirty sentences were generated for 120 objects, totaling 3600 sentences. Of these sen-
tences, there was only one duplicate, as discovered by a similarity check that compared
sentences after removing the object from the sentence. This duplicate was revised in such
a way that all sentences are unique. However, it was detected that leakage occurred: Sen-
tences that contain words that belong to other objects or even object types. The complete
list is shown in appendix D. It was chosen not to change the dataset because of this leakage,
as the sentences were human-like, and the agent should be robust against leakage sentences.

3.3.2 Multidirectional Sentences

Multidirectional sentences are created for the multidirectional environment where the close-
by goal may be to the agent’s east, west, north, or south. They may contain four possible
indications where the object is relative to the agent’s start position per direction, as per
table D.3 (e.g., left, portside, west, 9 o’clock). The same 120 objects are used for the
unidirectional environment, and negation is added: if the object to the left is not light, it’s
heavy. Five formulations for each case were made, leading to 4 · 4 · 120 · 2 · 5 = 19,200
sentences.

The setup was equal to the setup of the unidirectional sentences, except that the sen-
tences were collected on November 3rd 20. The prompt was: ”Give me 5 sentences that tell
someone: there is <not?> a <object> placed <direction>”. No duplicates were found.

3.4 Agent Design

The Soft Actor-Critic (SAC) algorithm was chosen because Ni et al. [111] provided working
source code for it, it could be connected to the environments of section 3.2, and it performed

2https://openai.com/research/gpt-4
3https://platform.openai.com/docs/models/gpt-4
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Figure 3.2: Design of the actor. The numbers indicate the dimensionality of the vector, and
⊕ indicates the concatenation of vectors. The policy is a feedforward network. The linear
layers also contain a ReLU activation layer. Red arrows indicate where the embedding can
enter the actor. See appendix E for the implementations.

well enough. The algorithm is used with a separate RNN for the actor and critic as advised
by Ni et al. [111]; it is trained using a stochastic policy with Boltzmann exploration and
evaluated using a deterministic policy as Ni et al. [111] and Haarnoja et al. [56] have eval-
uated to work best. The source code was edited to input the embedding of the language
assistance into the agent, and regret metrics were created. It executed 64 episodes of ran-
dom exploration before learning and exploring by itself. The list of hyperparameters of the
agent can be found in table C.1.

3.4.1 Embedding Consumption

The architecture of a recurrent SAC agent shown in fig. 3.2 allows the embedding to be
entered at multiple positions. This experiment will research using which position(s) the
agent can best consume the embedding to answer RQ1. The critic has a similar architecture
as the actor shown in fig. 3.2 except for the policy network and accepts the embedding in
the same places.

Sixteen experiments will be executed on embeddings with perfect information. This
perfect embedding is of a single dimension and contains a 0 if the object is light and a 1 if
the object is heavy. The sixteen experiments will consist of the following options.

1. Concatenate the embedding with the observation and action.

2. Initialize the LSTM hidden state with the embedding.

3. Initialize the LSTM cell state with the embedding.

4. Concatenate the embedding with the output of the LSTM.
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3. STUDY DESIGN

A fifth option exists where the embedding is passed as action a0, usually a blank vec-
tor [111, 60]. However, this research uses embeddings with a dimensionality of up to 4096
and an action dimensionality of 1; this dimensionality reduction is expected to be a source
of information loss. It is not considered a suitable option for more complex environments.

The hypothesis is that agents with at least option 4 enabled will work best, as this means
only the policy weights need to be trained on the embedding, meaning a smaller search space
and faster convergence. As the embedding does not change over time within one episode,
it should not need to be passed in the history to the LSTM. Options 1, 2, or 3 mean that
the LSTM and the policy should learn to make decisions based on the embedding, meaning
more parameters must be trained.

Every option above can be turned on and off, creating 24 = 16 experiments. The exper-
iment with all options turned off has an agent that receives no embedding information and
can be seen as the baseline the other agents should outperform. The experiment runs for
50,000 environment steps in the unidirectional environment to determine when the learning
stabilizes and is trained and evaluated in both situations: the object is heavy or light.

Hypothesis

H1: Concatenating the embedding to the output of the LSTM leads to the lowest
cumulative regret compared to other proposed methods. (RQ1)

3.4.2 Embedding Model

RQ2 researches which existing semantic sentence embedder leads to the best performance.
In this ablation study, the non-LLM-based embedders of Word2Vec, Word2Vec with posi-
tional encodings, and InferSent are compared with the LLM-based embedders of SBERT
and SimCSE to find out which embedder leads to the fastest convergence to the optimal
policy.

H2 states that as LLM-based methods can attend over the complete sentence simul-
taneously, they can create more informative embeddings and account for word order and
context. The non-LLM-based techniques either cannot do this in the case of the Word2Vec
models as it cannot attend over the complete sentence at all, or are expected to do so less
performantly in the case of the InferSent model as it cannot attend over the complete sen-
tence simultaneously. An agent assisted by LLM-based embeddings is expected to learn
faster and more stably than non-LLM-based embeddings.

Two experiments will be executed: firstly, all five embedders are compared on unidirec-
tional sentences, and secondly, Word2Vec is compared with SimCSE on the embeddings of
only objects to gauge how the sentence complexity impacts the embedder performance and
if attention has a significant impact. The agent is trained and evaluated on the complete set
of objects/sentences for 50,000 steps.

Hypothesis

H2: Agents assisted by LLM-based embeddings learn faster and more stably than
non-LLM-based embeddings. (RQ2)
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3.5. Information Dilution & Compression

3.5 Information Dilution & Compression

This part aims to answer RQ3 and determine how information and noise in an embedding
affect the agent’s performance. Inserting the same information in a higher-dimensional
embedding and introducing noise is introduced as dilution, while including more relevant
information in an embedding is called compression.

3.5.1 Dilution

Sentences in natural language contain words that are not always necessary to bring the
meaning across. For example, the sentences The robot is turned on and The robot is turned
off are more complex and contain more noise than a binary 1 or 0 to indicate if the robot is
turned on or off. This means the agent must learn what part of the sentence to focus on and
what it can ignore. With perfect information (binary 1-0), there is less of a learning curve
because of the absence of noise and the concentration of the information in one dimension.

To evaluate the type of information dilution the agent is sensitive to, it will be evalu-
ated on the following four types of embeddings. Table 3.1 shows how pre-trained, perfect,
object type, object, and sentence embeddings are related. A linear decision boundary ex-
ists to distinguish between light and heavy for all embedding datasets in the unidirectional
environment.

• Pre-trained: This contains a network that can classify each embedding into a 0 or 1.
Contrary to the case of the perfect embedding, no trainable linear layer is involved.
More information about pre-training is given in section 3.6.2.

• Perfect: These embeddings contain a 1 for a blocking object and a 0 for non-blocking
objects.

• Object Type: These are the embeddings of the words light and heavy. The resulting
embeddings have a dimensionality of 1024, so this will test the impact of diluting the
information over multiple dimensions.

• Object: These are the embeddings of the words for the objects, such as cotton and
feather for light objects, and anvil and boulder for heavy objects. The embeddings
also have 1024 dimensions. This tests how the performance changes when noise from
redundant object properties is introduced.

• Sentence: These embeddings are created from sentences, introducing redundant words
and formulations an object is near. These embeddings also have 1024 dimensions.
This tests the impact of adding the noise of redundant words and sentence formula-
tions to the embedding.

These experiments investigate to what extent the amount of information dilution im-
pacts the learning performance of the agent. H3 expects that the performance correlates
negatively with the level of information dilution. The expected performance in decreasing
order is providing perfect and pre-trained embeddings, type embeddings, object embed-
dings, sentence embeddings, and no embeddings. These experiments will use the unidirec-
tional environment for 50,000 steps, using the embedding consumption method from RQ1
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Object Type Object Sentence

Light (0)
Cotton

Peek to your left and you’ll spot cotton
Don’t forget to look to your left where you’ll find cotton

Feather
To your left-hand side, you’ll notice there’s a feather
There appears to be a feather to the left of you

Heavy (1)
Anvil

Excuse me, but there is an anvil to your left
By your left, there is an anvil you may not have noticed

Boulder
Heads up, there’s a boulder to your left
Mind your left, there’s a big boulder you might stumble upon

Table 3.1: Example of the structure of object types, objects, and sentences used for the
experiments. Perfect embeddings are based on the number after the object type.

and the embedding model from RQ2. This means it can use the results of the previous two
experiments for the perfect, object, and sentence embeddings but needs to do an experiment
for the type embeddings. The results are evaluated on cumulative reward.

Hypothesis

H3: The level of information dilution and noise in the embedding correlates nega-
tively with the agent’s learning speed. (RQ3)

3.5.2 Compression

More complex environments may require the agent to extract information from more infor-
mative sentences describing these environments. Therefore, the agent should be evaluated
on if it can extract this information and how well it can do so. The experiment uses the mul-
tidirectional environment to make the direction of the object also relevant in the sentence.
The following four levels of information are experimented on.

1. Left: The object and the close-by goal are always to the agent’s left.

2. Left & Right: The object and the close-by goal may be to the agent’s left or right.
This makes the decision boundary non-linear.

3. All: The object and the close-by goal may be above or below the agent or to its left
or right. This means the agent has to recognize more values for the directions.

4. All & Negation: The same as All, however, negation is also introduced. That means
that if there is no light object, there is a heavy object, and vice versa.

The experiments are run for 200,000 environment steps. They are evaluated on the cu-
mulative regret gap: the gap in cumulative regret between an agent with perfect embeddings
and an agent with sentence embeddings. As an environment with four directions is more
challenging than an environment with two directions, this metric accounts for the difference
in difficulty. The resulting graphs show how well the agent learns to interpret the sentences.
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3.6. Generalization

Hypothesis

H4: The amount of actionable information in an embedding correlates negatively
with the agent’s learning speed. (RQ3)

3.6 Generalization

A sentence can have many forms, and similar words can be used to point something out
in an agent’s environment. Therefore, it is essential to assess to what extent the agent can
understand objects or sentence structures it has not seen before.

3.6.1 Train-Test Splits

In this experiment, a train-test split is made: the agent is trained on the training set and
evaluated on the test set not seen during training to answer RQ4 and RQ5. Two train-test
splits will be made: 80%-20% and 30%-70%. This way, an indication can be made on
how much language the agent needs to be trained to generalize and for this research to
have practical implications. The performance will be compared with an agent trained on
all sentences and the baseline agent with no information. The experiment will be run for
100,000 environment steps. The train-test split is made in the following two ways.

Firstly, to assess whether the agent understands object properties, the agent must be
evaluated on sentences about objects it has never seen before. This controlled experiment
will assess whether the agent learns to pay attention to the right parts of an embedding that
indicate whether an object in the sentence is light or heavy. This experiment will be called
the unknown objects experiment.

Secondly, sentences can be formed in many ways while still having similar meanings.
The agent should understand this. This controlled experiment with unknown formulations
creates a train-test split within the sentences of each object. This way, the agent has seen
each object before but not each sentence structure.

Also, to indicate how the agent would perform in a real setting, an uncontrolled exper-
iment could be done where the agent is trained on a random set of sentences and evaluated
on the rest, disregarding to which object a sentence belongs. This experiment was not in-
cluded, as it was deemed too similar to the unknown formulations experiment. Refer to
appendix F for a more thorough explanation.

3.6.2 Generalization Hypotheses

H5 states that distinguishing between unknown objects will be more challenging than be-
tween unknown formulations. This is because the embedder should extract the semantics
independent of the formulation. With unknown objects, the agent may learn to focus on
multiple properties of an object, whereas its weight is the main property it should focus on.
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(a) Objects on t-SNE decision boundary. (b) Most often misclassified.

Figure 3.3: t-SNE plot of unidirectional sentence embeddings. The opacity of a dot indi-
cates the object it belongs to. For fig. 3.3b, an 80%-20% train-test split was used (n=48).
Distances used in the t-SNE analysis are based on cosine similarity.
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(a) Agent Architecture (b) Classifier Performance

Figure 3.4: Agent architecture with classifier, and classification performance of an FFN on
sentences with unknown objects. The percentages are the sizes of the training sets relative
to all data. n = 38, the shaded area indicates the 95% confidence interval.

Hypothesis

H5: It is harder to distinguish between sentences containing unknown objects than
sentences containing unknown formulations. (RQ4 & RQ5)

H5 is supported by the t-SNE plot of fig. 3.3. The figure shows a projection of the
1024-dimensional embeddings to a 2-dimensional space using the t-SNE method, which
focuses on retaining cluster information in the projection [66]. Figure 3.3 indicates that the
embeddings form clusters of sentences with similar meanings. It shows that while some
clusters overlap, all embeddings within a cluster generally belong to the same object. It
must be said that the decision boundary as presented by the t-SNE plot is not necessarily
the one found by the classifier, as the plot is just one possible simplification of the 1024-
dimensional vectors to a 2-dimensional space.
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To improve the performance on unknown objects, transfer learning is attempted. In
transfer learning, a model is pre-trained in one domain and executed in another. In the case
of this research, before the agent starts learning, a neural network is trained to classify the
embeddings into light or heavy. After 40 epochs, the classifier is frozen and plugged into the
RL agent. H6 states that this can lower the regret of the agent, as the classifier is not hindered
by noise from interacting with the environment and may find a better decision boundary.
Figure 3.4 shows the agent architecture and that a classifier that has seen 80% of objects
can approach 96% accuracy. Architecture considerations of this pre-trained classification
network are discussed in appendix B.4.3.

Hypothesis

H6: Pre-training on the classification of embeddings can lower the regret of an RL
agent on sentences with unknown objects. (RQ4)
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Chapter 4

Results

This chapter reports the results to indicate how an agent can use language embeddings to re-
spond to language assistance and how well it can do so and accepts or rejects the hypotheses
stated in chapter 3. All plots contain a 95% confidence interval over 48 experiments.

4.1 RQ1 : Embedding Consumption

Figure 4.1 shows the cumulative regret of five agents learning how to solve the environment.
Of the sixteen experiments fig. 4.1 shows five interesting cases, as the performance of the
other cases follows from these: in all cases where multiple options are combined, the results
are more or less similar to the best option in use. The full results are in appendix E.2.

Hypothesis H1 of section 3.4.1 cannot be confirmed nor denied. The confidence in-
tervals of the agents with observation concatenation and state proxy concatenation overlap
significantly. However, the method of observation concatenation learns the optimal policy
on average the quickest and stablest. Coincidentally, this agent requires learning the most

‘

(a) Cumulative Regret

Linear Linear

Observation

Linear

Action

Linear

Embedding

?⊕

LSTM

⊕

Policy

32

9

32

1

8

1024

32

48

128

160

4

(b) Agent Architecture

Figure 4.1: Regret of different ways of entering the embedding into the agent. Lower is
better. The LSTM Hidden configuration enters the architecture at the position of the green
arrow as well.
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4. RESULTS

(a) Sentences (b) Objects

Figure 4.2: Cumulative regret on embeddings of sentences and objects.

parameters to distinguish between embeddings. The other agents perform slightly worse as
they take longer to find the optimal policy and seem to unlearn it in some experiments.

The experiments hereafter are executed using the agent that has the embedding con-
catenated with the observation and action, as this configuration outperformed the others in
terms of learning speed and learning stability measured by the agent’s cumulative regret.

4.2 RQ2 : Embedding Model

Figure 4.2a shows that LLM-based embeddings outperform non-LLM-based embeddings
for sentences, as agents using the former embeddings learn the optimal policy faster. This
confirms hypothesis H2 that agents using LLM-based embeddings learn quicker and more
stably than non-LLM-based embeddings. This shows that large language models generate
more interpretable sentence embeddings than their counterparts. This experiment shows
that LLM-based embedders have learned to pay attention to specific parts of the sentence
and their relations, which Word2Vec, Word2Vec+Pos cannot do, and InferSent cannot do as
well. This indicates that LLM-based embeddings outperform non-LLM-based embeddings
for decision-making and classification in this setting.

The decreasing order in performance is SBERT, SimCSE, InferSent, Word2Vec, and
Word2Vec + positional encodings. Exact metrics are shown in table D.4. The positional
encodings added to the Word2Vec embeddings degrade performance in this case. It must
be said this may be due to word position not being too important in this experiment, as the
deciding factor in every sentence is the weight of the object in the sentence. Also, as one
could expect, the LSTM-based InferSent model outperforms the Word2Vec embeddings as
it can relate words to each other, but not as well as the LLM-based methods which can do
so in O(1) instead of O(n).

LLM-based methods do not outperform non-LLM-based methods for embedding ob-
jects as fig. 4.2b shows. The mean performance is close, and the confidence intervals over-
lap significantly. This lack of comparative performance of the LLM-based embeddings may
be due to SimCSE being trained on sentences and paragraphs instead of single words. The
results from the word-based embeddings support the hypothesis that the LLM has learned
to attend to specific parts of the sentence. This is because if one creates a composite LLM-
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based sentence embedding by taking the average of the embeddings of the words of the
sentence, it will perform similarly to the Word2Vec sentence embeddings. This indicates
that the addition of the capability of LLMs to attend to specific words and their relations is
significant for this setting.

Because LLM-based embeddings outperform non-LLM-based embeddings for sentences,
the experiments hereafter are executed with LLM-based embeddings. Specifically, SimCSE
embeddings are used, as the literature agrees they are state-of-the-art [47, 76] and are not
significantly outperformed by SBERT.

4.3 RQ3 : Information Dilution & Compression

The following section aims to accept or reject hypotheses H3 and H4 to prepare for answer-
ing RQ3 and indicate how the information and noise in an embedding impact the perfor-
mance of an agent.

4.3.1 Dilution

Figure 4.3 cannot reject nor confirm H3 that the performance correlates positively with the
amount of information dilution, as the results visibly overlap. The figure does show that
the level of information dilution seems to correlate negatively with the RL performance.
The performance in decreasing order seems to be: perfect embeddings, embeddings from
object types (light versus heavy), embeddings from objects (anvil, boulder, cotton, feather),
embeddings from sentences about those objects, and the baseline agent. All experiments
find the optimal policy except for the baseline, and experiments with lower information
dilution find it faster on average.

The added noise from redundant words in a sentence seems to have the largest effect
on the agent’s performance, whereas the pre-trained network provides the fastest learning.
This is because of the lack of a trainable linear layer between the classifier and the LSTM,
which the agent with perfect embeddings does have. It has been tested that it is not due to
the one-hot encoding of the embedding output by the pre-trained classifier.

4.3.2 Compression

Figure 4.4 confirms H4 and shows that there is a negative correlation between the amount of
relevant information in an embedding and the agent’s learning speed. When more directions
or negations are added to the sentences, the agent takes longer to learn. See appendix G for
designs of the Left, Left & Right, and All multidirectional environment instances.

The results for the left and left & right environments are interesting: the difference
between the performance of an agent with sentence embeddings and one with perfect em-
beddings with only one direction is much smaller than the difference between the perfor-
mance of those agents with two directions. This shows that the agent finds it more difficult
to find the decision boundary when it should not only pay attention to the embedding of
weight but also to direction. Close inspection shows that the cumulative regret gap of the
left environment remains about 100 and does not go below 0.
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(a) Cumulative Regret (b) Episodic Regret

Figure 4.3: Regret for different levels of information dilution. The confidence intervals of
the cumulative regret significantly overlap, so a boxplot is shown for the cumulative regret
at 50,000 environment steps.

(a) Cumulative Regret Gap (b) Episodic Regret Gap

Figure 4.4: Regret for different levels of information compression. Note that the vertical
axis is the regret gap, which means the difference in regret with an agent trained on perfect
embeddings in the same environment to correct for environment complexity.

4.4 RQ4,5 : Generalization

Figure 4.5 shows that the agent can generalize well across formulations, only somewhat
across objects, and that the pre-trained agent does not improve performance. This confirms
H5 of section 3.6 that the unknown formulations experiment would outperform the unknown
objects experiment and rejects H6 that a pre-trained embedding classifier can lower the
regret on sentences with unknown objects.

The unknown objects experiments perform worse than the unknown formulations exper-
iment. In the case of 20% unknown objects, the success rate stabilizes around 91%, which
means it fails to perform on 65 of the 720 sentences it is evaluated on. This is likely because
the agent does not learn to focus on the weight property of the objects but on some other
(combination of) properties that can distinguish the embeddings in the training set. The
agent does not show signs of overfitting as indicated by a stable regret. The agents with and
without the pre-trained classifier converge to a similar regret and possibly a similar decision
boundary.

36



4.4. RQ4,5 : Generalization

(a) Cumulative regret of 20% unseen sentences. (b) Episodic regret of 20% unseen sentences.

(c) Cumulative regret of 70% unseen sentences. (d) Episodic regret of 70% unseen sentences.

Figure 4.5: Regret for agents generalizing to 20% and 70% unknown objects and sentence
formulations.

The unknown formulations experiment performs almost as well as the experiment where
100% of the sentences were seen during training. This indicates that the embedder gener-
ates similar embeddings for different formulations of the same meaning and that the agent
recognizes them as such. This is supported by the t-SNE visualization of fig. 3.3 and by the
results in fig. B.5, where the classifier is trained in a supervised manner to distinguish the
embeddings. It also performs better on the unknown formulations than the unknown objects
split.
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Chapter 5

Discussion

5.1 Agent Architecture (RQ1,2)

Contrary to H1, concatenating the embedding to the observation and the action works best.
Such an agent has the fastest learning curve regarding environment steps, the most stable
performance, and the lowest cumulative regret. This research hypothesizes the reason for
this to be the power of the LSTM. The more the LSTM sees of the embedding, the lower
the cumulative regret. Appendix B.4.2 supports this, as it evaluates a more extreme case of
concatenating the embedding directly to the observation instead of doing so via a mapping
to a lower dimensional space. This direct concatenation leads to the lowest cumulative
regret found in this research.

If the embedding is input directly into the LSTM, the LSTM becomes larger. Sec-
tion 2.1.2 derives that the number of parameters of the LSTM scales linearly with its input
dimensionality. The drawback of an LSTM with a lot of parameters is computation time.
Figure E.4 shows the computation time for different sizes of the LSTM and shows that
smaller LSTMs lead to faster training times. This research prefers consuming the embed-
ding via observation concatenation via a linear layer because it compromises performance
and computation time and is easier to implement than state proxy concatenation or LSTM
initialization.

If there is a dataset available of sentences and corresponding informative labels, fig. 4.3
shows it works well to split the training into two stages: first, a supervised phase where a
classifier is trained in a supervised way on the embeddings and labels, and next an RL phase
where the output of the classifier for each embedding is concatenated with the observation
and action.
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Answer to RQ1

How can semantic sentence embeddings best be consumed by the RL agent?
A recurrent RL agent can best consume the semantic embedding by mapping it to a
lower dimensional space and subsequently concatenating it with every observation
and action before they enter the LSTM. If a dataset exists of sentences and an infor-
mative label for the task, a classifier should be pre-trained in a supervised manner,
and its output should be concatenated to every observation and action.

Both literature and the experiments agree that LLM-based embeddings outperform non-
LLM-based embeddings. Specifically for sequential decision making, section 4.2 shows
that agents based on LLM-based sentence embeddings lead to a faster and more stable
learning curve than their counterparts. Specifically, adding attention to large language em-
bedders compared with LSTM or FFN-based approaches seems to impact the embedding
quality. In the case of word embeddings, no embedder appears to have a significant edge
over another.

Answer to RQ2

Which existing approach can best generate semantic sentence embeddings?
LLM-based embeddings outperform non-LLM-based embeddings, and specifically,
SimCSE should be used. Non-LLM-based embeddings are not as easily interpretable
as their counterparts, indicated by a slower ability of the RL agent to distinguish be-
tween them. Although the experiments did not show a significant difference between
performance on SBERT or SimCSE, the literature agrees that SimCSE is the state-
of-the-art sentence embedding method [47].

The answers to RQ1 and RQ2 lead to the architecture shown in fig. 5.1. An embedding
should be created from the sentence using SimCSE, which should be concatenated to every
observation and action.

5.2 Embedding Characteristics (RQ3)

The results of the information dilution experiment could not fully confirm nor reject hy-
pothesis H3 that the amounts of information dilution and noise correlate negatively with the
agent’s learning speed. However, the results show that the dilution of the same information
over more dimensions does not pose a challenge to the agent, while noise introduced from
redundant words in a sentence negatively affects the learning speed.

Although this research shows that an RL agent can perform well with embeddings from
embedders that were not specifically created for the RL domain, an effort to create better
semantic sentence embeddings for the RL domain should focus on reducing noise and not
reducing embedding dimensionality. Better embeddings for sequential decision-making
can be made by pre-training embedders with domain-specific knowledge or by fine-tuning
existing embedders.
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5.3. Agent Performance (RQ4,5)
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Figure 5.1: Proposed actor architecture for language-assisted RL agents.

In the case of information compression, H4 was accepted as a higher level of information
compression leads to a slower learning curve. Especially the introduction of a non-linear
decision boundary seemed to have a big impact. However, the optimal policy was closely
approached in all cases, which gives a first indication that scaling up to more complex
environments is possible using the approach suggested in this research. An example could
be environments with image inputs and using image embedders like CLIP [123].

Answer to RQ3

How do changes in the amount of information and noise in an embedding affect
the agent’s performance?
The language-assisted RL agent’s performance is mainly impacted by the level of
noise and information and the linearity of the decision boundary in the embeddings,
not by their dimensionality. The agent performs well on general embeddings from
the NP domain. However, improvements could be made by creating embedders that
use domain knowledge to lower the noise in embeddings. Furthermore, the agent has
a slower learning curve when the embedding contains more relevant information.
Still, it does find the correct decision boundaries, indicating this result can be scaled
to more complex environments and sentences.

5.3 Agent Performance (RQ4,5)

The agent can recognize sentences with unknown formulations very well but has trouble
recognizing sentences with unknown objects in line with H5. The performance on unknown
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formulations is nearly similar to the performance without any unknown sentences, which
fig. 3.3 shows is primarily due to the embedder creating similar embeddings for sentences
that should have a similar meaning. The figure also shows the embeddings for the sentences
in this research differ a lot based on the sentence subject.

An effort was made to improve the performance on unknown objects using a pre-trained
embedding classifier. While this pre-trained agent had a quicker learning curve, the re-
gret for both methods converged to a similar value, indicating they found comparable de-
cision boundaries and focused on different (combinations of) object properties instead of
just weight. This rejects H6. Although most sentences are still correctly interpreted (92%
for 70% unknown objects, and 96% for 20% unknown objects, a similar success rate as
Lynch et al. [97]), this research suggests including sentences with as many different subject
synonyms as possible and not focusing on including different formulations of sentences.
Words in the sentence need to be grounded during training; formulations do not.

Answer to RQ4

How well can the agent generalize over unseen objects with similar properties?
The agent is prone to finding decision boundaries based on different (combinations
of) object properties and misinterprets 4-8% of the sentences. Words in a sentence
need to be grounded during training. This research advises creating a training set
with a vocabulary as large as possible for creating language-assisted RL agents.

Answer to RQ5

How well can the agent generalize over unseen linguistic formulations?
The agent can very well generalize over sentences with similar meanings but dif-
ferent linguistic formulations. All sentences with unknown formulations but known
objects are interpreted correctly. This is mainly due to the embedder creating simi-
lar embeddings for semantically similar sentences. In training language-assisted RL
agents through embeddings, the training set of sentences should not focus on includ-
ing sentences in different formulations of a similar meaning.

5.4 Implications

This section discusses the implications of the findings of this research for RL- and semantic
embedding research.

Implications for Human-Robot Interaction Humans can inform robots of their environ-
ment using a multitude of sentence formulations and usage of words. This research shows
that the proposed architecture can recognize differently formulated sentences with similar
meanings perfectly (RQ5) in this setting and recognizes 92%-96% of sentences with words
for unseen objects with similar properties to objects seen in the training set (RQ4). This
indicates that agents can more readily be applied in the real world if the agent’s training
phase contains a language-assistance dataset with a large enough vocabulary for the task at
hand.
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5.5. Limitations

Implications for Embodied Agents Sample efficient and stable RL agents are essential
for the upcoming field of Embodied Agents, which enable LLMs to interact with an en-
vironment through RL-based low-level controllers [37, 150, 1]. This research indicates
how low-level controllers for partially observable environments can best be architected and
how well they can generalize across similar language descriptions. Suppose language is
not used as the latent embedding space between the LLM and the controller. In that case,
this research also proposes reducing the noise and paying attention to linearity in decision
boundaries in the embedding.

Ethical and Social Implications Efforts to create an agent that can react to human lan-
guage better may lead to robots that can better understand and collaborate with people. It
can help the agents learn faster, generalize better, and generalize to new tasks and environ-
ments more efficiently.

On the other hand, empowering a robot to harness human language to improve its
decision-making can also introduce various forms of bias, manipulation, or misuse, which
can lead to unfair or harmful outcomes. For example, a dataset can be biased, which causes
the agent to react to stereotypes or reinforce power imbalances. As this research may be
an indirect aid towards this, practitioners are advised to carefully design and evaluate the
use of language assistance in RL, taking into account its potential benefits and risks and its
ethical and social implications.

5.5 Limitations

Transfer to Human Sentences While text generated by GPT-4 can generally not be dis-
tinguished from human-generated text, this depends heavily on the prompt used to create
the sentences. While humans could have uttered the sentences used in this research, peo-
ple’s emotional state might impact their sentence formulation and choice of words, possibly
leading to an out-of-distribution embedding. This research did not have the time to test the
agent’s performance on human-generated sentences and proposes it as a direction for future
research.

LSTM Dependence This research proposes concatenating the sentence embedding to ev-
ery observation before they enter the LSTM in a recurrent agent for a partially observable
environment. The LSTM was chosen because Ni et al. [111] evaluated it to work best
for meta-RL settings. If, in the future, more performant agents are architected that do
not depend on the LSTM (e.g., using Fast and Forgetful Memory [107], a GRU [27], or
transformer-based methods) that are at least equally sample efficient, the most performant
method of consuming the embedding should again be executed.

If the language assistance or subtask description stays constant throughout an episode,
future researchers can also opt to concatenate the subtask to the input to the state proxy
just before it is passed through the policy network. Figure 4.1 shows this has a similar
performance.
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Environment Simplicity The available computational resources limited this research to
an environment as small as possible while enabling a language-assisted agent to exhibit lan-
guage understanding. This made the agent very specific to this environment and unsuitable
to test for task generalization. The one-directional environment of fig. 3.1 contains only 40
states1, which is small compared to for example, the 1027 possible states of XWORLD [160].
The information compression experiment of RQ3 with a total of 480 states indicates that
this research’s approach supports scaling up to more complex environments. Evaluating
the architecture proposed by this research in more complex environments is left to future
research.

5.5.1 Threats to Reproducibility

The sentences used in this research were generated using GPT-4. As GPT-4 is a commer-
cially available system, its maintainer OpenAI might decide to change its internal weights,
parameters, or other parts out of the control of this research that impact the sentences be-
ing generated. Additionally, GPT-4 is stochastic, meaning that two invocations of the same
prompt do not need to yield the same output. This may impede the reproducibility of this
research. To mitigate this, this study’s agent code, sentences, and visualization scripts are
packaged [147].

The training and evaluation stages are tested to be reproducible when executed on the
abovementioned dataset, and the parameters and seeds of appendix C.

5.6 Future Work

Scale of Environment As explained in section 5.5, the environment used in this research
is small and mostly fully deterministic. Scaling this to a stochastic environment with a
continuous state space may introduce noise in the observation signal, possibly making it
harder to receive language assistance-related rewards. This can have the effect that the agent
stops listening to the language assistance because it cannot relate it anymore to obtaining a
higher reward.

A first setup already has been made towards this by creating a MuJoCo [145] variant of
fig. 3.1 based on the HalfCheetah environment [152], and is included in the reproducibility
package [147].

Practicality For this research to become practical, it needs to be scaled up and evaluated
on sentences humans would say. Future research should also include the emotional state of
humans, as this can impact the phrasing of their message.

Also, any robot that is used alongside humans should not respond to every sentence that
is uttered. For example, you would not want Alexa or Google Home to respond to every-
thing you say at home. Therefore, the agent should also be trained on irrelevant sentences
and learn that it should not try to relate the sentence’s meaning to the environment state.
This research can be done with the current setup, provided a set of sentences that do not

1Sentence providing language assistance is not counted.
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give any information about the direction or weight of a nearby object. The agent is ex-
pected to learn slower, as it needs to learn a third policy2 of having to find out the object’s
weight on its own. That is, it should execute the Bayes-optimal policy.

Multi-Modal Assistance This research focuses on textual assistance, but assistance could
also come in the form of visual, auditory, or gestural content. Future research could use
embedders such as CLIP [123] for images, Whisper [124] for audio, or MediaPipe [51]
for gestures, and create more versatile and well-informed agents that can take advantage of
more than text.

Actor/Critic Embedding Consumption A bug in implementing the state-proxy concate-
nation embedding method led to the insight that providing the language assistance only to
the actor yields performance comparable to the baseline agent. This provides a first indi-
cation that the critic’s value function must see the language assistance. Future research can
investigate whether it holds true. Providing language assistance to only the actor could op-
timize the training runtime. This research considers providing language assistance to only
the critic as an unviable option, as the actor cannot take actions based on it.

Domain-Specific Embedders This research shows that general NLP sentence embedders
can inform an RL agent about its environment. However, the performance on unseen objects
was not yet perfect. This research proposes two ways to solve this. Firstly, embedders could
be fine-tuned during the training phase of the RL agent, possibly creating more generaliz-
able language embeddings within a domain. This was not tried in this research as SimCSE
is based on RoBERTa, which contains 335 million parameters [93, 47], leading to a slow
training time.

Secondly, domain-specific embedders could be created bottom-up, for example, using
formal grammar or self-traint RNNs. In specific domains, this could help map sentences to
their effect. However, future researchers must note that this approach would lose the LLM
knowledge and possibly increase synonym and sentence formulation sensitivity.

Few-Shot Generalization The generalization tests in this research were all zero-shot:
the agent had never seen the sentences before. Future research could go into few-shot
generalization, where after training the agent, it is trained on new sentences just a few
times. This may stipulate how expensive retraining the agent is in case of a language corpus
distribution shift.

2The first and second policies are executed when the agent is informed of a light or heavy object
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Chapter 6

Conclusion

This research explored whether RL agents can improve learning by utilizing language as-
sistance and how Large Language Models (LLMs) can help them. The primary goal was to
design, implement, and evaluate an agent architecture for efficient and stable learning and
generalization capabilities.

The research proposed using LLMs to create semantic embeddings of natural language
sentences and feed them into a recurrent soft actor-critic agent. The results showed that
the agent benefited from language assistance and achieved faster and more stable learning
than an uninformed baseline agent. It finds it best to concatenate a mapping of the embed-
ding to every observation before they enter the LSTM. Also, RL agents using LLM-based
embeddings outperform those based on non-LLM-based embeddings.

When evaluating the agent on embedding characteristics like its dimensionality, the
agent is sensitive to noise in the embedding but not its dimensionality. Also, this research
indicates the proposed architecture supports scaling up to more complex environments.

Lastly, this research shows that the agent could generalize well across sentences with
similar meanings but different formulations and could recognize 92%-96% of sentences
with unknown objects with common properties to the objects in the training set. An im-
provement based on transfer learning was suggested to improve the generalization among
sentences with unknown objects by pre-training a network to classify embeddings. How-
ever, this did not lead to a notable improvement. This research advises practitioners to focus
on training an agent on a language corpus with an extensive vocabulary, not on unique sen-
tence formulations.
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Appendix A

Glossary

• Activation Layer: Non-linear function. Used to enable neural networks to find non-
linear decision boundaries.

• BA-MDP: Bayes-Adaptive Markov Decision Process. A version of a POMDP where
the hidden state remains constant throughout an episode. Further explained in sec-
tion 2.1.2.

• BERT: Bidirectional Encoder Representations from Transformers [34]. An encoder-
only Transformer model used for text understanding.

• CMDP: Contextual Markov Decision Process. A version of a BA-MDP where the
context informs the agent about the hidden state. Further explained in section 2.1.2.

• CPOMDP: Contextual Partially Observable Markov Decision Process. Merger of the
a CMDP and a POMDP where the context only informs the agent about a part of the
hidden state. Further explained in section 3.1.

• Cumulative Regret: Sum of regret obtained since starting training. Can be inter-
preted as the sum of the number of wrong actions taken since starting training.

• DRQN: Deep Recurrent Q-Networks [60]. A reinforcement learning algorithm for
solving POMDP environments. DRQN extends on DQN by making decisions based
on histories instead of single states. The histories are encoded using an RNN. Further
explained in section 2.1.2 and appendix B.2.

• DQN: Deep Q-Networks [105]. An off-policy reinforcement learning algorithm for
solving MDP environments utilizing a neural network to learn the Q(s,a) value func-
tion.

• FFN: Feed-Forward Network. A network mapping an input to an output by alternat-
ing linear layers and activation functions without residual or recurrent connections.

• GPT: Generative Pretrained Transformer [121, 122]. A decoder-only Transformer
model created for text generation.

• H: Hypothesis

• InferSent: Sentence Embedder based on bidirectional LSTM networks [31]. Further
explained in section 2.2.
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A. GLOSSARY

• Linear Layer: Trainable mapping of y = σ(Wx+ b) from input space xt ∈ Ri to
output space yt ∈ Ro using a matrix W ∈ Ro×i and bias b ∈ Ro containing trainable
weights, and non-linear activation function σ.

• LLM: Large Language Model. A stack of encoder-, decoder-, or encoder-decoder
models of the Transformer architecture capable of understanding and/or generating
text, trained on a very large language corpus.

• LSTM: Long Short-Term Memory [68]. An RNN architecture that solves the van-
ishing gradients problem. Further explained in section 2.1.2.

• MDP: Markov Decision Process. A way of modeling a sequential decision-making
process using states, actions, and rewards. Further explained in section 2.1.1.

• MLM: Masked Language Modeling. One of the ways to train a BERT model, by
making the model predict a word in a sentence using the words around it.

• NSP: Next Sentence Prediction. One of the ways to train a BERT model, by making
it predict if two sentences are subsequent.

• NLP: Natural Language Processing. The field of researching how computers can
understand and generate text.

• Policy Network: Neural network to select an action. In this research a FFN was used
with an architecture of (I × 128 × 128 ×|A |).

• POMDP: Partially Observable Markov Decision Process. An extension to the MDP
where the agent does not receive the environment’s full state in its observations. Fur-
ther explained in section 2.1.2.

• Regret: Difference in number of steps taken and number of steps required by the
optimal policy.

• RL: Reinforcement Learning. The field that aims to make agents learn how to ac-
complish a goal without being explicitly programmed to do so. Further explained in
section 2.1.

• RNN: Recurrent Neural Network. A neural network that outputs an output and a
hidden state. The hidden state is taken as input by the next invocation. This hidden
state makes for a recurrence.

• RQ: Research Question.

• SAC: Soft Actor-Critic [56]. A recurrent version of this algorithm was used in this
research. Its goal is achieving the goal as optimally as possible, while taking actions
as randomly as possible. Further explained in section 2.1.2.

• SBERT: Sentence-BERT [125]. An approach of creating models that can create sen-
tence embeddings using siamese BERT networks. Further explained in section 2.2.

• SimCSE: Simple Contrastive Learning of Sentence Embeddings [47]. A model that
can create sentence embeddings using contrastive BERT networks.

• t-SNE: Machine learning method to visualize in a high-dimensional clusters in a
lower-dimensional plot. Used for fig. 3.3.
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• Word2Vec: Model that maps words to semantic embeddings [100]. In an experimen-
tal context, it refers to a sentence embedding created by averaging over the Word2Vec
embedding of each word in a sentence. Further explained in section 2.2.

• Word2Vec + Pos: Sentence embedding created by averaging over the positional
Word2Vec embedding of each word. The positional embedding is created by mul-
tiplying each embedding with a sinusoid dependent on the word’s position in the
sentence. Further explained in section 2.2.
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Appendix B

Engineering Decisions

The following chapter gives a background on choices made to make the research in the main
chapters possible.

B.1 Initial Environment Design

The first design of an environment to train and test a language-assisted RL agent is shown in
fig. B.1. It was built such that multiple objects could be introduced: walls blocking a path,
traps catching the agent, boxes that could be moved, or speedups that made the agent walk
faster. The items and goals were placed such that each introduction of an object resulted in a
unique optimal path, encouraging the agent to make decisions based on the sentence it was
provided with. However, this environment was rejected because it supports a low number
of objects, and a lot of exploration is necessary to find the goal.

Often, people do not say what happens exactly but instead, communicate the essence of
their message and may use synonyms or words that are similar to the subject. For example,
if there is water on the floor where someone might slip over, people may warn each other
about a puddle, a pool of water, a splash, or a spill, with the intended meaning that it might
be slippery. Therefore, the real challenge for the agent is to identify the property of an object

Figure B.1: Initially proposed environment.
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B. ENGINEERING DECISIONS

and respond to it. The environment of fig. B.1 is not made with this in mind, but rather
to find the differences between objects themselves. Also, the goals of the environment
in fig. B.1 are far away: 27 steps and 56 steps need to be taken to reach them, without
obstruction from any item. This means that if the agent would explore randomly for 1000
environment steps, the probability of finding the goal closest by is approximately 12.6%,
while finding the solution that is furthest away in the case of an obstruction on position 1 is
only 0.6%. Restricting the action space to only valid actions would improve this to 24.2%
and 3.3%, respectively. Solving this environment would require a lot of computation power
and effort in explorative strategies. Section 3.4 explains the efforts that have been made in
this regard. However as exploration is not the primary focus of this research, the decision
was made to create a smaller environment.

B.2 Deep Recurrent Q-Networks

Deep Q-Networks (DQN) is an algorithm that uses neural networks to approximate the Q-
function of an MDP [105] (see section 2.1.1). The algorithm Deep Recurrent Q-Networks
(DRQN) extends DQN to the POMDP domain by making decisions on a history of observa-
tions and actions [60]. This history is encoded into a vector with a recurrent neural network
such as an LSTM or a GRU, and this vector is passed to the DQN neural network.

DRQN was already not state-of-the-art at the time this thesis started, as DQN had al-
ready been improved upon numerous times [63, 146, 151, 10, 44] and deep policy gradients
as well as deep actor-critic methods were outperforming DQN too [106, 132, 89, 56, 46].
However, DRQN’s learning capacity was considered good enough to learn the environment
introduced in appendix B.1 while being relatively straightforward to implement.

A custom DRQN implementation was made, built upon the DQN implementation of dr.
Wendelin Böhmer1, adhering to the software architecture proposed by Daley and Amato
[32]. However, the implementation of the algorithm required a few weeks of debugging
efforts, as the source of unwanted behavior could be attributed to the agent, the new en-
vironment, as well as the replay buffer, which all had changed. A lot was learned about
the implementation of DRQN and satisfactory results were achieved on the CartPole-v12

environment. However, remaining uncertainty as to whether the implementation of DRQN
was correct led to the search for proven implementations of POMDP-solving agents.

B.3 Exploration

Exploration refers to how much an agent scouts its environment before it starts to optimize
for collecting reward. An agent nearly always needs to explore to reduce its epistemic
uncertainty and find its goal. However, as the agent does not know when it has reached the
optimal way to its goal, it might stop exploring too soon and never find its goal. To make
the agent explore, three methods have been tried in this research: random exploration, and
exploration due to adding an intrinsic reward signal. This part gives an overview of the

1Committee member of this thesis. Code was for the course CS4400 Deep Reinforcement Learning
2https://www.gymlibrary.dev/environments/classic_control/cart_pole/
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B.3. Exploration

‘

(a) Cumulative regret (b) Episodic regret

Figure B.2: Limiting the actor to only valid actions. The lines with Valid limit the actions to
choose only valid actions. The others allow all actions, but incur a -1 penalty for choosing
an invalid action.

approaches used in this research and is by no means a complete overview of RL exploration
methods.

B.3.1 Random Exploration

A way to explore an environment is to take random actions in every state with a uniform
probability. This is called random exploration [85]. Random exploration is a way to gather
data about the environment when the neural network of the agent’s policy is still close
to its random initialization, however, it can not cover a lot of space as its reach decays
exponentially. That is because it is just as likely that the agent goes back to where it has
been as to go anywhere new. For example: Let’s say there is an agent that is in a hall and
has the actions to go left, right, up or down. Except up or down make it stay in the same
place. Then, after 100 random steps, the probability of reaching further than 12 steps is only
3.8%. An improvement could be to limit the action set to only left or right, which improves
the probability to 9.6%.

B.3.2 Limiting to Valid Actions

The environment can also help with exploration by limiting the action space to only the
actions available in the state the agent is in. In limiting the valid actions, the SAC action
logits for invalid actions were set to −∞, so the probability of sampling these actions became
zero. This led to the environment rewards becoming sparse, as the reward would always be
0, except for reaching the goal. This did not improve the agent’s behavior: in environments
where the goal was further away than 6 blocks, the agent would not learn to reach the goal
and would start oscillating between a state where it could only go back and a state with
four choices. I assume it presented this behavior because in the environment of fig. 3.1
the Up and Down was only available 50% of the time and thus did not get much feedback
compared to going Left or Right. Figure B.2b shows that agents in an environment where
invalid actions cannot be executed, the agents converge to oscillation.
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B. ENGINEERING DECISIONS

B.3.3 Intrinsic Reward

Whereas extrinsic reward r(s,a) is given by the MDP, intrinsic reward comes from the agent
itself. It can incentivize the agent to explore more by giving the agent a reward for ending
up in a state it has not often been in. The simplest solution is count uncertainty [94]. Count
uncertainty keeps count of how often a state was visited, and upon a state gives an intrinsic
reward inversely proportional to the count, often using the inverse square of the count [94].
This can work well in environments where states can be mapped well [114, 9]. Figure B.3
shows the impact of different scales of intrinsic reward when tested on the environment of
fig. B.3e. It was chosen not to include intrinsic reward, as it did not have a positive impact
in the small environment of fig. 3.1.

If states cannot be mapped to a discrete count, Random Network Distillation (RND)
can be a solution [20]. It proposes to find the novelty of a state by comparing the output
of two neural networks, fs and fd . fs is a static network and does not change. fd is a
dynamic network and is being trained to mimic the output of fs on the states the agent
visits. The weights of both networks are initialized randomly. If the agent has not visited
a state often, there will be a bigger difference between the outputs of fs and fd compared
to an often visited state. The agent receives an intrinsic reward proportional to the L1 norm
of the difference between the output vectors. RND was not used in this research because
it is a more challenging intrinsic reward source than count uncertainty. Given that count
uncertainty did not work for my environment where discrete counts are possible, RND
would also not work.

B.4 Hyperparameter Search

The following section explains the search for suitable hyperparameters for the agent and
environment.

B.4.1 Discount Factor

The discount factor γ ∈ [0,1] is part of the MDP as explained in section 2.1.1 and influences
the horizon length. It is used to discount future rewards, and as such can be used to set
how much the agent prioritizes short-term over long-term rewards. As the expected future
rewards are discounted with γ for step t + 1, γ2 for step t + 2, etc, the impact of future
rewards decays exponentially with regards to γ. As this is a geometric series, it means that
the horizon length of an agent is specified by 1

1−γ
.

A value of γ= 0.93 was found experimentally for this research. Values in γ∈{0.9,0.91, . . . ,0.99}
were evaluated. The graphs did not exhibit any significant results and the value of γ = 0.93
performed only marginally better than the others. Theoretically, a value of 0.93 makes sense
as its horizon length is 1

1−0.93 = 14.3 which means that it includes the longest optimal path
for an uninformed agent of 13 steps.
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B.4. Hyperparameter Search

‘

(a) Cumulative regret with high intrinsic reward (b) Episodic regret with high intrinsic reward
‘

(c) Cumulative regret with low intrinsic reward (d) Episodic regret with low intrinsic reward

(e) Environment.
The object is dark
blue.

Figure B.3: The agent’s performance over various scales for intrinsic reward, based on count
uncertainty. A value of 0 was chosen. The environment of fig. B.3e was used.
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B. ENGINEERING DECISIONS

‘

(a) Cumulative Regret at 50k environment steps. (b) Episodic Regret

Figure B.4: The agent’s performance after 50.000 environment steps over different activa-
tion functions used after the embedding linear layer. Directly means no linear layer and no
activation function. Identity means no activation function. ReLU was chosen.

B.4.2 Embedding Activation Functions

Neural networks consist of alternating matrix multiplications and non-linear functions. These
non-linear functions are called activation functions and allow the neural networks to learn
non-linear relations. The architectures of fig. E.3 contain a linear layer that maps the sen-
tence embedding to a lower dimensional space and applies an activation function. This
experiment researches for only the embedding linear layer which activation function works
best.

Figure B.4 visualizes various agents’ regret on the unidirectional environment with Sim-
CSE sentence embeddings, and shows that not including a linear layer or activation function
at all and instead inserting the embedding Directly into the LSTM outperforms all other
methods. However, fig. E.4 shows that this approach has a large impact on the runtime of
the algorithm because the LSTM contains about six times as much parameters, leading to a
similar increased factor in computation time.

Because the cumulative regret from the activation functions overlaps significantly, ReLU
was chosen as it is commonly used and simple to implement.

B.4.3 Classification Network Architecture

The classifier network is created in an attempt to get better generalization on the unknown
objects experiment, as explained in section 3.6.2. Following the idea of transfer learning, it
is pre-trained on classifying embeddings into whether their sentences indicate the object to
be light or heavy. After pre-training, the network is frozen and plugged into the agent.

During this research, a mistake was made in the implementation of the state-proxy con-
catenation embedding consumption method. This caused this method to perform compara-
bly to the baseline, which led to the hypothesis that the policy neural network would not be
powerful enough to find the right decision boundary. Because of this, the policy network
of (1024×128×128×2) was trained on classifying the embeddings, as shown in fig. B.5c
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B.4. Hyperparameter Search

‘

(a) Small Classifier on Unknown Formulations (b) Small Classifier on Unknown Objects
‘

(c) Policy Classifier on Unknown Formulations (d) Policy Classifier on Unknown Objects
‘

(e) Large Classifier on Unknown Formulations (f) Large Classifier on Unknown Objects

Figure B.5: Impact of classifier architecture on generalization tasks.

and fig. B.5d. It showed the policy network does contain enough weights to find a good
decision boundary, indicating a bug in the implementation of the state proxy concatenation.

Later, this classifier network was re-used for generalization purposes. A small architec-
ture search was executed to determine if having a shallower network (fig. B.5a and fig. B.5b)
or a deeper network (fig. B.5e and fig. B.5f) would perform better. The original policy net-
work was chosen in the end instead, as it provided a balance between the underfitting of the
small network and the overfitting of the large network. No regularization was applied in the
experiments. The Adam optimizer was used with a learning rate of 0.001 [82].

A neural network can also improve generalization beyond the training set by using reg-
ularization. Regularization lowers the probability a neural network overfits on its training
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B. ENGINEERING DECISIONS

(a) 20% Unknown Objects (b) 70% Unknown Objects

Figure B.6: Results of applying dropout with p = 0.5 after every layer and using L2 regu-
larization with a weight of 10−4.

set. L2 regularization does so by introducing a loss component that penalizes the neural net-
work for large weights and pushes those weights to zero [144]. Dropout does so by resetting
individual neurons with a probability p [67]. Figure B.6 shows the impact of dropout and
l2 regularization on the accuracy on a withheld test set is not significant, therefore it was
chosen not to regularize the classifier.

B.4.4 Gradient Update Frequency

The frequency of gradient updates refers to how often an agent learns from its experiences.
For each gradient update, the agent samples a number of trajectories equal to the batch
size from its replay buffer and calculates its critic and actor using the SAC losses. The
derivative over these losses indicates the direction in which to update the gradients of the
neural networks used.

During the first evaluations, the frequency was set to one update every five rollouts.
This works fine when an agent has not approximated the optimal policy but starts being a
computational challenge once the agent does learn because its rollouts become 10-25 times
shorter. This means that the agent starts learning much more often once it has learned a
good policy, which leads to a slow progression in the number of environment steps.

A choice was made to set the gradient update frequency relative to the number of en-
vironment steps as all results in chapter 4 are also visualized relative to the number of
environment steps. Figure B.7 indicates the impact of the gradient update frequency per
environment step on the agent’s learning speed, tested in the unidirectional environment
with perfect embeddings. A value of 0.05 was chosen as it meant the agent would not learn
too quickly that differences between other hyperparameters (e.g., embedding consumption,
embedding model, generalization) could not be distinguished.

B.4.5 Bends in Multidirectional Environment

Like section 3.2.1 describes, one of the goals of the multidirectional environment is decou-
pling the 1-on-1 relation between a sentence and the actions it should take. To decouple this
as much as possible, this experiment tried to gauge the learning speed of the agent when 0,
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‘

(a) Cumulative Regret (b) Episodic Regret

Figure B.7: The performance of the agent over a range of different numbers of updates per
environment step. Perfect embeddings were used. A value of 0.05 was chosen.

1, and 2 bends were introduced to the environment. Every bend that is introduced creates
three times as many possible mazes, as each bend can have a hook in three ways.

At the time of executing this experiment, the algorithm was not yet fully optimized.
Because of the 24-hour time limit set by the cluster on which this experiment was executed3,
not more than 150.000 environment steps could be executed. Figure B.8 shows that not all
experiments with two bends were able to converge to the optimal policy, so it was chosen
to only bend the environment at the agent’s starting position.

‘

(a) Cumulative Regret (b) Episodic Regret

Figure B.8: The impact of the number of bends in a multidirectional environment on the
agent’s performance. One bend was chosen.

3DelftBlue
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C. HYPERPARAMETERS

Hyperparameters

Parameter Value

Limit to only valid actions No

Number of iterations (after random exploration) 2500 (1000 for generalization tests)

Random exploration rollouts 64

Rollouts per iteration 1

Updates per iteration 0.05 (one update per 20 environment
steps)

Buffer size 106

Batch size 256

Separate RNN for actor & critic Yes

RNN model LSTM

RNN hidden size 128

RL Algorithm SAC Discrete

Action mapping dimensionality 8

Observation mapping dimensionality 32

Embedding mapping dimensionality 32

Reward mapping dimensionality 0

Policy network (LSTM output) ×128×128×4

Classification network (if used) (Embedding Size) ×128×128×4

Learning rate 0.001

γ 0.93

τ 0.005

Embedding consumption Trained mapping of embedding con-
catenated to each observation

SACD target entropy 0.7

Learning rate entropy Tuning 0.0003

Intrinsic reward None used

Seeds {42, . . . ,89}

Table C.1: Hyperparameters of the agent. One rollout is one episode. One iteration is some
rollouts, followed up with several gradient updates.
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Appendix D

Sentence Generation

1 def generate_direction_prompt(
2 word: str, num_sentences: int, direction: str, negation: bool
3 ):
4 negation_str = "not" if negation else ""
5 return f"Give me {num_sentences} sentences that tell someone: there

is {negation_str} a {word[0].lower()} placed {direction}"
6

7

8 def generate_prompt(word: str, num_sentences: int):
9 return f"Create {num_sentences} sentences that tell someone else

there is a {word} to his/her left"
10

11

12 def get_sentence(prompt: str) -> list[str]:
13 for i in range(3):
14 response = openai.ChatCompletion.create(
15 model="gpt -4",
16 messages=[
17 {"role": "system", "content": "You are a helpful

assistant."},
18 {"role": "user", "content": prompt},
19 ],
20 )
21 break
22 else:
23 raise Exception("Could not get response from OpenAI")
24 return [
25 sentence
26 for sentence in response.choices[0].message.content.split("\n")
27 if len(sentence) > 0
28 ]

Listing D.1: Python code used for generating sentences using GPT-4. The code was
executed on September 15th, 2023 for the unidirectional sentences, and on November 3rd,
2023 for multidirectional sentences.

79



D. SENTENCE GENERATION

Heavy Light
Boulder Battleship Feather Breeze
Anvil Bulldozer Cotton Bubble
Barbell Rocket Leaf Powder
Cannonball Cruise Paperclip Marshmallow
Cement Dam Pencil Balsa
Concrete Elephant Seed Chiffon
Dumbbell Excavator Foam Silk
Granite Factory Straw Cork
Iron Lighthouse Chalk Pen
Lead Mammoth Dust Dice
Log Lumber Balloon Rice
Meteorite Obelisk Smoke Cobweb
Brick Quarry Air Gauze
Car Ferry Hair Sunbeam
Engine Tanker Bandage Froth
Freight Steamroller Mist Wrap
Locomotive Tugboat Cream Peanut
Machine Warship Cloud Nut
Mountain Windmill Thread Confetti
Pile Hippopotamus Tadpole Scent
Rock Iceberg Swab Twig
Container Moose Meringue Quill
Ship Rhinoceros Spiderweb Sugar
Submarine Statue Lace Filament
Tank Turbine Breath Residue
Tractor Walrus Ribbon Velvet
Truck Tram Pollen Eyelash
Whale Train Floating Glitter
Yacht Keg Fog Sigh
Aircraft Helicopter Tissue Zephyr

Table D.1: List of objects used to denote heavy and light objects in the environment.
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Class Object Leaked Word Sentence
Breath Air Look to your left-hand side, there’s a breath of air
Breath Air A gust of air is floating from your left direction
Breath Air I sense fresh air is coming from your left
Breath Air There’s an air draft coming from the area on your left
Breath Air There is some movement of air to your left
Breath Air A breath of air is seeping out on your left side
Breath Air You’re having an air movement on your left-hand side
Breath Air There seems to be a breath of fresh air flitting to your left

direction
Breath Air A fresh waft of air is springing up on your left
Breath Breeze There’s a breeze originating from your left side
Breath Breeze If you turn to your left, you might feel a gentle breeze
Breath Breeze You may sense a breeze from the left-hand side
Breath Breeze You will feel a breeze if you lean slightly to your left
Breath Breeze Have you noticed a cool breeze from your left?
Breath Floating A gust of air is floating from your left direction
Breeze Air You can feel the air motion to your left, that’s a breeze
Breeze Air A soft current of air is coming your way from the left
Breeze Air The breeze is softly stirring the air to your left
Breeze Floating A gentle zephyr is floating in from your left
Breeze Hair The hair on your left side is slightly moving due to the breeze
Breeze Zephyr You should be experiencing a cool zephyr on your left
Breeze Zephyr A gentle zephyr is floating in from your left
Bubble Floating Just to let you know, a bubble is floating to your left
Bubble Floating Did you notice the bubble floating to your left?
Bubble Floating Kindly take note, there is a bubble floating on your left
Bubble Floating Please don’t overlook the little bubble that’s floating to your left
Cement Pile A pile of cement is waiting for you on your left
Cloud Floating Above and to your left, there’s a cloud floating
Cruise Ship To your left is a magnificent cruise ship
Cruise Ship Observe carefully, there’s a gorgeous cruise ship to your left
Cruise Ship Glance to your left, there’s an outstanding cruise ship you

would appreciate
Cruise Ship If you glance to your left, you will see a charming cruise ship

Different Foam Pile Hey, did you notice that pile of foam to your left?
Different Helicopter Floating You’ll find a helicopter floating to the left of you

Smoke Cloud There is a cloud of smoke to your left hand side
Smoke Cloud Quick heads up, there is a cloud of smoke to your left
Smoke Mist I noticed a slight smoky mist to your left

Table D.2: Leakage of object words in unidirectional sentences.
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Figure D.1: The twenty most frequent words in the onedirectional sentence dataset.
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Figure D.2: The twenty most frequent words in the the multidirectional sentence dataset.

Left Right Up Down
on its left on its right in front of it behind it
in western direction in eastern direction in northern direction in southern direction
at nine o’clock at three o’clock at twelve o’clock at six o’clock
on portside on starboard above it below it

Table D.3: Indications of to which direction the object is placed relative to the agent’s start
position for the multidirectional dataset.
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D.1. Embedding Model Performance

D.1 Embedding Model Performance

Embedder Sentences Objects
Word2Vec 3826±1349 3073±1039
Word2Vec + Pos 4329±1823 NA
InferSent 3600±2304 3377±1431
SBERT 3020±1228 2910±1164
SimCSE 3107±788 3395±1525

Table D.4: Mean and standard deviation of the cumulative regret of the agent on different
embedders after 50.000 environment steps. SimCSE was chosen for sentences as it yields
the most stable performance and literature agrees it to be the most performant.
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Appendix E

Embedding Consumption

E.1 Agent Architecture

The following section presents the architecture of the actor of the agent, with the positions
the embedding can be consumed by the actor. Figure E.3 shows the results of entering the
embedding in the positions shown in fig. E.2. The positions are identical for the critic. The
different lines of fig. E.3 indicate which of the LSTM initialization options is turned on.
The LSTM initialization configuration is shown in fig. E.1. All results are plotted with a
95% confidence interval over 48 runs.
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Figure E.1: Design of the actor with the linear embedding initializing the LSTM hidden-
and cell-state.
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E. EMBEDDING CONSUMPTION

‘
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(a) No embedding concatenation.
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(b) Observation embedding concatenation.

Linear Linear

Observation

Linear

Action

Linear

Embedding

⊕

LSTM

⊕

Policy

32

9

32

1

8

1024

32

40

128

192

4

(c) State proxy embedding concatenation.
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(d) Both embedding concatenations.

Figure E.2: Actor architectures corresponding to the results of fig. E.3
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E.2. Results

E.2 Results

(a) No embedding concatenation. (b) Observation embedding concatenation.

(c) State proxy embedding concatenation. (d) Both embedding concatenations.

Figure E.3: Full results for the embedding consumption results. The colors of the lines indi-
cate which LSTM vector was initialized with the embedding (see fig. E.1). Corresponding
architectures can be seen in fig. E.3.

LSTM Init
No Hidden Cell Both

Concatenation

No 7275±3051* 3373±1343 3373±1343 3648±2206
Observation 2182±770 3245±2342 2257±771 2553±853
State Proxy 2585±1854 2592±1059 2504±1215 2872±1787
Both 2553±1483 3030±1796 2638±996 2605±1131

Table E.1: Mean and standard deviation of the cumulative regret of the embedding con-
sumption agents after 50.000 environment steps. * Uninformed baseline agent.
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E. EMBEDDING CONSUMPTION

Figure E.4: Training time of different relative sizes of the LSTM on the unidirectional
environment.

E.3 Baseline Agent

Figure E.5 shows that the uninformed baseline agent learns the Bayes-optimal policy after
about 80.000 environment steps.

‘

(a) Cumulative regret (b) Episodic regret

Figure E.5: Performance of the baseline uninformed agent. Regret is based on the Bayes-
optimal policy.

88



Appendix F

Generalization Experiment

For the generalization tests, it was chosen not to include an uncontrolled experiment in
the results. Where an unknown objects experiment deliberately excludes all sentences be-
longing to an object, and an unknown formulations make a train-test split in the sentences
belonging to each object, an uncontrolled experiment randomly sample from the total set of
sentences, disregarding which sentences belong to which objects. An uncontrolled experi-
ment would have been an addition to the results if the content of its training set and/or test
set were sufficiently different from the other experiments.

The reason the uncontrolled experiment was not included is that the probability of the
training set to contain sentences for all available objects is 7.882 · 10−20 for an 80%-20%
train-test split, and 2.564 · 10−3 for a 30%-70% split. This is for the unidirectional dataset
of in total 3600 sentences, each belonging to one of 120 objects. This means that the
probability that at least one of the 48 runs in an experiment contains a training set that does
not have at least one sentence for each object is 3.783 · 10−18 1 and 0.116, respectively.

1About half the probability of finding one specific grain of sand on Earth.
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Figure F.1: Probability that the training set of an uncontrolled experiment contains at least
one sentence for every object. One experiment consists of 48 runs.
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F. GENERALIZATION EXPERIMENT

Figure F.1 indicates the probability that one run and one experiment do not have a sentence
for at least one object in its training set. This research advises to re-run the generalization
experiment with a 20%-80% train-test split.

F.1 Derivation

The derivation of fig. F.1 was found with the help of the internet [69]. For completeness,
the derivation is given here as well.

Each of the 3600 sentences belongs to exactly one object. Lets call every group of
sentences belonging to one object O and label them O1, . . . ,O120. The training set is called
X and the number of sentences in the training set is |X |. The training set is sampled from
the total dataset without replacement. We are interested in the probability that there is at
least one sentence for every object in the training set, or

P(
120⋂
i=1

[|X ∪Oi|> 0]) = 1−P(
120⋃
i=1

[|X ∩Oi|= 0])

.
This union can be solved by the inclusion-exclusion principle, which states that for

random events A and B, the probability of at least one happening can be calculated by
P(A∪B) = P(A)+P(B)−P(A∩B). The general form of the principle is:

P(A j ∪ . . .∪A j+k) = P(
j+k⋃
i= j

Ai) =
j+k

∑
i= j

(−1)i+1
∑

I⊂{ j,..., j+k},|I|=i
P(

⋂
g∈I

Ag)

This means the following:

P(
120⋃
i=1

[|X ∩Oi|= 0]) =
120

∑
i=1

(−1)i+1
∑

I⊂{1,...,120},|I|=i
P(

⋂
g∈I

[|X ∩Og|= 0]

=
120

∑
i=1

(−1)i+1
(

120
i

)
P(

⋂
g∈{1,...,i}

[|X ∩Og|= 0])

The last step can be made because every sentence has an equal probability of being included,
so for every I with equal size, the probability of their intersection is equal. Also, are

(120
i

)
possible sets of I with size |I|= i to be made from the total set {1, . . . ,120}.

As all sets Oi are fully disjoint and each contains 30 sentences, the probability of the
intersection is found as follows:

P(
⋂

g∈{1,...,m}
[|X ∩Og|= 0]) = P(X ⊂ (Om+1 ∪ . . .∪O120))

=

(30(120−m)
|X |

)(3600
|X |

)
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F.1. Derivation

Thus, the probability that the training set does not contain any sentence for at least one
object can be found with:

P(
120⋂
i=1

[|X ∩Oi|> 0]) = 1−
(

3600
|X |

)−1 120

∑
i=1

(−1)i+1
(

120
i

)(
30(120− i)

|X |

)
.

This formula is visualized in the blue line in fig. F.1.
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Appendix G

Environments

G.1 Unidirectional Environment

The unidirectional environment consists solely of the environment visualized in fig. G.1.

Figure G.1: The left unidirectional environment.

G.2 Left Multidirectional Environment

The multidirectional environment where the object is always to the left of the agent’s starting
position, is visualized in fig. G.2. All three instances of the environment are equally likely
to occur. In this case, the agent does not have to pay attention to the directionality indication
in the sentence.
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G. ENVIRONMENTS

(a) Straight

(b) Downward (c) Upward

Figure G.2: Instances of the multidirectional environment with the object to the left of the
agent’s starting position.

G.3 Left & Right Multidirectional Environment

This environment includes instances of fig. G.2 and fig. G.3, and as such the object can be
to the left or to the right of the agent’s starting position.

(a) Straight

(b) Downward (c) Upward

Figure G.3: Instances of the multidirectional environment with the object to the right of the
agent’s starting position.
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G.4. All Multidirectional Environment

G.4 All Multidirectional Environment

The All multidirectional environment consists of the situations where the object might be
to the agent’s starting position’s left, right, up, or down. That means it consists of all the
instances of fig. G.2, fig. G.3, fig. G.4, and fig. G.5 with equal probability.

(a) Straight

(b) Left

(c) Right

Figure G.4: Instances of the multidirectional environment with the object in the upward
direction of the agent’s starting position.
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G. ENVIRONMENTS

(a) Straight

(b) Left

(c) Right

Figure G.5: Instances of the multidirectional environment with the object in the downward
direction of the agent’s starting position.
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