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Effects of Look-Ahead Time in a Haptic Shared
Controller for Preview Tracking

Joeri Span

Abstract—In haptic shared control (HSC), an alternative to
full automation, a human operator (HO) performs a steering
task while being assisted by continuous force feedback on the
control device. Human-haptic conflict, caused by misalignment
of intentions or different use of reference information, is a source
of annoyance and controllers should be designed to eliminate it
as much as possible. One way to influence how a haptic shared
controller uses reference information is by adjusting the look-
ahead time. This paper describes a human-in-the-loop experiment
that was conducted to investigate the effects of varying the haptic
look-ahead time in a shared-control preview tracking task. A
haptic shared controller was designed according to the Four
Design Choices philosophy that uses an internal HO model to
provide a human-compatible reference. Results show that the
applied HO stick torques become lower with respect to the HSC
torques for larger haptic look-ahead times, which shows how the
HSC has a higher share in the control task as the look-ahead
time is high. Conflict calculations reveal a region around 0.7-
0.8 s haptic look-ahead time where conflict is minimal, and no
significant change in conflict occurs. Subjective ratings by the
participants show a similar yet larger region, from 0.5 to 0.9 s,
for which no significant difference in usefulness and satisfaction
is perceived. Meanwhile, despite showing a strong ‘exchange’ of
authority through human-haptic forces around a look-ahead time
of 0.7 s, the error remains low, indicating how the HO adapts
to changes in the haptic controller to keep the tracking error
satisfactory. The results of this paper highlight the importance of
properly tuning the haptic look-ahead time, while also revealing
a ‘region of acceptance’ for which participants are unlikely to
notice any change in the haptic shared controller.

I. INTRODUCTION

HAPTIC shared control (HSC) is gaining interest as an
alternative to full automation of control tasks such as

driving a car [1], [2]. In haptic shared control, a driver,
or human operator (HO), is in control of a vehicle while
being assisted by force feedback through the steering wheel,
provided by a haptic shared controller [3], [4]. As a result,
the human and the automation system can continuously com-
municate both ways and correct each other, benefiting from
the strengths of both the HO and the HSC. By keeping the
human ”in-the-loop”, haptic shared control has the potential
to eliminate issues that often arise when automating a control
task [5]. These issues include loss of situation awareness, over-
reliance on the automation system, and increased complexity
of the system [6]. Moreover, in its current state, autonomous
driving may not be able to fully replace manual driving due
to technical, ethical, and legal reasons.

Due to the complex nature and unpredictability of hu-
man control behavior, designing a well-functioning HSC is
not straightforward. Misalignment between the human’s and
HSC’s intentions can cause conflicting torques, leading to

annoyance and increased control effort [7]. Reduced user
acceptance may in turn lead to the system being turned off
by the user, eliminating the potential benefits in terms of
safety. A framework proposed by Van Paassen et al. [8],
named the Four Design Choices Architecture (FDCA), has
been successful in reducing human-haptic conflict [9]. The
FDCA philosophy offers a control architecture that is designed
to reduce conflicts, by making four explicit design choices.
The first is to synthesize a human-compatible reference (HCR)
trajectory for the HSC. This trajectory is followed by the
controller using two paths: a feedback path reducing the error
between the system output and the HCR, characterized by the
strength of haptic feedback (SoHF) and a feedforward path
providing an anticipatory guidance torque, named the level of
haptic support (LoHS). These two paths are added up to yield
the total haptic torque, after which the resulting authority on
the task is determined by the level of haptic authority (LoHA).

Of the four design choices, the HCR offers a way to
incorporate explicit knowledge of human control behavior in
the haptic controller, by using driver models to generate the
reference trajectory. Control-theoretic HO models have been
developed for target-following tasks, describing how humans
use reference information to come up with the desired control
action [10], [11]. A recent example of such a model is the
novel human controller model for preview control by Van der
El et al. [11], which is an extension to established quasi-linear
HO models for compensatory control [12].

Van der El’s HO model provides knowledge on what portion
of previewed information is used by an HO. The model splits
the response to the previewed target in a near-viewpoint,
characterized by a high-frequency feedforward response, and
a far-viewpoint, characterized by a low-frequency feedback
response. The far-viewpoint response, considered to be the
main response, describes how humans use the available pre-
view information in their control strategy. It has been known
from early research that increased preview time leads to better
tracking performance [13], [14], and recent experiments extend
this knowledge by showing how humans adjust their far-
viewpoint [15].

When designing an FDCA-type haptic shared controller
and using the preview control HO model to define the HCR,
the far-viewpoint parameter (often referred to as look-ahead
time when considering HSC) becomes a key parameter. It
determines the controller’s timing and accuracy. A controller
with a long look-ahead time can anticipate the target better
and act earlier, possibly incorporating corner-cutting, while a
controller with a short look-ahead time has to resort to more
aggressive control to follow the target. Therefore, a poorly
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chosen look-ahead time will likely be a source for human-
haptic conflict and knowledge on the effect of various look-
ahead times is required.

The goal of this paper is to analyze how various look-ahead
times in a haptic controller affect performance and conflict in a
shared preview tracking task. An experiment was conducted, in
which ten participants were asked to track a target on a display
with 1 second of preview using a side stick with haptic force
feedback. Over nine haptic conditions that varied the HSC
look-ahead time, the sensitivity to small changes in look-ahead
time is investigated. One of the used metrics is human-haptic
conflict, which occurs when the inputs of the HO and the HSC
are opposite. Furthermore, participants were asked to rate the
haptic support system during the experiment. The results of
the experiment can improve knowledge on tuning haptic look-
ahead times to decrease conflict in HSC.

The outline of the paper is as follows. First, the steps
and results of preliminary research involving simulations are
discussed in Section II. This section gives a thorough expla-
nation of the control task considered throughout this paper
and in the experiment. Section III then describes the setup
for the experiment, including the hypotheses that are partially
based on the outcome of the simulations. Then, Section IV
presents an overview of the experiment results. These results
are discussed thoroughly in Section V, after which this paper
is concluded in Section VI.

II. SIMULATIONS

In this paper, the shared control task is first simulated to
gain an understanding of the interaction between HO and HSC.
The simulation setup uses the task parameters that will be used
in the human-in-the-loop experiment: the controlled element,
forcing functions, and HSC are identical. To simulate the HO,
the Van der El human operator model is used [11].

Fig. 1. The shared control task considered in this paper.

A. Control Task

Fig. 1 shows a block diagram of the control task. The HO
performs the tracking task in a shared-control setting, together
with the HSC. The forcing functions for the control task are
two sum-of-sines, a target and a disturbance. The target ft(t)
is tracked by the HO and the HSC, which both provide input
torques to the side stick. The combined torques on the stick
result in a control input u(t) to the controlled element. The
disturbance signal fd(t) is added to the controlled element

output, making the task a target-following and disturbance-
rejection task. The forcing functions are defined as the sums
of 10 sinusoids, Eq. (1), with A[i], ω[i] and φ[i] the amplitude,
frequency and phase shift of the ith frequency component,
respectively. Both forcing functions have a bandwidth of
approximately 1.5 rad/s [12], indicating that amplitudes of
the sines with frequencies above 1.5 rad/s are attenuated with
a factor 10. The forcing functions’ spectra are shown in
Fig. 2, the forcing function parameters are listed in Table I.
Three realizations of the target function are shown, defined
by different phase shifts, however, for the simulation, only
the first realization is used. The standard deviation σft of the
target function is 1.27 cm, the standard deviation σfd of the
disturbance function is 0.51 cm.

ft,d(t) =

10∑
i=1

At,d[i] sin (ωt,d[i]t+ φt,d[i]) (1)

The controlled element is a single-integrator system ex-
pressed as HCE(jω) = KCE/jω, with a gain KCE = 1.5.
Inputs are given to the system by a side stick, included
in the simulation, and modeled as Hstick (Eq. (2)). The
stick is modeled as a mass-spring-damper system with inertia
I = 0.01 kg/m2, damping b = 0.22 Nms/rad, stiffness
k = 3.58 Nm/rad, and stick gain Kstick = 0.44 cm/deg.
The stick model describes the relation between input torques
given by the HO and the HSC, THO and THSC , and the stick
position which acts as the controlled element input u(t).

Hstick =
Kstick

I(jω)2 + bjω + k
(2)

B. Human Operator model

The human operator in this control task is simulated as a
quasi-linear controller: the responses to the target and system
output are linear, and a randomly generated noise input is
added to account for all non-linearities that characterize a
human operator. The used model is by Van der El et al. [11]
and predicts human tracking behavior in target-following tasks
with preview information. A block diagram of the model is
shown in Fig. 3. According to Van der El, the HO response
to a previewed target ft([t, t+ τp]) (with τp the preview time)
can be characterized by a response function Hof∗ (jω) to a
single far-viewpoint on the target, denoted τf . The transfer
function Hof∗ (jω), shown in Eq. (3), is a low-pass filter with
time constant Tl,f and gain Kf . Subsequently, the filtered
far-viewpoint f∗t,f (t) is used as the input to a compensatory
control loop, where an ‘internal’ error e∗(t) is minimized. Note
that this is not the actual error between the target and the
system output, but the error to a ‘desired’ path that ignores
high frequencies of the target. The feedback control strategy
that follows is essentially that of error-reducing compensatory
control [12], where for a single integrator controlled element,
the error response is described by a gain, Ke∗ .

The physical limitations of the HO are modeled as a second-
order neuromuscular system Hnms(jω), shown in Eq. (4), and
a pure time delay of τv seconds, e−τvjω. The output to the
neuromuscular system is described in Van der El’s model as
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TABLE I
PARAMETERS FOR THE MULTISINE TARGET AND DISTURBANCE FUNCTIONS USED IN THE

SIMULATIONS.

target signal ft disturbance signal fd

i kt At ωt φt,1 φt,2 φt,3 kd Ad ωd φd
- cm rad/s rad rad rad - cm rad/s rad

1 3 0.731 0.157 4.488 4.578 1.620 4 0.292 0.209 0.241
2 5 0.731 0.262 5.699 2.459 5.502 7 0.292 0.367 1.669
3 8 0.731 0.419 1.373 0.980 4.688 9 0.292 0.471 1.899
4 11 0.731 0.576 5.472 0.889 1.675 13 0.292 0.681 1.295
5 19 0.731 0.995 1.331 5.683 2.283 22 0.292 1.152 3.982
6 29 0.731 1.518 5.257 2.214 4.867 31 0.292 1.623 4.496
7 47 0.073 2.461 5.399 1.002 5.342 51 0.029 2.670 3.365
8 77 0.073 4.032 3.289 5.478 4.198 79 0.029 4.136 0.469
9 143 0.073 7.488 2.999 5.050 1.738 147 0.029 7.697 0.964

10 263 0.073 13.77 5.591 4.613 1.349 267 0.029 13.98 4.296 Fig. 2. Power spectra of target and disturbance

the control input u(t) directly into the controlled element,
meaning that the modeled dynamics include the physical stick
as well. In the case of shared control, with both an HO and an
HSC acting on the stick, we are interested in the torques. By
passing the HO output u(t) through an inverse stick model,
H−1
stick (see Fig. 3), we obtain the input torque THO.
The model parameters used for the simulated HO are

displayed in Table II. These parameters are averaged fitted
parameters from earlier human-in-the-loop experiments [15],
making the HO model representative for real human control
behavior in this type of control task. It was also found that
above a certain critical preview time, humans on average
no longer adjust their far-viewpoint τf . The far-viewpoint
parameter shown in Table II is set to 0.6 s, which is the average
critical preview time [15]. The other parameters correspond to
realistic average control behavior with this far-viewpoint [15].

Hof (jω) =
Kf

1 + Tl,f jω
(3)

Hnms(jω) =
ω2
nms

(jω)2 + 2ξnmsωnmsjω + ω2
nms

(4)

Remnant noise is added to the HO input to simulate the
stochastic human control behavior. The characteristics of this
remnant noise are taken from earlier literature on similar
preview control tasks [16]. According to this, remnant noise
injected at the HO input can be modeled by applying a low-
pass filter to a white noise source. For SI tasks, the filter has a
break frequency ωb,n of 3.5 rad/s. The noise gain is tuned such
that the contribution of the noise to the total control input is
given by σ2

un
/σ2

u = 0.35. Based on this, for remnant injected
at the HO input torque, a noise gain Kn of 40 is used. In the
simulations, 1,000 remnant realizations are used.

TABLE II
BASELINE MODEL PARAMETERS

τHO Kf Tl,f Ke∗ τv ωnms ξnms Kn ωb,n

[s] [s] [s] [-] [s] [rad/s] [-] [-] [rad/s]

0.6 1.0 0.20 1.25 0.20 10.5 0.35 40 3.5

C. Haptic Shared Controller
In shared control, a haptic controller continuously exerts

forces to the stick, providing guidance to the operator. The
HSC considered in this paper implements the Four-Design-
Choices Architecture (FDCA). In this controller, the reference
(HCR) is provided by the Van der El HO model. The imple-
mentation of the FDC-HSC is shown in Fig. 4, and represents
the haptic controller architecture for both the simulations and
the experiment. The HCR, shown in the gray dashed area,
simulates the HO model in tracking the target in a closed
loop and provides a reference torque TR(t) and a reference
path xR(t). The HCR model architecture is the same as used
to simulate the HO, shown in Fig. 3. It includes a CE model,
Hce, in order to calculate the system output that is used as a
reference path, xR(t). The HCR outputs do not depend on the
outputs of the actual control task, but provide a desired input
to the HSC, which consists of feedforward gain KLoHS and
feedback gain KSoHF . The LoHS gain, KLoHS , provides the
direct feedthrough of the reference torque TR(t) to the stick,
while the feedback gain KSoHF acts on the error between the
reference path xR(t) and the actual CE output x(t).

The parameters for the FDC-HSC are the HO model param-
eters in the HCR and the gains KLoHS and KSoHF . The HCR
parameters are chosen to be equal to the simulated HO, given
in Table II. Thus, the assumption was made that the HSC uses
fully accurate knowledge of the HO and that the HCR perfectly
matches the HO. Also, by keeping all parameters constant, the
effect of varying look-ahead time τHSC , the main interest in
this research, can be isolated. This means the assumption is
made that the HO does not adapt its control strategy under
the influence of the HSC, even though this is to be expected
in real-life situations. The LoHS and SoHF gains were chosen
heuristically, setting the values such that the haptic guidance is
felt sufficiently, but not considered annoying. The feedforward
gain KLoHS was then set to 0.6, meaning that 60% of the
reference torque is provided by the HSC. The value was
chosen such that the HSC does not execute the full control
task. The feedback gain KSoHF was set to 0.8, which was
considered high enough to correct for control errors made by
the HO. As mentioned earlier, the HO model parameters result
in optimal performance with a look-ahead time of 0.6 seconds
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Fig. 3. The human operator model

Fig. 4. The haptic shared controller

(a) Error and control activity (b) Target and output

Fig. 5. Simulation of the HSC executing the control task without the HO in
the loop.

but are kept fixed as the look-ahead time is varied. Fig. 5a
shows the performance of the tuned HSC without the HO in
the loop, and reveals that optimal performance is achieved for
a higher look-ahead time, τHSC = 0.85 s. This is because the
controller’s KLoHS and KSoHF gains are tuned for shared
control with an HO in the loop, and thus the gains are too low
for optimal performance at a look-ahead time of 0.6 seconds,
and instead a higher look-ahead time is needed. In Fig. 5a, it
is seen that the control activity, RMSu, does not vary at all
with the look-ahead time. This is reflected by Fig. 5b, where
changes in look-ahead time appear as pure phase shifts of the
CE output.

D. Metrics

Running simulations allows for analysis of the expected
shared control task performance, the HO and HSC torques, and
conflict. The performance can be described by several metrics
that are often used in manual control experiments [11], [15].
The following metrics are of interest for the analysis:

1) Tracking error RMS: The error is given by e(t) =
ft(t)−x(t) and indicates how well the HO and HSC together
succeed in accurately following the target. As an overall metric
for the error magnitude over time, RMSe is used.

2) Control input RMS: Control activity is given by u(t),
the CE input which results from the combined HO and HSC
torques on the stick. RMSu is used as a metric for control
activity over time.

3) Input torque RMS: By looking at the HO and HSC
torques, THO and THSC , respectively, the individual contribu-
tions to the control task by the HO and HSC can be analyzed.
Comparing the two torques quantifies how the HO and the
HSC are sharing control. A large HO torque indicates a high
control effort by the HO, which is not desirable [8]. Again,
RMST is used as a metric for the torque over time.

4) Conflict time: In shared control, ideally, the HO agrees
with the guidance given by the HSC, and their two torques
complement each other. Therefore, human-haptic conflict is
an important metric to analyze. Here, conflict is defined to
occur when the signs of the HO and HSC input torques are
opposite. (see Eq. (5)). Additionally, conflict occurs only when
the magnitude of the HO torque is above a threshold c, such
that conflicts that occur when the HO input is small are not
counted.

Oconf =


1, if THO · THSC < 0

and |THO| > c ·max|THSC |
0, otherwise

(5)

5) Conflict torque RMS: The conflict time provides a mea-
sure of how often conflict occurs, but it offers no information
on how large the conflict is. For this, the conflict torque ∆T
is calculated as ∆T (t) = THSC(t) − THO(t). In order to
have a metric that describes how large the conflict is over a
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certain amount of time, the root mean squared conflict torque,
RMS∆T , is used.

E. Simulation Results

The computer simulations were performed with measure-
ment runs lasting 120 seconds. The HO and HSC (HCR) used
the same model parameters, listed in Table II. A set of three
HO look-ahead times was used, τHO = [0.3, 0.6, 0.9] s. For
haptic look-ahead times τHSC on the interval 0 to 1.2 seconds,
1,000 repetitions were simulated, each with a different remnant
realization. Fig. 6 displays the resulting metrics for all runs,
showing the effect of varying the look-ahead time. In each
plot, the line represents the average value over 1,000 remnant
realizations. For all simulations, the HO look-ahead time, τHO
is indicated by the vertical line that matches the line for that
look-ahead time (indicated in the legend).

1) Error: Fig. 6a reveals that the haptic look-ahead time has
a strong effect on the error. For τHO = 0.6 s, the minimum
RMS error is approximately 0.19 cm, achieved around τHSC
= 0.65 s. Both an increase and a decrease of τHSC cause
the error to increase steeply, up to 0.46 cm at both 0.0 and
1.2 seconds haptic look-ahead time. The effect of varying the
human look-ahead time is a shift in the τHSC that results
in the minimum RMSe. If τHO is higher, the optimal error is
achieved at a comparatively lower haptic look-ahead time, and
vice versa. This shows how the HO and the HSC effectively
compensate each other’s look-ahead times.

2) Control activity: The control activity is represented by
the CE input, u(t), which is plotted in red alongside the error
in Fig. 6a. The effect of τHSC on RMSu is small compared
to the effect on the error. The control activity remains largely
constant, with a small peak around τHSC = 0.75 s. This
peak occurs where the human and haptic look-ahead times
are equal, thus the control inputs given by the HO and HSC
are perfectly in phase, and add up to a larger total.

3) Input torques: Fig. 6b shows the HO and HSC torques,
breaking down the individual contributions to the control
activity by the HO and the HSC. While Fig. 6a shows that the
total control activity remains largely constant, the individual
torque components may be much higher when there is a large
difference between human and haptic look-ahead times. This
hints at conflict, where both torques are opposite and cancel
out. The HO and HSC torques are equal around a haptic look-
ahead time that is higher than the HO look-ahead time.

4) Conflict: By looking at the conflict time (Fig. 6c) and
the conflict torque (Fig. 6d) together, the cooperation between
the HO and HSC can be analyzed. Conflict time is defined by
Eq. (5), and describes how often the two torques are opposite.
The conflict time is shown for a threshold of c = 0 (all
conflicts are counted) and c = 0.1 (only conflicts where the
HO torque magnitude is larger than 10% of the maximum
HSC torque are counted). Comparing the percentage of conflict
at τHSC = 0 s with the conflict at τHSC = 1.2 s reveals
that applying a threshold causes a larger reduction of conflict
time for the latter. In other words, for higher haptic look-
ahead times, small conflicts make up a larger part of the total
conflict time. Using this metric, occurrence of conflict is high,

ranging from 40% to 80% of the time without a threshold,
and from 10% to 60% with a threshold. The trends show
clear conflict minima, which occur when the haptic look-ahead
times are considerably higher than the human look-ahead times
(i.e., for τHO = 0.6 s, the minimum conflict occurs when
τHSC = 0.8 s without a threshold). When a threshold of 0.1
is applied, these minima are located at higher τHSC . On the
interval [0,1.2] seconds, a human look-ahead time τHO of 0.3
seconds (the dotted line) results in the most conflicts when
τHSC = 1.2 s and when no threshold is applied. For the
other human look-ahead times, the highest conflict times are
achieved when τHSC = 0 s. Fig. 6d shows the conflict torque
RMS and reveals a similar trend as the conflict time without a
threshold. The minima are around the same haptic look-ahead
times. Note that RMS∆T is often much higher than the RMS
values of the HO and HSC torques in Fig. 6b. This shows how
the HO and HSC torques are often opposite in sign, which is
reflected by the high conflict time.

Overall, the simulation results show a strong effect on the
tracking error, the HO and HSC torques, and the conflict
metrics, caused by varying only the haptic look-ahead time.
However, since the HO parameters are kept constant, effects
of HO adaptation for varying look-ahead times are not inves-
tigated.

III. EXPERIMENT

A. Control Task

The control task performed in the experiment is the same
as performed in the simulations, as described in Section II-A.
Additionally, three different realizations of the target function
are used, to prevent participants from remembering the signal.

B. Apparatus

The experiment was conducted at the Human-Machine
Interaction Lab at the faculty of Aerospace Engineering of
TU Delft. Participants were seated in front of a display with
a resolution of 1280 by 1024 pixels, a size of 36 by 29.5 cm,
and a 100 Hz refresh rate. On the display (see Fig. 1), a one-
second window of preview was shown of the target signal,
ft([t, t + 1]), which participants were tasked to follow. For
their control input, and the haptic force feedback, participants
used an electro-hydraulic servo-controlled side-stick located
on their right-hand side. The stick has a moment arm of 9
cm and can only rotate around its roll axis. The stick has a
torsional stiffness of 3.58 Nm/rad, damping 0.22 Nm s/rad,
and inertia 0.01 kg m2. A stick gain of 0.44 cm/deg is used
[11].

C. Conditions

One independent variable is varied in the experiment, the
haptic look-ahead time τHSC . We are interested in showing
the effect caused by changes in this parameter in detail, such
as shown in Fig. 6. Therefore, the conditions were chosen such
that a grid of look-ahead times is obtained with a relatively
high resolution. The look-ahead times for each condition are
listed in Table III. As a baseline, the average critical human
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(a) Error and control activity (b) HO and HSC torque (c) Conflict time (d) Conflict torque

Fig. 6. Output metrics for the simulations, showing the effect of varying the haptic look-ahead time, showing the mean from 1000 remnant realizations.

(a) Run with high conflict (τHSC = 0.0 s)

(b) Run with low conflict (τHSC = 0.8 s)

Fig. 7. Time traces of two simulated sample runs, plotting the HO and HSC
torque along with the total torque. Conflict is marked with red areas.

preview time from earlier research [15], 0.6 seconds is used,
as it is expected that the participants will use this as their look-
ahead time (far-viewpoint). The total visual preview presented
to the participant is kept fixed at 1 second. While the average
viewpoint used is at 0.6 seconds, some participants may prefer
a higher value. The range of chosen look-ahead times is
centered around 0.6 seconds and ranges from 0 to 1.2 seconds.
From 0.3 to 0.9 seconds, the look-ahead times close to the
critical preview time, a high resolution is used, with increments
of 0.1 seconds, to be able to investigate subtle differences
in performance and acceptance. Additional to nine haptic
conditions, a non-haptic condition is included for reference.

TABLE III
CONDITIONS FOR THE EXPERIMENT

NH H0 H03 H04 H05 H06 H07 H08 H09 H12

τHSC [s] - 0.0 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.2

D. Experiment Procedure

Ten subjects participated, aged 22-26 years old. The partic-
ipants performed a target-following and disturbance-rejection

task with preview, supported by continuous haptic guidance.
They were instructed to follow the previewed target as accu-
rately as possible and to do so with the presence of haptic
force feedback on the stick.

The experiment had a within-subjects design. The order of
the 10 conditions was determined from a randomized balanced
Latin square, such that each participant was presented with a
unique order of conditions. The duration of a single run was
128 seconds, of which the first 8 seconds are considered run-in
time, and were discarded. For each condition, the participants
conducted a training run to get used to the haptic setting. After
the training run, three repetitions were performed, resulting
in a dataset of three runs per condition for each subject. At
the start of the experiment, participants were trained for 4
repetitions of the non-haptic condition. Another set of 4 runs
of the non-haptic condition was performed at the end of the
experiment. Together with the training set, these data were
used to identify HO behavior, with a special interest in the
participants’ look-ahead time, and possible adaptation between
the start and the end of the experiment.

E. Metrics

1) Subjective Metrics: Participants were asked to fill out a
Van der Laan questionnaire [17] throughout the experiment,
after completing each condition. In the questionnaire, the
haptic support system is rated based on properties related to
usefulness and satisfaction. Subsequently, two output metrics
are calculated, a usefulness score and a satisfaction score [17].

2) Objective Metrics: From measured time data from the
control task, objective metrics were calculated. The time data
include the error (e(t)), the control input (u(t)), the HO
torque (THO) and the HSC torque (THSC). By taking the
RMS of the time traces for these metrics, an overall ‘score’
can be accounted to a single run. Averaging the RMS values
for all runs of a condition allows for a comparison between
conditions. Additionally, two metrics are used for conflict, the
conflict time (Oconf ) and the conflict torque (RMS∆T ). All
objective metrics are the same as those used for the simulations
and are described in more detail in Section II-D.

F. Statistical Analysis

Statistical tests were performed on the subjective and ob-
jective output metrics. First, a Shapiro-Wilk normality test
was performed on the output metrics. Then, the metrics were
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TABLE IV
LATIN-SQUARE SHOWING THE ORDER OF THE EXPERIMENT CONDITIONS FOR TEN SUBJECTS.

Subject Training Conditions Reference

1 NH NH H05 H0 H07 H12 H03 H09 H04 H08 H06 NH
2 NH H05 H07 NH H03 H0 H04 H12 H06 H09 H08 NH
3 NH H07 H03 H05 H04 NH H06 H0 H08 H12 H09 NH
4 NH H03 H04 H07 H06 H05 H08 NH H09 H0 H12 NH
5 NH H04 H06 H03 H08 H07 H09 H05 H12 NH H0 NH
6 NH H06 H08 H04 H09 H03 H12 H07 H0 H05 NH NH
7 NH H08 H09 H06 H12 H04 H0 H03 NH H07 H05 NH
8 NH H09 H12 H08 H0 H06 NH H04 H05 H03 H07 NH
9 NH H12 H0 H09 NH H08 H05 H06 H07 H04 H0 NH

10 NH H0 NH H12 H05 H09 H07 H08 H03 H06 H0 NH

tested for sphericity using Mauchly’s test for sphericity. A
Greenhouse-Geisser correction was applied for metrics that
did not pass the sphericity test. After this, a repeated-measures
ANOVA was performed to test for a significant effect of the
independent variable, the haptic look-ahead time τHSC , on the
metrics. Additionally, pairwise comparisons were used to find
significant effects between the best performing condition (or
one of the best) and other haptic conditions, as well as the
non-haptic condition. For the normally distributed metrics, a
t-test was used for the pairwise comparison. For non-normally-
distributed metrics, a Wilcoxon signed-rank test was done.

G. Human Operator Model Identification

The measurements done for the non-haptic condition NH
allow for HO system identification using the method in [11].
Since this method has not been used in haptic shared control
before and an additional haptic response increases the com-
plexity of the problem, identification for the haptic conditions
is not considered here. The estimated HO model parameters
will be used in two ways. First, the estimated viewpoint
τHO, the human look-ahead times, can be compared to the
optimal haptic look-ahead times, the time for which conflict
is minimal, from the experiment. It will be investigated how
individual differences between the participants during the non-
haptic condition affect the results in the haptic conditions.
Second, the other model parameters can be used to verify the
parameters used in the HO model used to generate the HCR.
This subsection will explain the steps taken to perform a HO
system identification on the experiment data.

1) Model Structure: Fig. 8 shows the considered HO
model, rewritten in two distinct operator responses, to the
target (Hot ) and to the output (Hox ) [11]. Identification is
done on the controlled element input signal u(t), which is
considered to be the HO control output. This means that stick
dynamics are included in the HO response blocks. Since our
main interest lies in the look-ahead parameter τHO and not
in the neuromuscular parameters, a simplified version of the
HO model is used. This version excludes the second-order
neuromuscular dynamics and instead uses only a gain and
a pure delay, as shown in Eq. (6) [12]. Leaving out these
dynamics removes some accuracy in the high frequency range,
but the presence of a low-pass filter in the target response
makes this less of a problem. The phase delay normally caused

by the second-order dynamics is captured in the time delay
τv , which can be seen as an equivalent, lumped delay [12].
The target response consists of the low-pass ‘far-viewpoint’
response and the gain and delay, shown in Eqs. (7) and (8).
From these HO describing functions, the parameter vector to
be estimated follows as Θ = [τHO,Kf , Tl,f ,Ke, τv].

Fig. 8. Block diagram of the two-channel HO structure

Hox(jω) = Kee
−τvjω (6)

Hof (jω) = Kf
1

Tl,f jω + 1
(7)

Hot(jω) = HoxHof e
τHOjω (8)

2) Parameter Estimation: The identification is done in the
frequency domain. As per the diagram in Fig. 8, the control in-
put given by the HO can be modeled by Eq. (9). Here, Ft(jω)
and X(jω) are the Fourier transforms of the target signal
ft(t) and the control output xt(t), respectively. Ĥot(jωi|Θ)
and Ĥox(jωi|Θ) are the modeled human controller responses
at frequency ωi for a parameter set Θ. The cost function is
obtained by taking the error between the Fourier transform of
the measured control input, U(jω), and the modeled control
input Û(jω), as defined by Eq. (10). The estimated parameter
vector Θ̂ is then obtained by minimizing the squared error,
described by Eq. (11).

Û(jωi|Θ) = Ĥot(jωi|Θ)Ft(jωi)− Ĥox(jωi|Θ)X(jωi) (9)

ε(jωi|Θ) = U(jωi)− Û(jωi|Θ) (10)

Θ̂ = argmin
Θ

Nf∑
i=1

|ε(jωi|Θ)|2 (11)
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As a measure for the HO model’s quality-of-fit, the Variance
Accounted For (VAF) is used, Eq. (12). A VAF of 100%
indicates that the measured data are fully described by the
model.

VAF =

(
1− σ2

ε

σ2
u

)
× 100% (12)

H. Hypotheses

The experiment was designed to test the following four
hypotheses. These are formulated based on the results from
the simulations, and findings from previous literature.

I. The tracking error reduces when sharing control with
haptic feedback.
This hypothesis concerns the general effect of using
haptic guidance in a preview tracking task. The error
achieved by the participants in reference condition NH,
manual control, can be compared to a haptic condition to
show the advantage of using haptic shared control.

II. A range of haptic look-ahead times exists for which no
significant change in the objective ratings, conflict time,
and conflict torque is observed.
The calculated conflict in the simulations (Figs. 6c
and 6d) shows a broad optimum around a look-ahead
time of 0.8 seconds. Based on this, we expect that small
increases and decreases in haptic look-ahead time around
the minimum will not have a significant effect on the
conflict time.

III. A range of haptic look-ahead times exists for which no
significant change in the subjective ratings, usefulness
and satisfaction is observed.
Similar to Hypothesis II, the same is the case for the
subjective experience by the participants. It is expected
that the scores calculated from the filled in Van der Laan
questionnaires do not show any significant effects around
the optimal look-ahead time.

IV. The haptic look-ahead time which results in the least
conflict depends on the identified human look-ahead time
of an individual in manual control.
The experiment data from the non-haptic condition will
be used to estimate the human look-ahead time τHO. The
look-ahead time for which conflict is at a minimum, the
optimal look-ahead time, is considered as the ‘desired’
haptic setting. The simulations (see Fig. 6) predict how
increasing τHO during shared control increases the opti-
mal haptic look-ahead time. While the human look-ahead
time during haptic shared control will be unknown, it
is still expected that the human look-ahead time during
manual control correlates with the desired haptic look-
ahead time during shared control.

IV. RESULTS

A. Subjective Results

Fig. 9 shows the subjective results based on the Van der
Laan questionnaire filled out by the participants. Fig. 9a shows
how each condition scores on both usefulness and satisfaction,
showing the mean scores and the standard error. Conditions

H0 and H12 are the least favorable, as expected, with H12
scoring the worst. The satisfaction scores for H0 and H12
are -0.65 and -1.23, respectively. This is much lower than
the usefulness scores for these conditions, which are 0.08 for
H0 and -0.28 for H12. The other conditions all have positive
usefulness and satisfaction scores, with condition H03 having
the lowest scores, a satisfaction score of 0.15 and a usefulness
score of 0.30. The highest rated conditions are H06, H07,
and H08, which have a satisfaction score of 1.20, 1.30, and
1.23, respectively, and a usefulness score of 1.02, 1.08, and
1.00, respectively. In Fig. 9b the score trends are plotted as
a function of the haptic look-ahead time, τHSC , revealing a
concave relationship with an optimum around τHSC = 0.7
s (H07). While this condition has the highest average score
on both usefulness and satisfaction, the differences with the
surrounding conditions are small.

B. Objective Results

The objective metrics calculated from the time data are
plotted in Fig. 10. The graphs show the different output metrics
as a function of the haptic look-ahead time, and include the
experiment means across all subjects with standard error, as
well as the simulation output. This subsection discusses the
observed effects for each metric and compares it with the
simulation predictions.

1) Error RMS: The experimental data for the error RMS
are plotted in Fig. 10a. An overall significant effect of
the haptic look-ahead time was found on the error RMS
(Table V). Furthermore, the average error was significantly
lower than the non-haptic condition for all haptic conditions
except τHSC = 1.2 s, see Table VI. The average error that the
participants achieved for the non-haptic condition is shown
in the figure above ‘NH’ and is 0.31 cm. The simulated HO
achieved a higher error with no HSC: RMSe = 0.43 cm. The
relationship between the haptic look-ahead time and the error
is convex, with a minimum error of 0.19 cm in the experiment,
matching the simulation predictions. However, the simulations
predict an error of 0.45 cm for the haptic look-ahead times
τHSC = 0 s and τHSC = 1.2 s, an increase of 137% with
respect to the minimum. In the experiment, the error was 0.27
cm for τHSC = 0 s and 0.32 cm for τHSC = 1.2 s, an increase
of only 42% and 65%, respectively. The difference between the
simulation predictions and the experiment outcome indicates
HO behavior adaptation in the experiment, which was not
accounted for in the simulations. The experiment also reveals
a difference in performance between the haptic conditions
τHSC = 0 s and τHSC = 1.2 s, which was not predicted by
the simulations. The standard error of the means is large, and
between τHSC = 0.5 s and τHSC = 0.8 s it is not immediately
clear which is the optimal condition, as no significant effect is
found from pair-wise comparisons of condition H07 to H05,
H06 and H08 (Table VI).

2) Control Activity: The control activity metric, RMSu,
is plotted in Fig. 10a and shows a clear downward trend
with increasing τHSC . A significant effect of the haptic look-
ahead time on RMSu was found (see Table V). For the non-
haptic condition, the control activity was RMSu = 0.87 cm
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(a) Comparison of haptic conditions (b) Usefulness and satisfaction vs. τHSC

Fig. 9. Output of the subjective Van der Laan questionnaires: usefulness and satisfaction scores.

(a) Error and control activity (b) HO and HSC torque (c) Conflict time (d) Conflict torque

Fig. 10. Output metrics for the experiment, showing the effect of varying the haptic look-ahead time, including the predictions by the simulations.

(a) Run with high conflict (τHSC = 0.0 s)

(b) Run with low conflict (τHSC = 0.7 s)

Fig. 11. Time traces of two typical experiment runs (subject 8), plotting the
HO and HSC torque along with the total torque. Conflict is marked with red
areas.

in the experiment, while the simulations predicted RMSu =
0.91 cm, 4.6% higher. The control activity was found to be
significantly lower than the non-haptic condition for haptic
look-ahead times from 0.5 s to 1.2 s (see Table VI). As
the haptic look-ahead time increases, the total control input
decreases by approximately 20%. This is not in agreement

with the simulation outcome, which shows an optimum of
RMSu = 0.89 at τHSC = 0.7 s. Fig. 5a showed how the
HSC itself would not cause decreased control activity for
higher look-ahead times, so this difference must be caused
by the participants’ control behavior adaptation. Overall, the
control activity in shared control conditions was lower than
in condition NH, except for the haptic condition τHSC = 0 s.
As displayed in Table VI, pair-wise comparisons reveal that
the control activity was significantly lower for condition H07
than conditions NH. Furthermore, no significant differences
were found between H05, H06, and H07.

3) Input Torques: Fig. 10b shows the HO and HSC input
torques as a function of the haptic look-ahead time. For the
non-haptic condition, the HO input torque RMS is found to be
RMST,HO = 0.12 N, which was predicted by the simulations
as RMST,HO = 0.13 N. For a haptic look-ahead time of zero
seconds, the HO and HSC torques are RMST,HO = 0.24 N
and RMST,HSC = 0.16 N, respectively. Thus, when τHSC
= 0 s, both the HO and HSC torque magnitudes are higher
than the HO torque magnitude in manual control. As τHSC
increases to 0.5 s, both the HO and HSC torque RMS decrease,
to RMST,HO = 0.11 N and RMST,HSC = 0.06 N, respectively.
For haptic look-ahead times between 0 s and 0.5 s, the HO
torque RMS is between 50% and 85% higher than the HSC
torque RMS, indicating that majority of the control task is
executed by the HO. Additionally, for these conditions, the HO
torque magnitude is larger than during manual control, and the
achieved error is lower. This indicates that the HO collaborates
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with the HSC to achieve a better performance than in manual
control, but goes through a larger effort to achieve this. An
example time trace of this is plotted in Fig. 11a, showing how
the total stick torque, Ttot closely matches the HO torque,
THO. Beyond 0.5 s, both torque magnitudes converge until
they are equal at τHSC = 0.7 s. Fig. 11b shows an example
time trace for this condition, showing how the input torques
are evenly ‘shared’ between the HO and HSC.

For haptic look-ahead times higher than 0.7 s, the HSC
torques increase with respect to the HO torques, and for τHSC
= 1.2 s, the HSC torque RMS is twice as high as the HO torque
RMS. Thus, for haptic look-ahead times higher than 0.7 s, the
HSC provides the majority of the torque to the control task,
whereas for haptic look-ahead times lower than 0.7 s, the HO
provides the majority of the torque.

4) Conflict: The conflict time, given by Eq. (5), was
calculated for two torque thresholds, c = 0 and c = 0.1.
For both metrics, a statistically significant effect of the haptic
look-ahead time was found (see Table V). Comparing the
differences between these two results gives us information
about the contribution of small conflicts, for which the HO
torque is low.

The conflict time without a threshold, Ōconf,c=0, is at a
minimum for τHSC = 0.7 s, while the conflict time with
a 0.1 threshold, Ōconf,c=0.1, is at a minimum at τHSC =
0.8 s. The corresponding minimum conflict times are 33%
and 19%, respectively. The conflict time at τHSC = 1.2 s is
approximately 77% without a threshold, while applying the
threshold lowers it to 46%. For τHSC = 0 s, the difference is
much smaller: a decrease from 86% to 79% after the threshold
is applied.

The simulations show a similar trend and are able to predict
the conflict time well for the calculations with and without a
threshold, up to a haptic look-ahead time of around 0.8 s.
The discrepancy between the simulations and the experiment
outcome is largest for τHSC = 1.2 s, for which the conflict
without a threshold was predicted to be 48%, but was 77% in
the experiment.

In Fig. 11, which shows the torques exerted by the HO
and the HSC, conflict time (with threshold c = 0.1) is marked
with red areas. When τHSC = 0.0 s, conflict occurs about
80% of the time and it is clear how the HO torques generally
oppose the HSC torques. For τHSC = 0.7 s, the HO and HSC
are seen to cooperate well, and conflict time is only around
22%. As displayed in Table VI, for the conflict time (Ōconf ),
no significant difference is observed between conditions H07
and H08. If a 10% threshold is added to the conflict time
(Ōconf,c=0.1), no significant effect is found between conditions
H07 and H09 as well.

The conflict torque RMS is shown in Fig. 10d, where it
is also compared to the simulated conflict torque. For the
experiment data, the minimum RMS∆T is approximately 0.08
N, and occurs for τHSC = 0.7 s. For the simulation data, the
minimum conflict torque is 0.1 N, at τHSC = 0.85 s. The
highest conflict torque, at τHSC = 0 s, is twice as high in the
experiment data as predicted by simulations. This difference
follows from the different magnitudes of the individual HO
and HSC torques, as shown in Fig. 10b. For the conflict torque

TABLE V
ANOVA RESULTS, SIGNIFICANCE OF HAPTIC LOOK-AHEAD TIME

High significance (p < 0.01) indicated by **. Greenhouse-Geisser
correction (GG) was applied when sphericity was not confirmed by

Mauchly’s test.

df F Sig.

RMSe 2.785, 25.067 (GG) 24.86 **
RMSu 8, 72 28.87 **
RMS∆T 8, 72 260.17 **
Ōconf,c=0 3.267, 29.405 (GG) 110.29 **
Ōconf,c=0.1 3.113, 28.014 (GG) 141.89 **
Usefulness 3.773, 33.954 (GG) 16.15 **
Satisfaction 2.417, 21.752 (GG) 5.413 **

TABLE VI
PAIRWISE STATISTICAL TEST RESULTS

Top rows: pair-wise test of RMSe and RMSu for the non-haptic condition
NH to all haptic conditions. Bottom rows: comparison of all metrics for

condition H07 to all other conditions. Significant effect (p < 0.05) indicated
by *. For normally distributed metrics, a pairwise t-test was done (t), while

for non-normally distributed metrics a Wilcoxon test was done (W)

NH H0 H03 H04 H05 H06 H07 H08 H09 H12
τHSC [s] - 0.0 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.2

RMSe , *,t *,W *,W *,t *,W *,W *,W *,W -,t
RMSu , -,W -,t -,t *,t *,t *,t *,t *,t *,t

RMSe *,W *,t *,W *,W -,t -,W , -,W -,W *,t
RMSu *,W *,W *,t *,t -,t -,t , *,t *,t *,t
RMS∆T *,W *,t *,t *,t *,t *,W , -,t *,t *,t
Ōconf0.0 *,W *,t *,W *,t *,W *,t , -,t *,t *,t
Ōconf0.1 *,W *,W *,W *,t *,W *,t , -,W -,t *,t
Usefulness *,W *,t *,t *,t -,t -,t , -,t -,t *,t
Satisfaction *,W *,t *,t *,t -,W -,t , -,W -,t *,t

(RMS∆T ), no significant effect is observed between conditions
H07 and H08 (see Table VI).

C. Parameter Estimation Results

The HO model parameters were estimated for the non-haptic
conditions. Table VII summarizes the identified parameters
for all experiment participants. The VAFs are high for each
participant, ranging from 92% to 96%, indicating that the
model is able to describe the data well, even without incor-
porating neuromuscular dynamics. The viewpoint parameter
τHO varies from 0.61 to 0.96 seconds between participants.

TABLE VII
IDENTIFIED PARAMETERS FOR EACH PARTICIPANT

Subject τHO [s] Kf [-] Tl,f [s] Ke [-] τv [s] VAF [%]

1 0.74 1.01 0.41 1.85 0.36 95.34
2 0.81 0.98 0.45 1.48 0.43 96.17
3 0.71 0.99 0.40 1.85 0.36 94.91
4 0.96 0.99 0.48 1.30 0.40 96.33
5 0.72 1.00 0.40 1.62 0.38 95.19
6 0.93 1.00 0.41 1.45 0.40 95.85
7 0.61 0.99 0.30 2.06 0.31 92.40
8 0.74 1.00 0.35 1.61 0.41 95.64
9 0.79 0.99 0.40 1.51 0.39 96.14
10 0.91 0.99 0.45 1.52 0.40 96.17
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The resulting fitted target and output response bode plots are
shown in Fig. 12 for Participant 1, which is representative for
all other participants.

For the estimated HO parameters, a comparison can be made
with the chosen human model parameters used to generate the
HCR for the HSC (see Table II). In Fig. 13, the estimated
parameters for each participant are plotted alongside the used
HCR parameters. It is seen that the viewpoint parameter τHO
used in the model is lower than the identified viewpoints for all
participants. Only one participant has a viewpoint of around
0.6 s, and the majority of the participants have viewpoints
between 0.7 s and 0.8 s. A weak correlation was found, with
R2 = 0.217 and an insignificant p-value, p = 0.174 > 0.05.

The viewpoint filter time constant, Tl,f = 0.2 s for the HCR
model, which is also lower than all participants, for which
the identified time constant ranges from 0.3 s to 0.48 s. This
indicates that the break frequency of the filter is lower, and thus
more frequencies are filtered out by the HO. The time constant
τv = 0.2 s for the HCR model, and between 0.31 s and 0.43
s for the participants. Since no neuromuscular dynamics are
included, this time constant also includes the phase lag caused
by the second-order dynamics as well, which is why it was
expected to be higher than usual. The filter gain Kf = 1 for
the HCR model, which is equal to the estimated filter gains
for all participants. The equalization gain, Ke∗ = 1.25 for the
HCR model, while the estimated gains for the participants are
higher, ranging from 1.3 to 2.06.

In Fig. 14, the identified human viewpoint parameters for
the non-haptic conditions are plotted in comparison to the
optimal haptic look-ahead time, the look-ahead time for which
the conflict time with no threshold (Ōconf,c=0) is minimal.
For seven participants, the optimal haptic look-ahead time was
0.7 s. For those participants, the estimated human look-ahead
time τHO ranged from 0.61 to 0.96 s. Participant 10 had the
highest optimal haptic look-ahead time of 0.9 s and had an
estimated human look-ahead time of 0.91 s. The remaining
participants, 1 and 6, had an optimal haptic look-ahead time
of 0.8 s, and a human look-ahead time of 0.74 s and 0.93 s,
respectively.

Fig. 12. Bode plots of the target and output responses for Participant 1

Fig. 13. Fitted human model parameters for all participants, including
boxplots, compared to the parameters used in the HCR model. Outliers are
marked with a red cross.

Fig. 14. Identified human viewpoints τHO for all participants versus optimal
haptic look-ahead time τHSC , for which the conflict time is minimal

V. DISCUSSION

This research was conducted to investigate the effects of
varying the haptic look-ahead time in a shared preview control
task. Four hypotheses were formulated to test in the experi-
ment. In this section we discuss the main findings and whether
these hypotheses can be confirmed.

Hypothesis I states that a human in cooperation with an
HSC can achieve a lower tracking error than a human in
manual control, which was predicted by the simulations. It was
found by comparing the error in the non-haptic condition to the
haptic conditions, that a lower error was achieved for all haptic
conditions, except condition H12. Therefore, considering that
of all haptic conditions, only a haptic look-ahead time of 1.2
seconds does not result in a lower error, Hypothesis I can be
accepted.

No significant difference in conflict time and conflict torque
was found between conditions H07 and H08. When consid-
ering the conflict time with an applied threshold of c = 0.1,
this extends to condition H09. We consider this to be a range
of haptic look-ahead times for which no change in measured
conflict is observed. Based purely on the statistical results, we
can therefore accept Hypothesis II. This result suggests that
there is no clear preference between a haptic look-ahead time
of 0.7 s and of 0.8 s.

For the subjective ratings for usefulness and satisfaction, a
pairwise comparison to condition H07 showed no significant
difference to conditions H05, H06, H08, and H09. Therefore,
Hypothesis III is accepted as well. Hypotheses II and III
suggest that there is a ‘region’ of look-ahead times acceptable
for the user in shared control. Looking at the objective metrics
for conflict, this region spans 0.2 seconds at most, but for
the subjective ratings (usefulness and satisfaction), it could be
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up to 0.4 seconds. Thus, a comparison between the objective
conflict data (Figs. 10c and 10d) and the usefulness and
satisfaction data Fig. 9b can be made. It shows that while a
difference in conflict time between conditions is measurable,
participants may not necessarily perceive this difference, or at
least perceive it less strongly. It is possible that participants do
notice conflict, but accept it as long as it is not too annoying,
and helps in achieving the desired task performance. This
notion is supported by the resulting errors, which reveal that
HOs can still cooperate with the HSC to achieve a satisfactory
task performance, even in the presence of conflicting torques.

The HO parameter estimation resulted in an identified
human look-ahead time τHO for each participant in the non-
haptic condition, which was compared to the optimal haptic
look-ahead time τHSC . It was found that for 7 out of 10 partic-
ipants the optimal haptic look-ahead time was τHSC = 0.7 s.
For these participants, the estimated human look-ahead time
ranged from 0.61 to 0.96 s, which means that the participant
with the lowest τHO as well as the participant with the highest
τHO both had an optimal τHSC of 0.7 s. It was thus difficult
to identify a correlation between τHO and the optimal τHSC .
Therefore, Hypothesis IV is not accepted. It is possible that a
correlation exists, but that the variation in the optimal τHSC is
smaller than can be shown with the current resolution of 0.1 s.
To investigate this, an experiment can be conducted with a
higher resolution, although the results of the subjective ratings
suggest that participants will not notice such subtle differences
in haptic feedback.

It is likely that HO control behavior changed substantially
during haptic shared control. Therefore, future research can
benefit from identification of the HO visual response in haptic
shared control tasks, such that the effects on the HO viewpoint
caused by varying haptic look-ahead times can be investigated.
Knowledge on how humans use visual preview information
when supported by haptic force feedback can be used to
design haptic support for situations of reduced visibility, such
as driving in bad weather. Furthermore, it remains unknown
whether the haptic look-ahead time should be chosen to
complement the human look-ahead time (i.e., the HO and the
HSC each use a different portion of preview), or to be aligned
to the human look-ahead time (i.e., the HO and HSC use the
same portion of preview) in order to reduce conflict.

Identification of the human viewpoint can be done using Van
der El’s HO model [11]. However, as this model considers a
manual control task with a visual response, the identification
problem becomes more complicated when considering haptic
shared control, and a separate tactile response might have to
be incorporated to account for the response to haptic force
feedback. Alternatively, experiments that force a different
human look-ahead time can be conducted, for example by
reducing or increasing the amount of available preview or
by occluding specific parts of the previewed portion of the
target [18]. A prediction of the effect of varying the human
look-ahead time was made by the simulations in this paper,
showing how reducing τHO by 0.3 s led to a reduction of the
optimal τHSC for minimum conflict of approximately 0.3 s as
well. However, as the simulations did not take into account any
HO behavioral adaptation due to changing human and haptic

look-ahead times, an experiment is needed to investigate this
effect further.

The FDC-HSC used in this paper uses an HO model to
generate the HCR, which ideally mirrors the actual HO in
the loop. In this experiment, the HO model used empirical,
averaged parameters. The parameter estimation on the manual
control data has shown that the used empirical parameters
differed from the identified HO parameters. Therefore, a more
accurate representation of the HO’s control behavior in this ex-
periment was possible. This shows that HSC design can benefit
from prior knowledge on the individual users of the system,
by identifying manual control behavior in advance. Individual
HO identification can account for individual preferences and
different control behavior between users, potentially further
reducing conflicts. Furthermore, the reduced model structure
(e.g. without neuromuscular dynamics) used to identify the
HO model was shown to be effective, with high VAF values
(92-96%). Implementations of the HCR can therefore be
simplified to a reduced model structure, to reduce the number
of parameters used.

While a ‘region of acceptance’ of haptic look-ahead times
has been found, the importance of properly tuning this look-
ahead time was shown. It is evident that a deviation from the
optimal look-ahead time, both shorter and longer, can lead to
a conflict time twice as high, and conflict torques up to four
times as high. In these cases, participants reported that they
feel like they are ‘fighting’ the HSC, leading to an undesirable
situation that was worse than with no HSC involved. This is
reflected by the time traces showing the human-haptic torques
applied to the stick, which show how the human essentially
mirrors the haptic torques in the case of τHSC = 0 s. Choosing
the proper haptic look-ahead time is therefore important when
designing a well-functioning HSC.

VI. CONCLUSION

In this paper, the effects of varying the haptic look-ahead
time in a shared control task were investigated. An experiment
was conducted, in which participants tracked a previewed
target in collaboration with a haptic shared controller through
force feedback. Results show how setting the look-ahead time
too high (τHSC = 1.2 s) or too low (τHSC = 0 s) leads
to high conflict and error. For haptic look-ahead times from
0.5 to 0.9 seconds, no significant decrease in acceptance is
indicated by the participants. On a smaller interval, this ‘region
of acceptance’ is also visible in the objective conflict metric,
for which no difference is observed between 0.7 and 0.8
seconds. This indicates a difference between perceived conflict
and measured conflict. Substantial variations of human-haptic
torques around the region of minimum conflict are observed,
which suggests strong HO adaptation in this region. This
research provides an example of how to implement a haptic
shared controller which uses a human-compatible reference,
and specifically shows the importance of tuning this reference
properly in terms of look-ahead time. Its findings offer a step
forward in knowledge on the design of conflict-reducing haptic
shared controllers.
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1
Introduction

Automation is making its way to the automotive industry. In modern cars, Advanced Driver Assistance Sys-
tems (ADAS) such as lane-keeping assist, adaptive cruise control and emergency braking are no longer an
exception. Self-driving cars are no longer a dream of the future, but appear to be within reach. However, the
majority of today’s state-of-the-art of automation still requires the presence of a human operator. Self-driving
cars do as their name suggests: they drive themselves, but only in a limited operational domain such as high-
ways, where traffic complexity is predictable. And even still, a driver has to be present, either to perform part
of the control task or to continuously monitor the system and intervene in case of failure. In other words,
the role of the human operator has moved from manual controller to supervisor, a role in which humans are
known to perform worse. This introduces new issues such as over-reliance, loss of situation awareness and
loss of manual control skills [1].

Instead of fully automating a control task like driving a car, it is possible to have the driver and automation
share control. A promising way to share control between human and automation is through continuous hap-
tic (force) feedback on the control interface [2, 3]. The haptic support system essentially guides the driver
through corners by moving the steering wheel. In this situation, the driver remains in the loop continuously
and is able to communicate both ways with the automation system, benefiting from the automation’s capa-
bilities as well as the driver’s.

Due to the complicated nature and unpredictability of human control behavior, designing a well-functioning
haptic shared control system is not straightforward. User acceptance is of critical importance in a haptic sup-
port system, as bad functioning systems will be turned off by its user. Conflicts between the human operator
and the automation system can occur because of differences in reference behavior or control strategy, and
will have a negative impact on user acceptance. It is therefore important to include knowledge on human
driving behavior in the design of haptic support systems, and design human-like support systems.

In the past decades, research efforts in the field of manual control cybernetics have been made to model the
human controller using classical control theory. For a long time, this was only achieved for the highly limited
compensatory control task, where a human operator follows a target using only the current deviation from it
as an input [4]. More recently, progress was made on the topic of preview control, a type of task where the
operator can see a portion of the future target, much like driving a car along a road. Research by Van der
El [5] has resulted in a control-theoretic human controller model, which is able to replicate human steering
behavior in such target following tasks with preview.

1.1. Research objective

An HSC should have a positive effect on performance and workload when sharing control with a driver. Its
parameters should be tuned such that conflicts are minimized and the user experiences the haptic support
as desirable. A key parameter is the look-ahead time in a preview control task. The input to the HSC is a point
some time ahead on a reference trajectory, for instance the center of the road in case of a car driving task.
In a similar way, a human driver uses the road ahead to determine their steering input. Changes in visibility
due to fog, rain or objects blocking the view influence the available preview, and thus the look-ahead time.
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20 1. Introduction

In combination with haptic support, knowing the effect of changing visual preview can help determine the
haptic controller setting.

In order to investigate this, this thesis research will implement Van der El’s human controller model in a
Haptic Shared Controller (HSC). This will result in an HSC that uses a future point on a reference for its control
strategy, similar to the way humans do this. The haptic look-ahead time can be varied, which results in a
different type of haptic guidance. For the human operator, the look-ahead time can be changed by enforcing
a certain visual preview, for instance by shortening or blocking parts of the displayed reference signal.

Research objective

To implement a haptic shared controller based on a novel human controller model, and evaluate the ef-
fect of varying human and haptic look-ahead times on performance and conflict in the preview control
task.

In addition to the main objective, four research questions were formulated.

Q1 Is it possible to identify a region of acceptance in terms of haptic look-ahead times, in which performance
and acceptance is not affected negatively?

When implementing shared control in a real-life situation, it is impossible to exactly match the look-
ahead parameter to the human’s look-ahead time. Additionally, until driver individualization is possi-
ble, different persons may prefer different settings. It is therefore useful to know the acceptable margin
in which the haptic look-ahead time can deviate from the human look-ahead time before annoyance
occurs.

Q2 If haptic look-ahead time does not match to human preview time, is it preferable to have a preview time
that is too low, or too high?

As an addition to Q1, it is useful to know whether this "region of acceptance" mainly lies below or above
the human preview time. Perhaps it is preferable to the user to have a haptic support system that looks
further away than the user, or perhaps it has to be closer.

Q3 Does the measured ’conflict’ correlate with the participants subjective perception of conflict?

During the human-in-the-loop experiment, a measure of conflict will be calculated from the measured
stick forces. Defining this conflict is not trivial, and it is valuable for future research to know how good
this conflict metric is. Subjective questionnaires will be filled out by the participants after each run, in
which they can indicate to what extent they experienced conflict.

Q4 Can the novel human controller model be used for predicting performance in a target following task
supported by haptic guidance?

Before executing the experiment, offline simulations will be done. Here, the human controller model
will be used to simulate human behavior in the shared control task. By comparing the outcome of this
simulated experiment to the real experiment, this method of simulating a shared control task can be
validated.

This research is intended to offer a general insight on the interaction between a human and haptic controller,
and the effect of different look-ahead times.
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1.2. Thesis outline

An overview of the project’s subtasks is shown in Figure 1.1. The preliminary phase of the project is covered
in this report, and contains the tasks shown in the top part. The literature review is split up in two main parts:
manual preview control (Chapter 2) and haptic shared control (Chapter 3). These chapters provide the nec-
essary background information of the two research topics, which are combined in the remainder of the thesis
work. Starting out with simulations (Chapter 4), in order to predict how the combined human-haptic sys-
tem performs while using different look-ahead times in a preview control task. The results of the simulations
form the basis of the experiment plan (Chapter 5), detailing how the human-in-the-loop experiment will be
performed, and which conditions will be used. The remainder of the project is still to be executed, and will
be covered in the final thesis. In this part, the human-in-the-loop experiment will be conducted based on
the simulations and experiment plan done in the preliminary part. This will be concluded by analyzing the
measured data and concluding remarks.
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Figure 1.1: Outline of the thesis project, with the top section covered in this report.





2
Manual Preview Control

Manual control covers wide range of applications, including driving a car, flying an airplane and riding a bi-
cycle. A good understanding of how humans manually control vehicles is essential when designing manual
control interfaces or automation and support systems. The scientific field known as manual control cyber-
netics addresses this by mathematically modeling human control behavior using system identification and
parameter estimation techniques. Cybernetics can come up with quantitative models that capture how hu-
mans apply low level control inputs and adapt to system dynamics.

During a manual control task, humans use various types of information as input. Figure 2.1 shows a schematic
depiction of a driver in a car control task. Visual information, motion perception and touch are processed
and used to identify the current state of the system and determine a control strategy. The human controller
itself can be modeled as a combination of sensors (eyes, vestibular organs), internal processing (cortex) and
actuators (neuromuscular system).

Figure 2.1: Overview of the manual control task of driving a car and the interaction of the (human) driver
with the environment and vehicle (borrowed from [6]).

This chapter provides background information on the manual preview control task and efforts to model it.
The focus of this thesis project is preview control, but at the basis of human controller models lies compen-
satory control, which will therefore be covered in Section 2.1. After this, the majority of the chapter will be
dealing with preview control in Section 2.2, which is here also considered to include pursuit, as will be clari-
fied later.

2.1. Compensatory Control

The human can be considered as a highly adaptive non-linear controller [4]. Pioneering research in the 1950’s
and 60’s such as McRuer’s work show the strength of modeling the human controller (HC) using a control the-
oretic framework [4, 7]. The goal was to define a control-theoretic model that could capture the way humans
use information to come up with a control strategy during a manual control task. This resulted in McRuer’s
crossover model, which captures how humans adapt to the dynamics of the controlled element, or vehicle [4].

The control task considered by McRuer was a simple single-axis, compensatory target tracking task, which
means that the HC only perceives the error between the target signal and the system output. A block diagram
depicting this situation is shown in Figure 2.2. The control task consists of two forcing functions, a target
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(a)
(b)

Figure 2.2: Depiction of the compensatory control display (a) [? ] and block diagram (b) [8]

ft and an added disturbance fd . Often these forcing functions are a combination of multiple sines, such
that power only exists at certain known frequencies, greatly aiding the model identification process. The
HO controls a system Hc (s) in order to achieve satisfactory tracking performance, which is a minimum error
e, in a closed-loop fashion. Here, the HC is modeled as a quasi-linear controller in which Hp (s) captures
the linear part of human control behavior, and a remnant n captures the remaining non-linear part. The
crossover model, shown in Equation (2.1), states that the open-loop response Hp (s)Hc (s) always results in
single-integrator behavior around the crossover frequency ωc . This is invariant for different Hc dynamics,
and thus shows how humans systematically adapt their control strategy (captured in Hp ) to the controlled
element (Hc ) [4].

Hp (s)Hc (s) = ωc

s
e−sτe (2.1)

The most widely accepted linear model for HO dynamics is McRuer’s precision model [4] (Equation (2.2)), con-
taining three distinguishable parts. The equalization part contains a proportional gain and lead-lag terms,
which capture how the HC adapts to controlled element dynamics. The order of the system dynamics de-
termines how the input given by the HO is transferred to the output. For first-order or single integrator (SI)
dynamics, also known as velocity control, the HO equalization part consists of only a gain term, as per the
crossover model. Similarly, a gain (GN) controlled element or a double-integrator (DI) require a lead and
or lag term, respectively. After the equalization part, a time delay is included to account to cover cognitive
processing time. Finally, the neuromuscular system is modeled as an actuator using a second order system.

Hp (s) = Kp

(
TL s +1

TI s +1

)
︸ ︷︷ ︸

Equalization

e−sτ︸︷︷︸
Time delay

ω2
nm

s2 +2ξnmωnms s +ω2
nm︸ ︷︷ ︸

Neuromuscular dynamics

(2.2)

The model is successfully applicable, but only in the highly constrained case of compensatory control, that is,
a case where the human controller acts only on the perceived error. This shows the limitation of the current
state of cybernetic modeling, as "...we are currently able to model only the exception in manual control, and
not the rule." [8].

2.2. Preview Control

Most real-life control tasks are much more complicated than a compensatory tracking task. A more widely
applicable type of control task is preview control, which includes visual information of the current and part
of the future of the target. Preview of future states adds a feedforward component to the control task and
allows the human to anticipate, resulting in a better performance [9]. A prime example of preview control
is steering a car along a road, where the road’s center line might act as a target signal that one has to track.
The driver perceives the car’s current position on the road and uses visual information of the road ahead to
determine their next steering input. A third type of tracking task is pursuit control, in which the HC perceives
the controlled system output and the current target position. One can note that pursuit control is actually a
special case of preview control, where the preview time is zero seconds [8]. Therefore, this section focuses on
preview tracking, as this covers pursuit tracking as well.
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2.2.1. Early Preview Models

After the success of the crossover model and the precision model for compensatory tracking [4], the search
for a more general manual control model continued, including to pursuit and preview tasks. McRuer [10]
proposed an architecture that includes three paths: the open-loop precognitive and pursuit level, and the
closed-loop compensatory level. The compensatory level includes the error correcting response, whereas the
pursuit path includes a visual response to the target signal. This covers previewed portions of the target as
well. Finally, McRuer adds the precognitive path, which represents a fully feed-forward response based on
full knowledge of the target.

Another driver model, proposed by Donges [11], presents the driver separated into two levels. The first is
a "guidance" level, represented by a feed-forward open-loop response to the target and its future course,
covering the preview aspect of control. The second level is a "stabilization" level, which is a compensatory
closed-loop correcting the deviation from the target. The model is similar to the one by McRuer [10], except
it leaves out precognitive control. Early theoretic preview control models proved difficult to validate due to
their multi-channel nature [10–13].

While the mentioned models suggested the use of preview information [10, 11], it was not specified exactly
how visual information is used in anticipatory control. In their experiment using partial occlusion of the
visual field, Land & Horwood [14] showed that vision could be restricted to narrow near and far segments
without loss in steering performance. They thus partially verified the use of a near and far viewpoint for
steering, supporting the originally proposed model by Donges [11]. Points farther along the trajectory are
used for information on road curvature, and points close to the vehicle are used for stabilization and more
accurate information on road position. Figure 2.3 depicts this two-level architecture, which was established
as a widely accepted approach of understanding visual control in curve driving [15].

Compensatory
control

Anticipatory
control

V
ehicle

Steering 3D scene
Roadway
geometryNear

Far

Visual feedback

Unpredictable perturbation

Near

Far
TP

Figure 2.3: The two-point control architecture by Land & Horwood [14], as based on the two-level control architecture by Donges [11].
(Adapted from [15])

2.2.2. Van der El Model

One of the most recent studies to model the human controller was done by Van der El, who investigated
how humans use preview information [6]. This has resulted in an empirical, quantitative human operator
model for preview control. This model, shown in Figure 2.4, is the first preview control model to capture not
only HO output, but also internal multi-loop responses [5]. Inspired by Land & Horwood and Donges’ two-
level control architectures, the model presents the HO to have two separate responses, to a near-viewpoint
and a far-viewpoint on the target signal. The far-viewpoint response, which is the strongest of the two [16],
consists of a low-pass filter (Ho f ), leading to a filtered version of the target signal ( f ∗

t , f ). This captures how the

HO might choose to ignore high frequencies and instead picking a ’corner-cutting’ approach. The resulting
control strategy can be described by an inner compensatory control loop on a internal error e∗(t ). This is
not the actual error between the target and the system output, but is modeled to be a theoretical error from
the HO’s desired reference f ∗

t , f . Since the resulting inner loop reflects the well-studied compensatory control

task, the response HO∗
e

is modeled as the equalization part of McRuer’s precision model (Equation (2.2)).
Similarly, the neuromuscular response and time-delay are included in the next block, keeping the same form
as Equation (2.2). The near-viewpoint response HOn contains a high-pass filter and adds a feedforward open-
loop response. Later experiments show, however, that the near-viewpoint response is so small compared to
the far-viewpoint response that it may be neglected, leaving only a single feedforward component in the
model [16].

Van der El’s model has several strengths. First of all, it has successfully applied system identification methods
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Figure 2.4: Van der El’s human controller model, showing two different target responses, and compensatory control on a filtered target
signal [17]

similar to McRuer’s methods. Whereas for a long time a model of this sort was only available for compen-
satory tracking, it is now extended to preview control which covers a whole range of real-life applications,
including car driving. Another strength is the use of physically meaningful parameters such as preview time,
viewpoints, internal time delay and neuromuscular stiffness and damping [5].

Figure 2.4 shows the fundamental form of the Van der El model, as used in combination with abstract target
tracking tasks. Later, this was extended to a driver model for application in car steering tasks. The three-
level driver steering model proposed by Van der El [18] allowed for identification of three distinct internal
driver responses, to the target, the heading error and the lateral position error. This driver model includes
a single viewpoint response, as opposed to the earlier version of Van der El’s preview control model [5], and
other early driver models such as the one by Donges [11], which include two viewpoints. Kolff [19] used this
three-level driver model in a recreation of Land & Horwood’s 1995 experiment [14], and showed that steering
behavior can be characterized by the use of a single optical cue, as opposed to Land & Horwood’s results. For
this reason, the fundamental form of the model will now also leave out the near viewpoint τn , which is still
shown in Figure 2.4

2.2.3. Effect of varying preview time

The advantage of knowing a part of the future trajectory in a tracking task has been known for a while. Early
studies have shown that performance increases as preview time becomes larger, up to a certain critical pre-
view time, after which no notable performance improvement is observed [9]. The appearance of a critical
preview time seems to suggest that a human operator adapts their control behavior to increase performance,
but does so only up to this critical point. This effect was further investigated by Van der El and compared
to earlier studies, shown in Figure 2.5a [17]. Here, the available preview time τp is shown on the x-axis. The
resulting error power σ2

e as a fraction of the target and disturbance is shown for previous studies as well. Pre-
dictions are shown by simulating the Van der El model for the ’full model’ (FMP) and ’reduced model’ (RMP),
for which the near-viewpoint τn is left out. Increasing the preview time results in a significantly lower error,
up until a critical preview time. This critical preview time is around 0.5-0.75 s for single integrator dynamics,
and 1-1.66 s for double integrator dynamics [17]. The differences between the RMP and FMP are considered
to be minimal, which is why the remainder of this section will focus on the far viewpoint τ f only.

The far-viewpoint parameter τ f , from the Van der El model, indicates what point of the previewed target
signal is used for the control strategy. The identified far-viewpoint depends on the provided preview time τp

by the relation shown in Figure 2.5b [17]. Here, too, the presence of a critical preview time is visible. If the
previewed target length is shorter than the critical preview time, HOs adjust their far viewpoint to the end
of the previewed target. If it is higher, the far viewpoint remains at the critical preview time and the control
behavior is no longer adapted. The same effect is present when controlling both SI and DI dynamics, but the
critical preview time is longer for Di dynamics.

The relation between preview time τp and far viewpoint τ f offers useful knowledge for human-in-the-loop
experiments. Controlling the available preview time up to the critical preview time implicitly controls the
human’s chosen far viewpoint τ f , making the far viewpoint an easily controllable parameter in experiments.
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(a) (b)

Figure 2.5: The effects on varying preview time τp on tracking error (a) and identified far-viewpoint parameter τ f (b) [17]

2.3. Conclusion

Studies into the manual control dynamics of the human have been done ever since the second half of the
twentieth century. Today, manual control is still relevant and the results of early research is still useful. Even
though a pure compensatory tracking task, modeled in McRuer’s early work [4], is seldom found in real-life
applications, parts of it can still be used in later iterations of driver models. Van der El’s preview model [5] adds
a response to the target signal, but inner loop dynamics are still based on McRuer’s crossover and precision
models.

Van der El’s work shows how the successful model of one-dimensional tracking can be extended to curve
driving, which makes it relevant for applications in driver support systems [16]. For implementation in actual
haptic support systems, the model will need to be in this two-dimensional curve driving layout. However,
for this thesis, the focus remains on abstract one-dimensional tracking tasks, for they are considered to be
the first step in understanding the low-level interaction between a human controller and a haptic support
system.





3
Haptic Shared Control

The future of transportation may very well be shaped by intelligent vehicles capable of moving through the
environment on their own. Airline flights have already been largely automated, and the trend seems to con-
tinue as automation is becoming prevalent in cars as well. While automating control, these vehicles will still
be designed for and occupied by humans, who are undeniably a crucial factor. In fact, in the current state of
vehicle automation systems, human presence is required to take over where automation fails. But even in an
ideal future where automation performs perfectly, humans may still be in control because regulations require
it, or simply because we humans prefer to be in control. For this reason, an alternative form of automation
has been getting increased attention in literature: sharing control between human and automation through
haptic feedback on the control device [20].

This chapter provides a theoretical background on haptic shared control. Section 3.1 offers some background
on the limitations of full automation and explains the concept of sharing control and how it is suitable for
solving automation problems. Section 3.2 discusses two types of haptic shared controllers (Section 3.2.1 and
Section 3.2.2), and compares how the novel Van der El human controller model can be integrated in these
controllers Section 3.2.3.

3.1. Sharing Control: Keeping the Human in the Loop

The perceived benefits of automation are numerous: reduced physical workload, increased safety and im-
proved performance. However, automation is not fully reliable, especially when unexpected changes in the
environment occur. In contrast, the human operator is known to be good at learning and adapting, and their
presence is required for monitoring the automation system. The human’s supervisory role in the system gives
rise to several human factors issues.

When a task is automated, the remaining tasks that are too difficult to automate remain the operator’s re-
sponsibility. In other words, the system fails when it is most needed [1]. Adding to that, transitions of control
from the automation to the human has to be done with limited information at hand, as a human supervisor
has limited situation awareness due to not being in the loop [21]. Another issue of automation is the risk of
losing manual control skills required to operate the system, because most of the tasks during normal opera-
tion are performed by the automation. Furthermore, actual workload might be increased instead of reduced,
due to the higher cognitive demands of monitoring a system, and the fact that human intervention is needed
at high-demanding critical situations [22]. Finally, as higher degrees of automation introduce more complex-
ity in a system, transparency to the user is at risk [23]. In order to improve automation, a human-centered
approach is needed [24, 25]. Keeping the human in the loop, both in the design and the use of automation
systems, is essential in this approach.

It should not be forgotten that while the computer often beats the human when it comes to speed, predictabil-
ity and reliability, it still lacks the adaptability, learning capabilities and intuition of a human operator. One
way to combine the strengths of both, is by sharing control between human and automation [20]. Several def-
initions of shared control exist, however one clear definition is given by Abbink et al. [26]: In shared control,
human(s) and robot(s) are interacting congruently in a perception-action cycle to perform a dynamic task that
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either the human or the robot could execute individually under ideal circumstances. In human-automation in-
teraction, feedback should be provided continuously and interaction with the user should be done effectively
[25]. This is in line with the human-centered automation approach, which emphasizes that automation sys-
tems should provide adequate information and ensure active involvement of the human operator [24]. These
criteria are summarized and reformulated as guidelines by Abbink et al. [3] and shown below.

Guidelines for sharing control [3]

The human operator should:

1. Always remain in control, but can experience or initiate smooth shifts between levels of au-
tomation;

2. Receive continuous feedback about the automation boundaries and functionality;

3. Continuously interact with the automation;

4. Benefit from increased performance and/or reduced workload.

Figure 3.1: Guidelines for human-automation interaction as proposed by Abbink et al. [3]

By allowing both the user and automation to exert forces on the control device, a two-way interaction be-
tween human and automation exists. This offers several benefits.

In a manual control task, information of the external environment (in car driving: the layout of the road
that determines the steering input), is perceived mainly through vision. Adding information through touch, a
different modality, may lead to reduced workload and increased performance [27]. Similarly, automation sys-
tems can provide more transparency and a more intuitive understanding of their intention by adding haptics
as an information channel. This also uses the benefit of quick neuromuscular reflexes that allow for a faster
and subconscious response to inputs [20].

When sharing control continuously, haptic feedback is useful for keeping the human operator aware of the
system’s functioning [26]. But the interaction is two-way, as it allows the user to give inputs to the system and
correct it if needed. By applying less or more force to the control device, the human operator can continuously
shift authority in favor of himself or the automation [3].

In car driving, possible applications of haptic shared control include haptic gas pedals for car following [28],
or haptic guidance for steering [29, 30]. In aviation, haptic shared control can be applied in perspective flight-
path displays [31], or in remote control of UAVs [32, 33]. Other possible applications or haptic shared control
include robotic control [34, 35] and learning and skill transfer [36].

3.2. Haptic Shared Controllers

This section elaborates on two possible architectures for haptic guidance. The first one, a ’Meshed’ Hap-
tic Shared Controller (M-HSC), provides a simple control algorithm based on a look-ahead time and has
been used by several studies in the past decade. The second one, the Four-Design-Choices Haptic Shared
Controller (FDC-HSC), is a more recent development and is designed to contain a distinct feedforward and
feedback component, meant to reduce human-haptic conflicts. Finally, usage of these two architectures with
integration of the Van der El human controller, discussed in [Chapter ??], is compared.

3.2.1. Meshed HSC

This section discusses a type of simple HSC that has been used frequently in recent research. First proposed
by Mulder & Abbink [29], the controller was designed to provide haptic guidance for curve driving, in a con-
tinuous shared control task. The guidance was based on a future error between a reference trajectory (road
center line) and the predicted position of the vehicle. Hence, the concept of a ’look-ahead time’ is used here,
which is one of the key parameters of the model. Scholtens [37] used the term ’Meshed’ HSC (M-HSC) for this



31

type of controller, based on the fact that the haptic feedback is always dependent on the reference trajectory.
This essentially means that any change in the reference trajectory will influence the given haptic feedback.
The naming highlights the difference between the Meshed and Four-Design-Choices architecture, explained
in Section 3.2.2.

Driver Model
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-

+
+

Road

Figure 3.2: Meshed Haptic Shared Controller as developed by Mulder & Abbink [29], later used in [38] and [37]. (Recreated from [37])

The model architecture is shown in Figure 3.2. In this configuration, the haptic guidance is generated fully by
a simple driver model. This model uses information from the road to generate a reference position located
tLH seconds away, denoted by XR (t + tLH ). In a feedback path, it takes the current vehicle position X (t ) and
predicts the future position at look-ahead time tLH . Generally, this prediction is based on the current control
torque given to the vehicle. A haptic control gain KHSC is applied to the deviation of the predicted vehicle
position from the reference, E(t + tLH ), to generate the haptic guidance torque THSC . Finally, the combined
HSC and driver torque are added and fed to the steering wheel and vehicle, lumped in the Vehicle & Steering
Dynamics block. The magnitude of the haptic guidance force is determined by KHSC . Setting this parameter
to a low value results in barely noticeable feedback torques, whereas choosing a high value can make a human
driver unnecessary and result in full task automation [29]. Additionally, the look-ahead parameter tLH can be
tuned to include smoothing effects, as a longer look-ahead time results in starting the steering action earlier,
and shorter times result in more aggressive steering [38].

The M-HSC was used by Boink [38], in an experiment focusing on human-haptic conflicts. As the haptic
force feedback is generated from the error between target and vehicle output, the haptic guidance is fully
dependent on the current driver’s performance. The inherent linking of driver error and force feedback is
believed to induce conflicts, as any deviation from the target results in a contradicting force. An additional
effect is that when sharing control, the total torque applied to the steering wheel is always much higher than
during manual control. Boink concluded that this type of ’simple’ HSC algorithm is a source for conflict
during curve driving, and a more sophisticated architecture was needed [38].

3.2.2. Four-Design-Choices HSC

A more elaborate haptic guidance design method is offered by Van Paassen’s Four Design Choices [39]. These
four independently designed choices are related to the reference behavior, feedback control strategy, feedfor-
ward control strategy and level of authority. Van Paassen suggests that in the design of HSC, following this
philosophy can help reduce human-haptic conflict. The Four-Design-Choices HSC (FDC-HSC) is shown in
Figure 3.3. Highlighted in the dotted boxes are the four design choices, which are explained below.

1. Human Compatible Reference (HCR) The first aspect is the reference trajectory, which should be aligned
with the perception and strategy of the human operator. A Human-Compatible-Reference (HCR) is used as
the target signal for the HSC, and can incorporate human-like behavior such as corner-cutting. The HCR
often includes a driver model and the reference trajectory can be generated by fitting averaged trajectory
data from earlier experiment runs to a driver model [37, 38]. The output of the driver model can contain the
reference control input δR (t ) and the reference output position XR (t ).

2. Level of Haptic Support (LoHS) The applied control strategy that results from the HCR is split by two
modes, of which the first one, named LoHS, is a pure feedforward path based on the desired steering input
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3. Level of Haptic Support
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Figure 3.3: Four-Design-Choices Architecture in a shared control task. (Recreated from [39] and [37])

from the HCR. The portion of the guidance torque generated by the LoHS is independent from the current
vehicle position, and is thus not affected by the driver’s tracking performance. As such, the feedforward
gain KLoHS is separately tuneable and determines how much guidance towards the reference trajectory is
given. For instance, a low LoHS would only provide haptic feedback when errors from the reference occur,
such that a driver who is tracking the reference perfectly receives no force feedback. Conversely, a controller
using a very high LoHS is able to track the reference without needing any driver inputs, based on the (future)
reference trajectory. The input to the LoHS path can be the desired control input generated by the driver
model, depicted by δR (t ) in Figure 3.3.

3. Strength of Haptic Feedback (SoHF) The second portion of the haptic guidance is generated by a feed-
back component performing compensatory control, named Strength of Haptic Feedback (SoHF). The error
E(t ) is calculated from the current vehicle position and the reference position XR (t ) that is obtained from the
HCR. The feedback gain KSoHF determines how strongly the HSC corrects for deviations from the reference
trajectory. A high SoHF gain compared to the LoHS gain results in a stronger haptic feedback when tracking
performance is poor. Using a high haptic feedback gain is known to result in higher overall torque, and higher
risk of conflicts [38].

4. Level of Haptic Authority (LoHA) Authority between driver and automation is determined by several
factors, including the overall magnitude of the force feedback, and control device parameters such as damp-
ing, mass and stiffness. A higher stiffness of the steering wheel would require more effort for the driver to
control. In turn, the driver can increase authority by applying more force to the control device and increasing
stiffness of the muscles.

Scholtens [37] compared the F-HSC and M-HSC and revealed that conflict is greatly reduced when the F-HSC
is used. Also, overall magnitude of torques during steering is reduced in the shared control task. It is suspected
that both effects are mainly due to the separate feedforward path. The feedforward path provides constant
guidance, which allows the driver to build trust in the system, and has a positive effect on the acceptance of
the system.

3.2.3. Integration of the Van der El Model

Recent advances in modelling manual preview control have led to a better understanding of human behavior
in tasks with preview. The human controller model developed by Van der El [5] is useful for identifying and
simulating human control behavior, but this knowledge can also be used in the design of haptic shared con-
trollers. The two different implementations of a shared control architecture, the M-HSC and the FDC-HSC,
allow for integration of the Van der El model in two different ways, leading to two distinct controllers.

Integrating the Van der El model in the M-HSC architecture (Figure 3.2) can be achieved by replacing the
simple driver model with the Van der El model. The resulting lay-out is shown in Figure 3.4, where the entire
block diagram represents the dotted are in Figure 3.2. It involves replacing the original proportional feedback
controller with the far-viewpoint filter, equalization and physical limitations blocks that model the inner hu-
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Driver Model (in M-HSC architecture)
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Figure 3.4: Integration of the Van der El human controller in the M-HSC architecture. This block corresponds to the "Driver Model"
shown in Figure 3.2. in a shared control task. (Recreated from [39] and [37])

man control responses. The human controller model provides the haptic control input δR (t ). This HSC still
includes only a feedback path, and tuning the target response Ho f cannot be done independently from the
resulting haptic feedback. Thus, while including human control characteristics, the M-HSC with Van der El
model integration still has the same limitations as the original M-HSC architecture.

In the FDC-HSC, the human compatible reference is provided by a driver model, which allows for integrating
the Van der El model. In the resulting lay-out, shown in Figure 3.5, the dotted area represents the Human
Compatible Reference area from Figure 3.3. A viewpoint tLH seconds ahead on the outside environment
or target signal is used as the input to the HCR. The outputs are the control input δR (t ) and the position
output xR (t ), which are fed into the LoHS and SoHF paths, respectively. Note that the output signal, which is
also fed into the feedback path, is generated by including a model of the controlled element dynamics HC E .
Furthermore, this implementation includes only the HCR, the outputs of which are fed into additional KLoHS

and KSoHF gains as displayed in Figure 3.3, to be tuned separately. This allows for a proper application of the
Four Design Choices philosophy, which includes a separately tuneable feedforward and feedback path.
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Figure 3.5: Integration of the Van der El human controller in the FDC-HSC architecture. This block corresponds to the "Human
Compatible Reference" shown in Figure 3.3.

3.3. Conclusion

Haptic Shared Control is a promising method to combine manual driving and automation. This chapter
provided the background information required for this thesis, and compared two relevant HSC models: the
Meshed HSC and FDC-HSC. Whereas the Meshed HSC is a simple controller using only a feedback loop, the
FDC-HSC improves human-haptic interaction by adding a separately tuneable feedforward path (LoHS) in
addition to the feedback path (SoHF).

The remainder of this thesis will integrate the Van der El model (discussed in Chapter 2) with an HSC. In
this chapter it was shown how this can be achieved for both the Meshed HSC and the FDC-HSC. The differ-
ence between the two types is that in the Meshed configuration, Van der El’s human controller model fully
describes the HSC, while in the FDC configuration, the model generates the human-compatible reference.
It is expected that the FDC-HSC architecture will offer a better user experience and less conflict in a shared
control task, as it both adds human-like steering through the HCR, and offers more tuning freedom by having
the separate LoHS and SoHF gains. Simulations will be performed between both configurations, as covered
in Chapter 4.





4
Offline Simulations

As an initial analysis, human-haptic performance in a preview tracking task will be simulated. The simulation
considers a setup similar to the one that will be used in the human-in-the-loop experiment. Using Van der
El’s model for preview tracking [5], the human operator (HO) and a haptic shared controller (Meshed HSC)
are simulated. In addition, simulation runs will be done using a Four Design Choices HSC (FDC-HSC). The
goal of these simulations is to obtain initial knowledge on the effects of changing haptic look-ahead time,
which is the key parameter of interest for this thesis work. These insights will form the basis of choosing the
conditions for the human-in-the-loop experiment.

4.1. Setup

The simulations are run in MATLAB using the Simulink toolbox. The control task is a preview tracking task
in which the HO and HSC, both modeled using the Van der El model, act on a controlled element (HC E )
through a stick (Hst i ck ) in order to reduce the tracking error. A block diagram depicting the control task as
implemented in the simulation is shown in Figure 4.1.

4.1.1. Control Task

The simulated HO and HSC share control by both applying input forces to a stick model Hst i ck , which is
connected to the controlled element HC E . The stick is modeled as a spring-damper system with b = 0.20
Nms/rad and k = 3.58 Nm/rad. The stick model outputs the stick deflection angle u in radians, which is the
input to the controlled element HC E . Two types of controlled element dynamics are tested: single integrator
(SI) and double integrator (DI) dynamics. The respective transfer functions are shown in Table 4.2.
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HCE
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(t+ )ft τHO
f
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FHO

Hstick

FHSC

Ftot+
+

Figure 4.1: Block diagram of the simulated control task

The control task is simulated using two forcing functions: a target signal ft that is tracked by the HO and
HSC, and a disturbance function fd that is added to the controlled element output. Often, human-in-the-
loop experiments use two forcing functions in order to identify multi-loop human dynamics [5, 40]. Although
human model identification is out of the scope of this preliminary thesis, the same familiar setup using two
forcing functions is used in order to be consistent with earlier experiments. The forcing functions are multi-
sine signals generated by Equation (4.1), where N f = 10. The remaining function parameters are shown in
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Table 4.1. The signals are periodical over a measurement time of 120 s. Both signals have a bandwidth of
approximately 1.5 rad/s, above which the amplitudes are attenuated by 20 dB, such that higher frequencies
are less dominantly present in the signal. The standard deviation of the target signal is σt = 1.27 cm. For the
disturbance signal, σd = 0.51 cm. Figure 4.2 shows the forcing function spectra.

f (t ) =
N f∑
i=1

Ai sin(ωi t +ϕi ) (4.1)

Table 4.1: Parameters for the multisine target and disturbance functions
used in the simulations.

target signal ft disturbance signal fd

kt At ωt ϕt kd Ad ωd ϕd
- cm rad/s rad - cm rad/s rad

3 0.731 0.157 4.488 4 0.292 0.209 0.241
5 0.731 0.262 5.699 7 0.292 0.367 1.669
8 0.731 0.419 1.373 9 0.292 0.471 1.899

11 0.731 0.576 5.472 13 0.292 0.681 1.295
19 0.731 0.995 1.331 22 0.292 1.152 3.982
29 0.731 1.518 5.257 31 0.292 1.623 4.496
47 0.731 2.461 5.399 51 0.292 2.670 3.365
77 0.731 4.032 3.289 79 0.292 4.136 0.469

143 0.731 7.488 2.999 147 0.292 7.697 0.964
263 0.731 13.77 5.591 267 0.292 13.98 4.296

Figure 4.2: Power spectra of target and disturbance

4.1.2. Human Operator Model

The HO block in this control task, shown in Figure 4.3, is modeled using the Van der El human controller [5].
A more detailed explanation of this model can be found in Chapter 2. The model allows the implementation
of a far-viewpoint τHO

f as the input, which is a future point on the target signal ft . The response to this signal

is modeled using a low-pass filter H HO
f with gain K f and time constant Tl , f . The resulting filtered signal f ∗

t , f
is the input to a compensatory model structure, where the internal error e∗ is to be minimized. This feedback
loop is modeled by a human equalization function, which is McRuer’s precision model [4]. For SI controlled
element dynamics, H HO

e∗ = Ke∗ whereas for DI dynamics a lead term is included and H HO
e∗ = Ke∗ (TL,e jω+1) as

per McRuer’s crossover model. The HO response includes neuromuscular limitations H HO
nms and a time delay

τv . In its original form, the HO model outputs a stick deflection u, but in the context of haptic force feedback,
a force F is needed. To achieve this, the HO and HSC model outputs are multiplied by an inverse of the same
stick model H−1

st i ck . Finally, an overall HO gain, KHO is added in order to determine the contribution of the
HO in the HO-HSC shared control system. In this simulation, this is set to 0.5.

The baseline values for the model parameters are displayed in Table 4.2. The initial simulations use exactly
the same model structure and parameters for the HSC as for the HO. The only parameter that is varied is the
look-ahead time τHO

f .

Human Operator

(t + )ft τ HO
f FHO

H −1
stick

+

x

H HO
f H HO

e∗ H HO
nmse− jωτv

e∗f ∗
t,f

-

n

KHO

Figure 4.3: Block diagram of the HO model used in the simulation.

To simulate the inherently stochastic nature of human control behavior, remnant noise (n) is included. In
order to create a noise signal that is representative, empirical results from [41] are used. These suggest that the
portion of the control output power that is due to the remnant, expressed as σ2

un
/σ2

u should be approximately
0.35 for SI dynamics, and 0.5 for DI dynamics. Furthermore, the noise is filtered using a low-pass filter with a
break frequency ωb of 3.5 rad/s for SI dynamics and 0.5 rad/s for DI dynamics [41]. Consistent with the setup
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Table 4.2: Baseline model parameters

HC E τ f [s] K f [-] Tl , f [s] Ke∗ [-] TL,e∗ [s] τv [s] ωnm [rad/s] ξnm [-]

SI 1.5/( jω) 0.60 1.0 0.20 1.25 - 0.26 10.5 0.35
DI 5/( jω)2 1.10 0.80 0.85 0.25 1.50 0.30 8.0 0.45

from [41], the remnant signal n is added to the output x(t ) in the HO feedback signal (shown at the top in
Figure 4.1). The simulation is done with 100 remnant realizations. In order to obtain the correct σ2

un
/σ2

u , a
pre-simulation is done to determine the noise gain Kn . This was done with only human operator, so no HSC
influence is included. The outcome of the pre-simulations resulted in a Kn of 3.4 for SI dynamics, and 9.5 for
DI dynamics.

4.1.3. Haptic Shared Controller

The simulation is performed for two different HSC configurations. The Meshed-HSC, where the HSC is the
Van der El human controller model and thus a mirror of the HO model, and the FDC-HSC, which implements
the Van der El model as the human-compatible reference in a FDC type controller. These HSC setups are
explained in this section.

Controller A: Meshed-HSC In the first setup, the HSC block is represented by the Meshed-HSC structure
shown in Figure 4.4. The term ’meshed’ refers to the fact that the HSC force feedback is coupled to the HO
control output through the feedback path x. Therefore the haptic feedback that is provided is always depen-
dent on the human’s task performance. The controller is made out of the same human controller model that
simulates the HO. This is done in order to simulate a shared control situation in which the HSC is capable of
perfectly mirroring the HO’s control behavior. The baseline parameters used are thus identical to the ones in
the HO, shown in Table 4.2. The focus in the simulations is on look-ahead time τHSC

f , which is the only pa-

rameter that is varied. The overall haptic gain KHSC is set to 0.5, equal to the HO gain, such that the combined
gain is 1. This means that both HO and HSC contribute equally to the control task, if the other parameters
are equal.

Meshed HSC

(t + )ft τ HSC
f FHSC

H −1
stick

x

H HSC
f H HSC

e∗ H HSC
nms e− jωτv

e∗f ∗
t,f

-
KHSC

Figure 4.4: Block diagram of the Meshed HSC, with the same implementation of the HO model, but without
remnant.

Controller B: FDC-HSC A limitation of the Meshed-HSC is that the haptic support cannot be tuned inde-
pendently from the current output x. The FDC-HSC (Figure 4.5) addresses this problem by separating the
haptic support in a feedforward path, denoted by level of haptic support (LoHS), and a feedback path, named
strength of haptic feedback (SoHF). As opposed to the Meshed-HSC, which is fully described by the Van der
El model, the FDC-HSC uses the Van der El model to generate a human-compatible reference (HCR). The
model is simulated in a closed-loop setup using a model of the controlled element, HC E , which is identical to
the actual controlled element in the simulation. This way, the HCR outputs a reference stick force FR and a
reference output position xR , which are fed into the LoHS and SoHF path, respectively. Tuning KLoHS deter-
mines how much guidance is given independently from the current task output, while KSoHF determines how
strongly deviations from the reference are corrected. Finally, an overall gain KHSC is used in the simulation to
set the total contribution of the HSC to the combined HSC-HO controller. For the simulations in this chapter,
this is set to 0.5.

Note that when HC E has DI dynamics, the SoHF block should include a lead-term, in order to make the
system controllable. This means that instead of a gain KSoHF , the block will contain KSoHF (TSoHF s +1). This
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is identical to having an error gain Ke = KSoHF and error rate gain K ė = KSoHF TSoHF , which will both be used
in the remainder of this chapter. The HCR already incorporates the lead term for DI control tasks in H HSC

e∗ ,
the same way the Van der El model does in the HO and Meshed HSC configuration.

Figure 4.5: Block diagram of the FDC-HSC, with implementation of the Van der El model for the Human Compatible Reference
portion of the FDC architecture.

4.2. Method

Using a baseline setup as described in Section 4.1, with two types of HSC, two sets of simulations are run.
In the first simulation (I), the HO is kept constant while the HSC look-ahead time τHSC is varied between 0
and 2 seconds. In the second simulation (II), the HO look-ahead time τHO is varied for three HSC look-ahead
times: the baseline value, a low look-ahead time and a high look-ahead time. An overview of the simulation
settings is shown in Table 4.3, which will be executed for the Meshed HSC and the FDC-HSC.

Table 4.3: Overview of HO and HSC look-ahead time settings for simulation I and II.

SI DI
τ f ,HO (s) τ f ,HSC (s) τ f ,HO (s) τ f ,HSC (s)

I 0.6 [0, 2] 1.1 [0, 2]

[0, 2] 0.0 [0, 2] 0.0
II [0, 2] 0.6 [0, 2] 1.1

[0, 2] 1.2 [0, 2] 2.0

The simulation runs are done using SI and DI controlled element dynamics (HC E ). Typically, DI dynamics
are more difficult to control and require a lower gain for a stable system. It is also expected that performance
will be more sensitive to changing parameters, and possibly the effect of haptic support will be stronger.
Comparison between two simulation outcomes will be taken into account in choosing the controlled element
dynamics for the human-in-the-loop experiment.

The output of the simulation includes the controlled element output x, and separate input forces FHO and
FHSC . In order to compare haptic-human performance for varying parameter settings, the variances of the
input forces (σ2

F,HO , σ2
F,HSC ) are considered. As a measure of overall performance, the tracking error (σ2

e ) is

calculated. Finally, as a measure of total control activity, the variance of the stick deflection σ2
u is used. Con-

flict between human and haptic inputs is calculated by Equation (4.2), which defines occurrence of conflict
where the directions of inputs are opposite. A conflict occurs when this is the case, and the magnitude of
conflict relative to the total input magnitude is higher than a threshold c. Here, c = 0.05 which means that
conflict is only counted when the difference between human and haptic inputs is larger than 5% of the com-
bined input. The average Ōcon f is used as an indication of how often conflict occurred during a run, where
a value of 1 indicates conflict during the entire run, and a value of 0 indicates no conflict at all. Finally, the
integrated magnitude difference between haptic and human input, Mcon f (Equation (4.3)), is used as an in-
dication of severity of conflict. This is calculated by summing the force differences at the instances where
conflict occurs.

Ocon f [i ] =
{

1 if FHO[i ] ·FHSC [i ] < 0 and |FHO [i ]−FHSC [i ]|
F [i ] > c

0 otherwise
(4.2)
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Mcon f =
N∑

i=1
Ocon f [i ] · ∣∣FHO[i ]−FHSC [i ]

∣∣ ·dt (4.3)

4.3. Results: Meshed HSC

This section discusses the results of the simulations with the Meshed HSC configuration. The shared control
runs are split into simulation I (Section 4.3.2) and simulation II (Section 4.3.3). Before that, a brief analysis of
the HO and HSC performance in ’solo’ setup (not sharing control) under varying look-ahead times is provided
here.

4.3.1. HO and HSC solo performance

For reference, the control task was first simulated with only the HO in the loop, to show control behavior
without HSC influence. Then, the same was done with only the HSC in the loop. Note that the meshed
HSC configuration is the same as the HO, so the only difference between the two is the added noise. The
resulting plots, displayed in Figure 4.6, show the influence of look-ahead parameter τ f (τ f ,HO and τ f ,HSC ,
respectively) on tracking error e and HO and HSC control force F , and can also be used to show the effect of
adding remnant noise. A sample run is plotted in Figure 4.8 for each of the simulations.

For both controllers, the error is minimal around τ f = 0.6 s and τ f = 1.1 s, for SI and DI dynamics respectively.
Indeed these are equal to the baseline HO parameters displayed in Table 4.2, which have been chosen such
that good stability and performance is achieved. These look-ahead times also match the critical preview
times from previous experiments [17, 40], as discussed in Chapter 2 as well. The control force F stays constant
for all τ f , indicating that changing the look-ahead point does not require extra control activity to follow the
target. The control output is lower for DI dynamics than for SI dynamics, as high control activity results in
an unstable system. The error for the DI task is higher than the SI task, as expected due to the inherently less
stable system that is more difficult to control. These results are thus fully consistent with literature [40].

Between the HO and HSC, there is a significant difference for the error and control force. For the HO, the
added remnant noise appears to cause an increase in error and control force, by an absolute amount that
is constant for every τ f . Relatively, the HO’s minimum error is more than twice as high for both SI and DI
tasks. As τ f moves away from the optimum in both directions and the error increases, the relative difference
between HO and HSC error becomes less significant. The HO control force, invariant for τ f , is twice as high
in the SI task, and more than 4 times as high in the DI task. The HSC, steering without added noise, is able to
achieve a lower minimum error using a much lower control force to achieve this. These differences can also
clearly be observed in the time traces in Figure 4.8. Overall, while the effect of the remnant noise is large, it
is not to such extent that the HO cannot successfully control the system anymore, as reasonable error scores
are achieved.

The plots discussed here provide a good reference of how the respective controllers behave in solo setup.

(a) SI, error and input (b) DI, error and input

Figure 4.6: Outcome of simulation runs with HO and HSC separately. Influence of look-ahead time τHO on tracking error variance σe
and control output variance σF
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(a) SI, output and input, τ f = 0.6 s (b) DI, output and input, τ f = 1.1 s

Figure 4.8: Partial time traces showing how the HO and Meshed HSC perform in solo setup. Single runs, using the baseline τ f values.

These results will be referred to when analyzing the remainder of the simulations in this section, which are
conducted in a shared control setup. Section 4.4.3, covering the FDC-HSC results, will also use these reference
values to compare the FDC to the Meshed configuration.

4.3.2. Meshed HSC Simulation I: Varying τ f ,HSC

In the first shared control simulation, the HSC look-ahead time is varied. Figure 4.9 shows the result of varying
look-ahead time τ f ,HSC for 100 remnant realizations. For both the SI and DI control tasks, the achieved
error is lower than in the simulations without HSC (Figure 4.6), at a cost of slightly higher control activity.
The control output u is largely constant, similar to the HO reference behavior (Figure 4.6). For the SI task,
minimum error is achieved around τ f ,HSC = 0.75 s, which is slightly higher than the baseline of τ f ,HO = 0.6 s
(indicated by the dotted line). At the same point, with τ f ,HSC slightly higher than τ f ,HSC , the applied forces
FHO and FHSC are equal. The amount of conflict occurring (Ōcon f ) is at its minimum around τ f ,HSC = 0.55 s,
and it is seen that the magnitude of conflict (Mcon f ) follows the same trend. As the haptic look-ahead time is
increased, conflict and error increase. The distribution of control forces between HO and HSC changes such
that the HSC applies more force to the stick. It thus be stated that the controller with a larger look-ahead time,
applies more force in the shared control task.

Note that while all parameters are equal if τ f ,HSC = τ f ,HO , both controllers do not show equal behavior due to
the added remnant noise, which is only added to the HO. Without remnant noise, conflict would be zero and
FHO = FHSC when τ f ,HO = τ f ,HSC . The added remnant noise makes these simulations interesting, because in
real-life situations the HO would never show behavior equal to the HSC.

A comparison between the SI task and the DI task shows different results, however, the trends are similar. The
differences occur mainly due to the added remnant that has a much higher contribution to the input for the
DI task (σ2

un
/σ2

u = 0.5 versus σ2
un

/σ2
u = 0.35). This is reflected in the fact that the spread of values around the

mean is much higher for all variables. The error is minimal around the baseline of τ f ,HSC = τ f ,HO = 1.1 s. The
same goes for the average amount of conflict and the magnitude of conflict, Ōcon f and Mcon f , respectively.
The human-haptic control forces are influenced less by changing look-ahead times for the DI task than for
the SI task. On the 0-2 seconds domain, the noisy HO is always applying a higher control force than the HSC.

A sample output time series is plotted in Figure 4.11, for the SI task. In the sample shown here, τ f ,HSC = 1.7 s,
which is much higher than τ f ,HO , which is equal to 0.6 s. The different strategies between the two controllers
can be clearly seen. The HSC, which uses a larger look-ahead time, applies more smoothing and responds
to lower frequencies. The HO uses the signal closer ahead, and responds to higher frequencies. This causes
conflict, marked in red, to occur at places where large low-frequency oscillations occur. Here the HSC tries to
follow the lower frequency movement, while the HO still compensates for higher frequency oscillations.
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(a) SI, error and control output (b) DI, error and control output

(c) SI, human/haptic control force (d) DI, human/haptic control force

(e) SI, conflict (f) DI, conflict

Figure 4.9: Effects of varying haptic look-ahead time τ f ,HSC on control input and error. The left hand-side shows results for SI
dynamics, the right hand-side for DI dynamics. The dotted black line indicates the baseline value τ f ,HO = 0.6 (SI) and τ f ,HO

= 1.1. The light areas include the results for 100 remnant realizations, with the line representing the mean result.

4.3.3. Meshed HSC Simulation II: Varying τ f ,HO

Figure 4.10 shows the results of the second simulation, where HO look-ahead time τ f ,HO is varied. This was
done for three HSC look-ahead times τ f ,HSC = 0, 0.6, 1.2 s for SI dynamics and τ f ,HO = 0, 1.1, 2.0 s for DI
dynamics. These values cover the baseline value as well as two extreme values. The error plots show that for
baseline parameter τ f ,HO = τ f ,HSC = 0.6 s (SI) and 1.1 s (DI), the error is lowest, similar to the results from
simulation I. These values are the optimal look-ahead times at which the HO achieves the lowest error. It
thus follows that when the HSC look-ahead time is zero, the best performance is not achieved when HO look-
ahead time is zero as well. In fact for the SI task at setting τ f ,HSC = 0 s, minimal error is achieved around
τ f ,HO = 1.0 s. Here, as τ f ,HSC is much lower than the optimal value, τ f ,HO needs to be higher in order to
compensate. Vice versa, for τ f ,HSC = 1.2 s, minimal error occurs around τ f ,HO = 0.4 s.

For each of the three τ f ,HSC settings, the control forces are equal at τ f ,HO = τ f ,HSC . This fact thus remains
consistent even when changing the look-ahead times away from the optimal values. The same is valid for the
amount of conflict, which is minimum when τ f ,HO = τ f ,HSC .

The differences between using SI and DI controlled element dynamics remain similar to the results of simu-
lation I. Force inputs are influenced less by varying look-ahead times in the DI case than in the SI case.

A sample output time series is plotted in Figure 4.11, for the DI task. Compared to the output sample from SI
dynamics, it is seen that the input forces are much lower. Here the HO has a higher look-ahead time than the
HSC (1.7 s versus 1.1 s), which would mean the HO should respond to mainly low frequencies. However, due
to the added remnant noise, high frequency oscillations remain present in the HO signal.
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(a) SI, error and control output (b) DI, error and control output

(c) SI, human/haptic control force (d) DI, human/haptic control force

(e) SI, conflict (f) DI, conflict

Figure 4.10: Effects of varying human look-ahead time τ f ,HO on control behavior. The left hand-side shows results for SI dynamics, the
right hand-side for DI dynamics. The light areas include the results for 100 remnant realizations, with the line representing

the mean result.

4.4. Results: FDC-HSC

In this section the second setup, in which the HO shares control with the FDC-HSC, is simulated. In the
FDC configuration, the additional LoHS and SoHF gains need to be tuned, as opposed to the Van der El
model parameters which are taken from literature. The tuning and analysis of the FDC gains is covered in
Section 4.4.1. After this, Sections 4.4.2 and 4.4.3 discuss the results of simulations I and II.

4.4.1. Tuning SoHF and LoHS gains

For the SI control task, the SoHF is described by a single error gain KSoHF , whereas for the DI task, two gains
Ke and K ė are used (For an explanation, refer to Section 4.1.3). The feedforward gain KLoHS is used in both
SI and DI tasks. Given that the HCR model is simulated using the same controlled element dynamics (HC E is
equal in the HCR block and in the control task), the reference control force FR is equal to the force required
to successfully execute the control task without disturbance. Hence, if the LoHS gain is 1 and no disturbance
signal is added to the output, technically no SoHF gain is needed. However, the task will be done with added
disturbance, so for that the feedback gain KSoHF will be tuned.

Tuning will be done by comparing the tracking error σe,HSC (as a measure of task performance) and stick
force σF,HSC (as a measure of control effort) to the values achieved by the Meshed HSC. The FDC-HSC should
perform at least as well as the Meshed HSC, which means that the error and control force should be lower.

First, the gain for the SI task is tuned. This is done for a feedforward gain of KLoHS = 1, such that the task
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Figure 4.11: Example timeseries from simulation II for SI dynamics, with τ f ,HSC = 1.7, τ f ,HO = 0.6 s, and Ōcon f = 0.26. The top plot
shows the output and the target function, the bottom shows the input forces given to the stick by the HO and HSC. Conflict

is marked in red marked areas.

Figure 4.12: Example timeseries from simulation II for DI dynamics, with τ f ,HSC = 1.1, τ f ,HO = 1.7 s, and Ōcon f = 0.12. The top plot
shows the output and the target function, the bottom shows the inputs given to the controlled element by the HO and HSC.

Conflict is marked in red marked areas.

is fully automated by the HSC. Figure 4.13a shows how the error and control force are influenced by varying
KSoHF . The dotted horizontal lines indicate the minimum error and stick force achieved by the Meshed HSC.
Taking into account these minimum requirements, the optimal KSoHF is around 4.8.

The DI task uses the gains Ke and K ė instead of single SoHF gain. The effect of varying the error rate gain
K ė is shown in Figure 4.13b for an error gain Ke of 1 and 0.5. For Ke = 0.5, the error and force requirement
cannot be met for any K ė . However, for K ė a notable improvement can be achieved by setting the error rate
gain anywhere between 1.2 and 1.5. For the remainder of this section, the error rate gain is therefore set to K ė

= 1.4. A summary of the chosen gains is shown in Table 4.4.

Table 4.4: Tuned FDC gains used in the simulations (as a result of Figure 4.13)

KLoHS KSoHF
C1 C2 C3

SI 1.0 0.5 0.25 4.8
Ke Kė

DI 1.0 0.5 0.25 1.0 1.4

4.4.2. FDC-HSC Simulation I: Varying τ f ,HSC

The first simulation is done by varying τ f ,HSC , keeping τ f ,HO constant (τ f ,HO = 0.6 for SI, τ f ,HO = 1.1 for
DI). As the extra feedforward path in the FDC-HSC, described by KLoHS , is an important characteristic of this
controller, three conditions regarding the LoHS are tested to investigate the effect. In conditions C1, C2 and
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(a) SI, error and input (b) DI, error and input

Figure 4.13: Resulting error and control force when varying SoHF gain, plotted for three different LoHS gains.

C3, the LoHS gain is set to a high (nominal), middle and low value, respectively. Table 4.4 shows the FDC gains
as used in the simulations. Note that still, for the sake of the simulation, the additional HSC and HO gains
of KHSC = KHO = 0.5 are included, because the outputs two individually tuned systems are added together.
Keeping KHO constant for all conditions also implies an important assumption, namely that the HO does not
adapt to changing HSC settings, which is unlikely in real-life situations.

The simulation results are displayed in Figure 4.14. The baseline, fixed HO look-ahead time is indicated by
the vertical striped line. Looking at the influence of changing τ f ,HSC on performance, the same trends can
be recognized for the FDC-HSC as for the Meshed HSC. Figure 4.14a (SI) and Figure 4.14b (DI) reveal that
a minimum error can be achieved, and it corresponds to a maximum control input σ2

u given. The τ f ,HSC

location where the minimum occurs, depends on the chosen KLoHS condition. In the nominal condition
(KLoHS = 1), the minimum error occurs when the HSC look-ahead time is close to the HO look-ahead time,
i.e τ f ,HSC ≈ τ f ,HO . As KLoHS is lowered, optima shift to a higher τ f ,HSC . This suggests that the HSC needs
to compensate a weaker gain by increasing the look-ahead time in order to achieve the best possible perfor-
mance. Looking at Figure 4.14c and ??, the largest part of the input force around this point is provided by the
HO. This changes as the HSC look-ahead time increases, and the HSC control forces increases while the HO’s
decreases. Similar to the results from the Meshed HSC, the ’break-even’ or ’equally’ shared control (σ2

f ,HSC

= σ2
f ,HO) occurs when the HSC look-ahead time is much higher than the HO’s. This too, is dependent on the

set LoHS gain. A lower KLoHS is matched with the ’break-even’ occurring at a higher τ f ,HSC . For the SI, a
nominal KLoHS = 1 results in equally shared control around τ f ,HSC = 0.75. For the DI task, the trend suggests
that this point exists somewhere outside of the domain tested in this simulation, for a very high τ f ,HSC . How-
ever, while results for higher look-ahead times exist in simulations, they have no real application in real-life
situations as no significant HO adaptation occurs after a critical preview time [17].

Occurrence of conflict is shown in Figures 4.14e and 4.14f. Similar to the observed error, conflict is minimal
around τ f ,HSC = τ f ,HO for the nominal case of KLoHS = 1. This minimum shifts to slightly higher HSC look-
ahead times for the other, lower LoHS gain conditions. Overall it can be observed that to achieve a minimal
conflict, the HSC look-ahead time should be closer to the HO look-ahead time than for achieving minimal
error. The integrated magnitude of conflict, Mcon f , increases along with an increasing occurrence of conflict
Ōcon f .

The differences between the SI and the DI task are as expected: when controlling a DI system, lower input
forces and thus lower stick deflections are applied. Doing this, the minimum error that can be achieved
is higher than for the SI task. Changing the look-ahead time in a DI task has a much lower impact on the
control forces than in a SI task.

4.4.3. FDC-HSC Simulation II: Varying τ f ,HO

Through simulation II a similar analysis is provided, but here the HO look-ahead time τ f ,HO is varied, while
τ f ,HSC is kept constant at the same baseline values (τ f ,HSC = 0.6 for SI, τ f ,HSC = 1.1 for DI). The FDC gains and
conditions are the same as for simulation I, and shown in Table 4.4. While simulation I and II are similar, due
to a different approach slightly different results are expected, based on the difference between the HO and
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(a) SI, error and control output vs. τHSC
f

(b) SI, error and control output vs. τHSC
f

(c) SI, human/haptic control force vs. τHSC
f

(d) SI, human/haptic control force vs. τHSC
f

(e) SI, conflict vs. τHSC
f

(f) SI, conflict vs. τHSC
f

Figure 4.14: Results of simulation I, the effects of varying FDC-HSC look-ahead time τHSC
f

, when sharing control with the HO. The left

column shows the results from the SI task, and the right column shows the DI task. Each run is done for three LoHS
settings: low (KLoHS = 0.25), medium (KLoHS = 0.5) and high (KLoHS = 1). The light areas include the results for 100

remnant realizations, with the line representing the mean result.

HSC. The look-ahead time parameter is varied for the HO, which has added remnant noise, and an inherently
different model structure than the FDC-HSC. In the Meshed HSC simulations, the only difference was the
added remnant noise for the HO, as the HSC and HO model structure were the same.

The results of FDC-HSC simulation II are shown in Figure 4.15. Looking at the error σ2
e and stick deflection

σ2
u (Figures 4.15a and 4.15b), similarities between both simulations are observed in the error trends: minima

are achieved, its locations dependent on the LoHS condition. The difference is in the conformance of the
minimum error with the maximum stick deflection. For this simulation, when KLoHS = 1, minimum error is
achieved when stick deflection is maximum. But when KLoHS is lower, the minimum error can be achieved
with a much lower stick deflection. For instance, for KLoHS = 0.25, in the SI case the minimum error occurs
for τ f ,HO ≈ 0.9, when σ2

u = 0.38, not near the maximum which occurs for τ f ,HO ≈ 0.2.

Figures 4.15c and 4.15d show how changing HO look-ahead time affects the shared control forces. Compared
to simulation I, the plots appear mirrored around the τ f ,HO = τ f ,HSC point, indicated with the vertical line.
This point exists in both simulations and represents the exact same conditions, and thus results in the same
outcome. Here, increasing τ f ,HO results in an increased HO force and a decreased HSC force, similar to how
increasing τ f ,HSC would have the reversed effect.
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(a) SI, error and control output vs. τHO
f

(b) SI, error and control output vs. τHO
f

(c) SI, human/haptic control force vs. τHO
f

(d) SI, human/haptic control force vs. τHO
f

(e) SI, conflict vs. τHO
f

(f) SI, conflict vs. τHO
f

Figure 4.15: Results of simulation II, the effects of varying HO look-ahead time τHO
f

, when sharing control with the FDC-HSC. The left

column shows the results from the SI task, and the right column shows the DI task. Each run is done for three LoHS
settings: low (KLoHS = 0.75), nominal (KLoHS = 1) and high (KLoHS = 1.25). The light areas include the results for 100

remnant realizations, with the line representing the mean result.

4.5. Discussion

In previous sections Sections 4.3 and 4.4 the simulation results were shown and explained. This section pro-
vides a discussion of these results, in two subsections. Section 4.5.1 will discuss how varying look-ahead time
affects performance and conflict in a shared control task, for both Meshed HSC and FDC-HSC. Section 4.5.2
provides a quantitative comparison of the Meshed HSC and FDC-HSC and discusses their differences.

4.5.1. Effect of varying look-ahead time

It appears that the optimal HSC look-ahead value depends on how the criterion for optimal performance
is chosen. If a low error is desired, τ f ,HSC should be slightly higher than τ f ,HO when dealing with a SI task.
However, when low conflict is deemed more important, τ f ,HSC should be equal to or slightly lower than τ f ,HO .
This is the case for both SI and DI dynamics tasks. Finally, if low control effort is desired, this can be achieved
by having a τ f ,HSC that is significantly higher than τ f ,HO , up to twice as high for a SI task.

The results from Meshed HSC simulation II reveal that the optimal τ f ,HO (at which a HO achieves the lowest
error when no HSC is involved) is key in determining at what τ f ,HSC best tracking performance is achieved.
When τ f ,HSC is too low, τ f ,HO must be much higher to compensate for the sub-optimal parameter value, and
vice versa.

It is important to note that when aiming for the lowest conflict and equal HO and HSC behavior, the simula-
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tion results suggest that approximately equal look-ahead times are desired. A deviation between look-ahead
times, in either direction, results in an increase in conflict. This increase of conflict is both in terms of du-
ration and magnitude, for both SI and DI controlled element dynamics. This suggests that the magnitude of
conflict only depends on the duration of the conflict, and thus magnitude per time unit is not dependent on
varying look-ahead times.

The simulations were done for both SI and DI controlled element dynamics. For the DI task, the inputs given
by the HO and HSC models have lower magnitude than for the SI task as to achieve stability. This causes
changing look-ahead times to have a lower relative impact for the DI task than for the SI task.

Finally, sample time series outputs from the simulations were analyzed. For the SI task, a clear distinction
is seen between HO behavior with a short look-ahead time, and HSC behavior with a long look-ahead time.
A controller with a longer look-ahead time will mainly follow low frequency oscillations, while a controller
with a short look-ahead time will respond stronger to nearby high frequency oscillations. This difference in
strategy is suspected to be a cause for conflict. For the DI task, this distinction is less visible. This can be
attributed to the addition of strong remnant noise, and to the nature of the DI control task, which requires
smaller and higher frequency inputs.

4.5.2. Comparison of Meshed HSC and FDC-HSC

For a comparison between the Meshed HSC and FDC-HSC performance, the ’baseline’ situation of equal HSC
and HO look-ahead times is taken, i.e. τ f ,HSC = τ f ,HO . Tables 4.5 and 4.6 provide and overview of the perfor-
mance metrics at the baseline point. Note that this condition occurs and is the same in both simulations I
(where τ f ,HSC is varied) and simulations II (where τ f ,HO is varied), so the content in the tables refers to both
simulations.

The Meshed HSC baseline performance is shown in Table 4.5. The optimal error and conflict rates are achieved
for the original baseline look-ahead times equal to 0.6 (SI) and 1.1 (DI). These are the optimal far-viewpoint
parameters from the Van der El model, and all other model parameters are the ones originally identified by
Van der El for that far-viewpoint. Since these model parameters are kept constant, the best performance is
achieved for the same optimal far-viewpoint. The fact that the Meshed HSC and HO use the same parameters
results in optimal performance for this look-ahead time in the shared control task.

The FDC-HSC baseline performance is shown in Table 4.6, with only one look-ahead time, the same as in the
simulations. Here, the three LoHS conditions are shown. Using the nominal value KLoHS = 1, a slightly but
not substantially better tracking performance is achieved compared to the Meshed HSC. This comes at a cost
of a higher stick deflection variance σ2

u . Overall, the optimal performance of the FDC-HSC is not convincingly
better than the optimal performance of the Meshed HSC.

In this chapter, the FDC-HSC was tuned in solo configuration only, and evaluated in shared control configu-
ration. Optimizing the controller for a lowest error and conflict in a shared control task would likely result in
a better performance.

Table 4.5: Meshed HSC summary of the performance for the baseline situation, τ f ,HSC =
τ f ,HO .

SI DI

τ f ,HO ===τ f ,HSC [s] 0.0 0.6 1.2 0.0 1.1 2.0

σ2
e [cm2] 0.22 0.10 0.14 0.46 0.23 0.39

σ2
u [rad2] 0.44 0.49 0.44 0.10 0.12 0.11

σ2
F,HO [N 2] 3.77 2.41 1.62 0.98 0.84 0.77

σ2
F,HSC [N 2] 0.65 1.44 2.82 0.20 0.27 0.39

Ōcon f [-] 0.15 0.11 0.18 0.15 0.11 0.16
Mcon f [Ns] 32.71 18.70 46.43 22.03 14.35 23.71
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Table 4.6: FDC-HSC summary of the performance for the baseline situation, τ f ,HSC = τ f ,HO .

SI DI

τ f ,HO ===τ f ,HSC [s] 0.6 1.1

KLoHS [-] 0.25 0.5 1.0 0.25 0.5 1.0

σ2
e [cm2] 0.15 0.13 0.09 0.23 0.22 0.22

σ2
u [rad2] 0.42 0.44 0.48 0.10 0.10 0.10

σ2
F,HO [N 2] 3.07 2.82 2.39 0.88 0.86 0.81

σ2
F,HSC [N 2] 0.70 0.88 1.43 0.22 0.23 0.27

Ōcon f [-] 0.12 0.11 0.11 0.15 0.15 0.15
Mcon f [Ns] 20.93 19.72 20.86 21.88 21.43 21.48

4.6. Conclusions

In this chapter, initial simulations were done of a shared control task performed by a HO and HSC simulta-
neously. These simulations were focused on finding the influence of varying HSC look-ahead time τ f ,HSC .
In addition, this chapter provided a comparison between two types of HSC configurations: the Meshed HSC,
and the FDC-HSC.

Apart from the look-ahead time, the simulations kept all HO parameters constant, since HO adaptation in
shared control preview tasks is not well understood to implement it in simulations. This is a major assump-
tion which will not hold up in real-life situations, where a HO is very likely to adapt to changes in the haptic
support system.

With the simulations, the full strength of the FDC-HSC has not been shown. The ability to tune a separate
feed-forward path, the LoHS, is considered to be the main strength of the FDC architecture. However, the
resulting performance improvement is largely subjective and difficult to capture in a simulation. This will be
investigated in the experiment phase.

The conclusions from this chapter partially form the basis for the human-in-the-loop experiment conditions,
together with a few hands-on pre-experiments. After analyzing the SI and DI task outcomes, the human-in-
the-loop experiment will be conducted with SI controlled element dynamics only. This type of tracking task
is easier to learn and control for the participants, and results in less variation of outcomes. Additionally, the
simulations suggest that varying look-ahead times have a much larger effect on SI task than on DI tasks.

Hands-on testing with various experiment conditions and the Meshed and FDC configurations will determine
the full experiment plan. The experiment plan is covered in Chapter 5.



5
Experiment Proposal

In the final phase of this thesis project, a human-in-the-loop experiment will be conducted. In the experi-
ment, participants perform a tracking task with visual preview, and are supported by continuous haptic force
feedback. A pre-experiment was conducted to test the conditions, as discussed in Appendix A. The current
chapter contains a detailed experiment proposal, designed using the results from the preliminary simula-
tions. It discusses the used apparatus, the control task, the chosen conditions, the experiment design and the
hypotheses.

5.1. Control Task

Participants will perform a target-following and disturbance-rejection task with preview, supported by con-
tinuous haptic guidance. The participants are instructed to follow the previewed target as accurately as pos-
sible. The forcing functions, a target and a disturbance, are the same multi-sine signals used in Chapter 4.

An overview of the control task is shown in Figure 5.1. The haptic shared controller (HSC) uses the Four-
Design Choices architecture [39] (see Section 3.2.2 and Section 4.1.3). The human-compatible reference
(HCR) is generated by simulating the HO model for preview control [5] in a closed-loop control task, and
includes a model of the stick and the controlled element dynamics. The parameters are identical to the ones
used in the preliminary simulations. The controlled element, denoted by HC E , is a single-integrator system
with a gain of 1.5. The side-stick, shown as Hst i ck , can be described as a mass-spring-damper system with a
torsional stiffness of 3.58 Nm/rad, damping 0.22 Nm s/rad, and inertia 0.01 kg m2. Additionally, a stick gain
of 0.44 cm/deg is used.

In the experiment, different haptic look-ahead times are evaluated. The chosen look-ahead times are largely
based on results of testing and a pre-experiment (Appendix A). The resulting nine haptic conditions shown
in Table 5.1. The look-head times, τHSC , are chosen with small intervals of 0.1 seconds such that a detailed
relation between haptic look-ahead time and task performance can be obtained.

Table 5.1: Conditions for the experiment

NH H0 H03 H04 H05 H06 H07 H08 H09 H12
τHSC (s) - 0.0 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.2

5.2. Apparatus

The experiment will be conducted at the Human-Machine Lab at the faculty of Aerospace Engineering of TU
Delft. Participants will be seated in front of a display with a resolution of 1280 by 1024 pixels, a size of 36 by
29.5 cm and a 100 Hz refresh rate. For their control input, and the haptic force feedback, participants use an
electro-hydraulic servo-controlled side-stick located on their right-hand side. The stick has a moment arm of
9 cm and can only rotate around its roll axis.
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Figure 5.1: Schematic overview of the control task, showing the interaction between the human operator and the haptic shared
controller.

5.3. Experiment Design

An experiment with 10 conditions was designed using a within-subjects design. The order of the conditions
was determined by generating a randomized balanced Latin square, such that each participant is presented
with a unique order of conditions. The duration of a single run is 128 seconds, of which the first 8 seconds are
considered run-in time, and will be discarded. For each condition, the participants conduct a training run to
get used to the haptic setting. After the training run, three repetitions are performed, resulting in a dataset of
three runs per condition for each subject. At the start of the experiment, the participants will do a training
containing 4 repetitions of the non-haptic condition. Another set of 4 runs of the non-haptic condition is
done at the end of the experiment. Together with the training set, these data is used to identify HO behavior
and adaptation between the start and the end of the experiment.

Table 5.2: Latin-Square showing the order of the experiment conditions for ten subjects.

Subject Training Conditions Reference

1 NH NH H05 H0 H07 H12 H03 H09 H04 H08 H06 NH
2 NH H05 H07 NH H03 H0 H04 H12 H06 H09 H08 NH
3 NH H07 H03 H05 H04 NH H06 H0 H08 H12 H09 NH
4 NH H03 H04 H07 H06 H05 H08 NH H09 H0 H12 NH
5 NH H04 H06 H03 H08 H07 H09 H05 H12 NH H0 NH
6 NH H06 H08 H04 H09 H03 H12 H07 H0 H05 NH NH
7 NH H08 H09 H06 H12 H04 H0 H03 NH H07 H05 NH
8 NH H09 H12 H08 H0 H06 NH H04 H05 H03 H07 NH
9 NH H12 H0 H09 NH H08 H05 H06 H07 H04 H0 NH

10 NH H0 NH H12 H05 H09 H07 H08 H03 H06 H0 NH

5.4. Metrics

The experiment evaluates tracking performance in the shared control task. From measured data, several
metrics can be obtained, which will be used in the post-experiment data analysis.

• Tracking error: The difference between the target and the system output, which is used as an indicator
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for overall tracking performance.

• HO torque: The measured torque exerted on the stick by the participant. It can be used as an indicator
for control effort, and to investigate how the HO responds to the haptic guidance.

• HSC torque: The torque that is provided by the haptic controller and applied to the stick. The HSC
torque is a combination of the feedforward (LoHS) and feedback (SoHF) torques, which may also be
analyzed separately.

• Conflict time: The amount of conflict between the HO and the HSC may indicate to what extent the HO
agrees with the haptic guidance. Occurrence of conflict is defined as follows:

Ocon f =
{

1 if THO ·THSC < 0 and |THO −THSC | > 0.1 ·T

0 otherwise
(5.1)

• Conflict torque: The magnitude difference of opposing torques during conflict. The magnitude of con-
flict is defined as follows:

Mcon f =Ocon f ·
∣∣THO −THSC

∣∣· (5.2)

• Van der Laan rating: A Van der Laan questionnaire will be filled out by the participants after each
condition, rating the haptic guidance system [42]. The questionnaires will result in a usefulness score
and a satisfaction score for each condition. The ratings provide a subjective evaluation of the haptic
conditions, and may be used as an indication for HO acceptance.

5.5. Hypotheses

The following hypotheses will be tested in the experiment. These are based on the preliminary simulations
results and on the experience from pre-testing.

H1. In the shared control task, the lowest conflict is achieved when the HSC has a look-ahead time of 0.6
seconds (condition H06), which is an optimal HSC setting.
The HO model that is used in the HSC reference block uses empirical parameters, with an original look-
ahead time (far-viewpoint) of 0.6 seconds. Upon changing the look-ahead time, no HO adaptation is
taken into account in the model. Therefore, the remaining parameters (far-viewpoint filter, equaliza-
tion gain and neuromuscular dynamics) are sub-optimal when responding to a different viewpoint
than 0.6 seconds. In that case, the controller may be lagging or leading, causing more conflict with the
HO.

H2. For conditions close to the optimal look-ahead time (H05, H06, H07), there is no significant increase in
conflict time.
By looking at Figure A.2d, it might be possible to identify a ’region of acceptance’ in which the amount
of conflict does not increase substantially. The results of the pre-experiment show a steep increase of
conflict beyond this region.

H3. The RMS of the added HO and HSC torque, and thus the control activity, is invariant with haptic look-
ahead time.
This hypothesis is based on the assumption that the HO counters any undesired haptic guidance torques.
For sub-optimal haptic look-ahead times, the HSC applies stronger undesirable torques, but these are
countered by the HO, resulting in a net torque that is approximately the same magnitude.

H4. Conditions H03 to H09 will result in a lower tracking error than reference condition NH.
This hypothesis concerns the general effect of using haptic guidance in a preview tracking task. These
conditions, while using different look-ahead times, are expected to result in a better task performance
than the non-haptic conditions. Even with sub-optimal guidance, the HO can use the HSC to their
advantage and achieve a lower tracking error. The remaining conditions H0 and H12 are considered
extreme conditions, and expected to lead to a higher workload and worse performance.
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A
Pre-Experiment Results

Before the final experiment, the experiment conditions were tested in a pre-experiment. The goal was to
evaluate whether the chosen conditions are suitable for the final experiment. This appendix explains the used
conditions and experiment design, and provides the results. It concludes with a discussion of the results.

A.1. Conditions

In earlier testing of the experiment setup with various haptic and visual preview times, when varying haptic
preview time with steps of 0.3 seconds, the differences between haptic preview times 0.6 and 0.9 can be very
subtle. It was decided to investigate these subtle differences by setting a higher resolution of 0.1 seconds, thus
increasing the number of haptic conditions. Figure A.1 shows 9 haptic conditions, labeled as H followed by
the corresponding haptic preview time, τHSC . For the human operator, the visual preview time will be set to
a constant 1 second for all conditions. The length of 1 second is chosen as to provide sufficient preview for
adequate tracking performance, based on the average critical preview time of 0.6 seconds. In addition to the
9 haptic conditions, a condition with no haptic support (NH) is added, resulting in a total of 10 conditions for
the experiment.

H0 H03 H04 H05 H06 H07 H08 H09 H12

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6

τHSC (s)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6

τp(s)

Haptic shared
controller

Human
operator

Figure A.1: Visualization of the preview times used in the experiment, showing the preview information used by the human operator
and the haptic shared controller.

A.2. Experiment Design

An experiment with 10 conditions was designed using a within-subjects design. The order of the conditions
was determined by generating a randomized balanced Latin square, such that each participant is presented
with a unique order of conditions. For this pre-experiment, two participants participated, and were presented
with the first two rows of the Latin square, shown in Table A.1. For participant 1, breaks were held after
conditions H0, H03 and H04. Participant 2 also included 4 extra training runs for condition NH at the start,
and at the end of the experiment for reference. Participant 2 therefore had breaks after conditions H07, H03,
H04 and H06.

A run lasted 128 seconds, of which the first 8 seconds are considered run-in time, and are left out of the results.
Per condition, 1 training run is done, followed by 3 measurement runs.
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Table A.1: Order of conditions for two participants

Subject Conditions

1 NH H05 H0 H07 H12 H03 H09 H04 H08 H06
2 H05 H07 NH H03 H0 H04 H12 H06 H09 H08

A.3. Results

The output of the experiment contains all measured data, and the metrics that follow from it. The main
variables of interest are the tracking error (e), control activity (u) and conflict time (Tcon f ). Additionally, the
results of a Van der Laan questionnaire, filled in by the participants, are shown.

A.3.1. Measured Data

Figure A.2 shows the results of the pre-experiment for two participants. For both participants, the same rela-
tion between the haptic preview time and output variables are found. Participant 2 had an overall lower error
(Figure A.2a), and appears to achieve this by exerting more control activity (Figure A.2b). Minimum error and
control activity are found around τHSC = 0.7 and 0.8.

Figure A.2c shows the separated outputs of the FDC-HSC, consisting of the LoHS and SoHF paths, where
uHSC = uHS + uHF . For haptic preview times below 0.5 seconds, the haptic feedback (HF) portion (red) is
dominant. Above 0.5 seconds, the haptic support (HS) portion, of which the RMS is invariant with τHSC ,
becomes dominant. For the highest condition (τHSC = 1.2 s), the RMS of the HF path is higher than the HS
path again.

Figure A.2d shows the total occurrence of conflict (Tcon f ) as a percentage of run time. Conflict is defined as
occurring when the signs of uHO and uHSC are opposite.

(a) Tracking performance (b) Control activity

(c) LoHS and SoHF paths of the FDC-HSC (d) Human-haptic conflict

Figure A.2: Results of the experiment, showing the effect of different haptic look-ahead times on several task performance variables.
Plotted for participants 1 and 2.
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In Figure A.3, two example time traces from the experiment are shown. The total stick deflection u and the
contributions of the HO and the HSC to the stick deflection are shown (uHO and uHSC ). The top figure, Fig-
ure A.3a shows condition H12, which is the worst performing haptic condition. Conflict occurs 86% of the
time, and the HO inputs appears to be exactly the opposite of the HSC input most of the time. In fact, the
participant noted here that the haptic feedback appeared to be mirrored. This can be explained by consid-
ering the forcing functions. The look-ahead time of 1.2 s is approximately half of the period of the dominant
frequency in the multi-sine target signal.

(a) Participant 2, condition H12, Tcon f = 86.4%

(b) Participant 2, condition H07, Tcon f = 35.1%

Figure A.3: Two example time traces of stick deflection, including the contributions by the HO and the HSC. Conflict zones are
indicated in red.

A.3.2. Van der Laan questionnaire

A Van der Laan questionnaire was filled out by the participants after each condition. This type of question-
naire can be used to rate a support system in a car driving task. The form contained 9 questions relating to
how useful and satisfying the haptic support system was. From the questionnaires that were filled in by the
participants, a usefulness and satisfaction score can be calculated for each condition. Figure A.4 shows the
usefulness and satisfaction scores for both participants. Note that the form was filled in after each condition,
including the non-haptic condition NH.

Figure A.4: Calculated usefulness and satisfaction scores from the Van der Laan questionnaires.
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A.3.3. Discussion

Based on the results, the pre-experiment is considered to be successful, and the current experiment design
can be used for the final experiment. The following conclusions about the experiment design can be drawn,
forming the basis for the final experiment hypotheses.

• The haptic guidance is effective in improving task performance, resulting in a lower error for most
haptic conditions, compared to the non-haptic condition NH.

• The haptic look-ahead time ’grid’ is sufficiently dense in order to plot a relation between look-ahead
time and error, control activity, and conflict. Especially the resolution of 0.1 second around the ’middle’
values is useful to investigate the behavior around the minimum.

• Consistent with the simulations, an ’exchange’ between the HO and HSC torques can be observed
around the optimal haptic look-ahead time (see Figure A.2b). As haptic look-ahead time increases be-
yond the optimum, the HSC contributes more to the task, and the HO less. The opposite is true below
the optimum.

• The total control activity remains constant for all conditions (u in Figure A.2b). This is the case, even
as the HO and HSC inputs both increase for high and low look-ahead times (H0 and H12). The cor-
responding high conflict rate (see Figure A.2d) reflects this, and shows how HO and HSC inputs are
mostly opposite in these conditions.

• Even for individual subjects, the Van der Laan ratings (Figure A.4) show an effect of the various condi-
tions on usefulness and satisfaction. When averaged with multiple subjects, these scores may be com-
pared to conflict scores. Additional meta-analysis of the conflict metric can be conducted with help of
the Van der Laan scores, in order to evaluate the use of the conflict metric to describe user acceptance.

The results in this chapter are limited to time-domain analysis. Additional frequency domain analysis can be
performed on the acquired test data. Identification of the HO by applying the model and the method used by
Van der El [6] may reveal HO adaptation to different haptic settings. By identifying HO behavior in the non-
haptic condition and training, insights can be gained on the individual differences between participants. It
remains to be seen whether the relatively low amount of repetitions (3 runs) is sufficient for HO identification.
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B
Individual Experiment Results

This appendix contains an overview of the individual results for each experiment participant, including sam-
ple time traces of three selected conditions: H0, H07 and H09.
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B.1. Subject 1

Figure B.1: Bode plots for subject 1

Table B.1: Identified parameters, subject 1

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.71 0.99 0.40 1.85 0.36 94.91

Table B.2: Resulting scores in sample runs, subject 1

H0 H07 H09
RMSe [cm] 0.23 0.16 0.19
RMST,HO [N] 0.24 0.07 0.04
RMST,HSC [N] 0.16 0.06 0.10
Ōcon f [%] 0.86 0.32 0.46
RMS∆T [N] 0.38 0.07 0.10

Figure B.2: Time traces for subject 1, condition H0, τHSC = 0.0 s.

Figure B.3: Time traces for subject 1, condition H07, τHSC = 0.7 s.

Figure B.4: Time traces for subject 1, condition H09, τHSC = 0.9 s.
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B.2. Subject 2

Figure B.5: Bode plots for subject 2

Table B.3: Identified parameters, subject 2

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.81 0.98 0.45 1.48 0.43 96.17

Table B.4: Resulting scores in sample runs, subject 2

H0 H07 H09
RMSe [cm] 0.28 0.19 0.19
RMST,HO [N] 0.23 0.05 0.04
RMST,HSC [N] 0.15 0.08 0.11
Ōcon f [%] 0.88 0.37 0.61
RMS∆T [N] 0.37 0.08 0.13

Figure B.6: Time traces for subject 2, condition H0, τHSC = 0.0 s.

Figure B.7: Time traces for subject 2, condition H07, τHSC = 0.7 s.

Figure B.8: Time traces for subject 2, condition H09, τHSC = 0.9 s.
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B.3. Subject 3

Figure B.9: Bode plots for subject 3

Table B.5: Identified parameters, subject 3

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.71 0.99 0.40 1.85 0.36 94.91

Table B.6: Resulting scores in sample runs, subject 3

H0 H07 H09
RMSe [cm] 0.26 0.16 0.18
RMST,HO [N] 0.25 0.06 0.03
RMST,HSC [N] 0.16 0.07 0.10
Ōcon f [%] 0.86 0.28 0.52
RMS∆T [N] 0.40 0.06 0.11

Figure B.10: Time traces for subject 3, condition H0, τHSC = 0.0 s.

Figure B.11: Time traces for subject 3, condition H07, τHSC = 0.7 s.

Figure B.12: Time traces for subject 3, condition H09, τHSC = 0.9 s.
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B.4. Subject 4

Figure B.13: Bode plots for subject 4

Table B.7: Identified parameters, subject 4

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.96 0.99 0.48 1.30 0.40 96.33

Table B.8: Resulting scores in sample runs, subject 4

H0 H07 H09
RMSe [cm] 0.27 0.18 0.22
RMST,HO [N] 0.25 0.06 0.04
RMST,HSC [N] 0.17 0.07 0.09
Ōcon f [%] 0.87 0.31 0.40
RMS∆T [N] 0.41 0.08 0.08

Figure B.14: Time traces for subject 4, condition H0, τHSC = 0.0 s.

Figure B.15: Time traces for subject 4, condition H07, τHSC = 0.7 s.

Figure B.16: Time traces for subject 4, condition H09, τHSC = 0.9 s.
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B.5. Subject 5

Figure B.17: Bode plots for subject 5

Table B.9: Identified parameters, subject 5

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.72 1.00 0.40 1.62 0.38 95.19

Table B.10: Resulting scores in sample runs, subject 5

H0 H07 H09
RMSe [cm] 0.29 0.16 0.17
RMST,HO [N] 0.21 0.06 0.04
RMST,HSC [N] 0.13 0.07 0.11
Ōcon f [%] 0.86 0.31 0.56
RMS∆T [N] 0.33 0.07 0.12

Figure B.18: Time traces for subject 5, condition H0, τHSC = 0.0 s.

Figure B.19: Time traces for subject 5, condition H07, τHSC = 0.7 s.

Figure B.20: Time traces for subject 5, condition H09, τHSC = 0.9 s.
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B.6. Subject 6

Figure B.21: Bode plots for subject 6

Table B.11: Identified parameters, subject 6

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.93 1.00 0.41 1.45 0.40 95.85

Table B.12: Resulting scores in sample runs, subject 6

H0 H07 H09
RMSe [cm] 0.31 0.17 0.21
RMST,HO [N] 0.21 0.07 0.04
RMST,HSC [N] 0.13 0.07 0.09
Ōcon f [%] 0.84 0.34 0.41
RMS∆T [N] 0.33 0.08 0.09

Figure B.22: Time traces for subject 6, condition H0, τHSC = 0.0 s.

Figure B.23: Time traces for subject 6, condition H07, τHSC = 0.7 s.

Figure B.24: Time traces for subject 6, condition H09, τHSC = 0.9 s.
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B.7. Subject 7

Figure B.25: Bode plots for subject 7

Table B.13: Identified parameters, subject 7

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.61 0.99 0.30 2.06 0.31 92.40

Table B.14: Resulting scores in sample runs, subject 7

H0 H07 H09
RMSe [cm] 0.23 0.16 0.20
RMST,HO [N] 0.26 0.09 0.06
RMST,HSC [N] 0.16 0.06 0.09
Ōcon f [%] 0.84 0.33 0.40
RMS∆T [N] 0.41 0.08 0.09

Figure B.26: Time traces for subject 7, condition H0, τHSC = 0.0 s.

Figure B.27: Time traces for subject 7, condition H07, τHSC = 0.7 s.

Figure B.28: Time traces for subject 7, condition H09, τHSC = 0.9 s.
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B.8. Subject 8

Figure B.29: Bode plots for subject 8

Table B.15: Identified parameters, subject 8

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.74 1.00 0.35 1.61 0.41 95.64

Table B.16: Resulting scores in sample runs, subject 8

H0 H07 H09
RMSe [cm] 0.34 0.17 0.21
RMST,HO [N] 0.22 0.07 0.05
RMST,HSC [N] 0.13 0.06 0.10
Ōcon f [%] 0.84 0.34 0.44
RMS∆T [N] 0.34 0.07 0.10

Figure B.30: Time traces for subject 8, condition H0, τHSC = 0.0 s.

Figure B.31: Time traces for subject 8, condition H07, τHSC = 0.7 s.

Figure B.32: Time traces for subject 8, condition H09, τHSC = 0.9 s.



72 B. Individual Experiment Results

B.9. Subject 9

Figure B.33: Bode plots for subject 9

Table B.17: Identified parameters, subject 9

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.79 0.99 0.40 1.51 0.39 96.14

Table B.18: Resulting scores in sample runs, subject 9

H0 H07 H09
RMSe [cm] 0.31 0.30 0.23
RMST,HO [N] 0.23 0.12 0.05
RMST,HSC [N] 0.15 0.11 0.10
Ōcon f [%] 0.87 0.26 0.43
RMS∆T [N] 0.38 0.09 0.10

Figure B.34: Time traces for subject 9, condition H0, τHSC = 0.0 s.

Figure B.35: Time traces for subject 9, condition H07, τHSC = 0.7 s.

Figure B.36: Time traces for subject 9, condition H09, τHSC = 0.9 s.
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B.10. Subject 10

Figure B.37: Bode plots for subject 10

Figure B.38: Identified parameters, subject 10

τHO K f Tl , f Ke τv VAF
[s] [-] [s] [-] [s] [%]

0.91 0.99 0.45 1.52 0.40 96.17

Figure B.39: Resulting scores in sample runs, subject
10

H0 H07 H09
RMSe [cm] 0.26 0.29 0.29
RMST,HO [N] 0.24 0.12 0.12
RMST,HSC [N] 0.16 0.10 0.12
Ōcon f [%] 0.88 0.30 0.18
RMS∆T [N] 0.39 0.11 0.08

Figure B.40: Time traces for subject 10, condition H0, τHSC = 0.0 s.

Figure B.41: Time traces for subject 10, condition H07, τHSC = 0.7 s.

Figure B.42: Time traces for subject 10, condition H09, τHSC = 0.9 s.





C
Conflict Analysis

This appendix provides additional analysis of the conflict time, with respect to the separate feedforward
(Level of Haptic Support) and feedback (Strength of Haptic Feedback) paths of the Four-Design-Choices hap-
tic shared controller.

The occurrence of conflict, Ocon f , is defined by Equation (C.1). For this analysis, we also consider the conflict
with the separate feedforward path and the feedback path. To obtain these, THSC in Equation (C.1) is replaced
by TLoHS and TSoHF , respectively. Here, the threshold c is set to 0 each time, which means that all conflicts
are counted.

Ocon f =


1, if THO ·THSC < 0

and |THO | > c ·max|THSC |
0, otherwise

(C.1)

Figure C.1 shows the conflict times as a function of the haptic look-ahead time. The relation is convex, with a
minimum at τHSC = 0.7 s. Figure C.1b reveals that the conflict with the SoHF torque follows a similar convex
trend. However, the conflict time remains higher around the minimum, around 50% compared to 30% for the
total torque conflict minimum.

The plots also show a comparison between the experiment data and the simulations. The separate LoHS and
SoHF conflict times are predicted well by the simulations, especially for low look-ahead times. For high look-
ahead times, the HO behavior in the experiment was different than predicted, and the conflict times are no
longer predicted accurately.

(a) τHSC vs. conflict time (b) τHSC vs. Support/Feedback conflict time

Figure C.1: Three measures of conflict time: with the total torque (left) and with separate haptic support and feedback torques (right)
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The conflict with the LoHS torque remains around 20% for haptic look-ahead times from 0 to 0.7 seconds,
after which it starts increasing. It appears that for these low look-ahead times, the haptic support path is
largely in line with the intentions of the HO. This is confirmed by the sample time trace shown in Appendix C,
for τHSC = 0.7 s, where conflict is low. At the same time, the majority of the haptic torques is provided by the
feedback path, as conflict with the SoHF torque is high.

Choosing what conflict time metric to use is not trivial. The separate torque paths of the FDC-HSC allow for
separate analysis of conflict. The time traces in Figure C.2 show how each different metric results in entirely
different locations of conflict, and different total conflict time. Earlier experiments suggest that conflict with
the SoHF path, considered to be a ‘correcting’ torque, are considered more annoying by the human.

(a) Total haptic torque (THSC )

(b) Haptic Support torque (TLoHS )

(c) Haptic Feedback torque (TSoHF )

Figure C.2: Time traces of the stick torques, subject 1, condition H07, τHSC = 0.7 s.



D
Experiment Briefing and Consent Form

The next pages include the experiment briefing that was sent to all participants in advance of the experiment,
and the experiment consent form that was signed by all participants.

77



Experiment Briefing 

Varying look-ahead times in a human-like haptic shared controller 
 
Thank you for participating in this experiment! The experiment, conducted in the Human-Machine 
Interaction Laboratory (HMI-Lab), analyses human steering behaviour and task performance. The 
experiment consists of a tracking task supported by haptic force feedback. This briefing will introduce 
you to the experiment and what is expected of you as a participant. 
 
 

Experiment Goal 

In haptic shared control, a human operator performs a control in cooperation with an automated 
controller. Interaction between the human and automation is realised through force feedback on the 
steering wheel or stick. The goal of this experiment is to investigate participants’ acceptance of haptic 
force feedback, and the task performance. To do this, a target tracking task with haptic force feedback 
is conducted. This target following task is an abstract representation of real-life control tasks such as 
driving a car on a road, and it allows us to analyse low-level human control behaviour in great detail. 
The results of the experiment should clarify what haptic settings are desirable or annoying for drivers. 
 
 

Experiment Task 

In this task, you will perform a target tracking task where a previewed portion of the trajectory is 
displayed on a screen. It is your task to track this line as accurately as possible by moving the side-stick 
on your right hand-side. During the task, haptic force feedback will be applied to the stick, in order to 
assist you in the tracking task.  

 

 
Figure 2: The display used for the experiment. The line 
is the target to track, the circle is the current position. 

 
Experiment Procedures 

Throughout the experiment, several different haptic guidance settings will be presented to you in a 
random order. You are asked to perform the tracking task to the best of your abilities each time. The 
researcher will keep track of your performance and will announce when the experiment has been 
completed. You will start the experiment by doing some practice runs without haptic support, to 
familiarise yourself with the task.  
 
Each tracking run lasts about 120 seconds. For each haptic condition, a number of runs are conducted 
in direct succession. After each condition, I will ask you to fill in the questionnaire, rating the haptic 

Figure 1: Illustration of HMILab. The experiment will use the right 
side of the simulator, using the side stick and small display in front. 



support system. Short breaks are taken after each two conditions. Including these breaks, the 
experiment will last at most 3 hours.  
 
For each run, the subsequent procedure will be followed: 

1. The researcher applies the settings for the next run. 
2. The researcher checks whether the participant is ready to proceed and initiates the run after 

a countdown from 3 (3-2-1-go). 
3. The participant performs the tracking task. 
4. The participant will be notified of their performance in the run in terms of error score after the 

completed run. 
 

COVID-19 protocol 

Due to the ongoing COVID-19 (’coronavirus’) pandemic, several measures are taken to reduce the 
risk of spreading it. First and foremost, researcher and participant will follow the guidelines as 
indicated on the Dutch government website1 on the day of the experiment. Related to this 
experiment, the following four measures are taken: 

▪ Both researcher and participants confirm they do not have symptoms related to COVID-19. 
▪ 1.5 meter distance will be kept between researcher and participant at all times. 
▪ All touched objects in the simulator will be disinfected by the researcher before and after the 

experiment. 
▪ Before and after the experiment both researcher and participant will wash or disinfect their 

hands. 
This experiment will be performed following the most recent "COVID-19 Protocols for Human 
Subject Experiments" of the Control and Simulation department. 
 
 

Your rights 

Participation in the experiment is voluntary. This means that you can terminate your cooperation 
at any time. By participating in the experiment you agree that the collected data may be published. 
Your data will remain confidential and anonymous, so only the experimenter can link the results to 
a particular participant. To make sure that you understand and comply with the conditions of the 
experiment, you will be asked to sign an informed consent form. 
 
 

Contact information researcher: 
Joeri Span 
j.e.span-1@student.tudelft.nl 
+32 6 27307983 

Contact information research supervisor 
Dr. ir. Daan Pool 
d.m.pool@tudelft.nl 
+31 15 2789611 

 
 

Thank you for participating! 

 
1 https://www.rijksoverheid.nl/coronavirus  



Experiment Consent Form 

Varying look-ahead times in a human-like haptic shared controller 

 
I hereby confirm, by ticking each box, that: 
 

1. I volunteer to participate in the experiment conducted by the researcher 
(Joeri Span) under supervision of Dr.ir. Daan Pool from the Faculty of Aerospace 
Engineering of TU Delft. I understand that my participation in this experiment is 
voluntary and that I may withdraw and discontinue participation at any time, for any 
reason. 
 

 

2. I have read the experiment briefing and confirm that I understand the instructions and 
have had all remaining questions answered to my satisfaction. 
 

 

3. I understand that my participation involves performing a tracking task in a fixed-based 
simulator, with different settings of haptic (force) feedback on the control stick. 
 

 

4. I confirm that the researcher has provided me with detailed safety and operational 
instructions for the hardware (simulator setup, control-loaded stick, fire escape) used 
in the experiment. 
 

 

5. I understand that it is possible that I may develop some feelings of discomfort caused 
by focussing on the display. If this is the case, I will inform the experimenter. I also 
understand that the experiment may be discontinued for this reason. 
 

 

6. I understand that the researcher will not identify me by name in any reports or 
publications that will result from this experiment, and that my confidentiality as a 
participant in this study will remain secure. 
 

 

7. I confirm that the researcher has provided me with detailed safety instructions to 
ensure my experiment session can be performed in line with current RIVM COVID-19 
regulations at all times and that these instructions are fully clear to me. 
 

 

8. I understand that also for my travel to/from the experiment session I should at all 
times adhere to current RIVM COVID-19 regulations. I confirm that I have travelled to 
TU Delft’s Faculty of Aerospace Engineering with either my own car, by bicycle, or on 
foot. 
 

 

9. I understand that this research study has been reviewed and approved by the TU Delft 
Human Research Ethics Committee (HREC). To report any problems regarding my 
participation in the experiment, I know I can contact the researchers using the contact 
information below or, if necessary, the TU Delft HREC (hrec@tudelft.nl). 

 

 

   

My Signature  Date 
   

My Printed Name  Signature of researcher 
 

Contact information researcher: 
Joeri Span 
j.e.span-1@student.tudelft.nl 
+31 6 27307983 

Contact information research supervisor 
Dr. ir. Daan M. Pool 
d.m.pool@tudelft.nl 
+31 15 2789611 
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