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Abstract—This paper concerns the control problem of the
active caused by the mismatched impedance in resistive feeders-
dominated microgrids. A distributed model predictive control
(DMPC) scheme is suggested to regulate the virtual impedance
of each involved unit. Moreover, the proposed method benefits
resilience to communication failure by designing the communi-
cation matrix. Furthermore, it involves propagating information
among units in a short period, significantly reducing the commu-
nication and computation burden. Finally, the performance of the
proposed control scheme is evaluated in terms of its convergence,
robustness to communication delay and load variations, resilience
to communication failure, and plug-and-play functionality with-
out communication in an inverter-connected system.

Index Terms—Model predictive control, adaptive virtual
impedance, power sharing, distributed control.

NOMENCLATURE

DG Distributed generator
MG Microgrids
ωi Output frequency of droop controller
ω0 Nominal angular frequency
nqi Droop coefficient of reactive power loop
mpi Droop coefficient of active power loop
Qi Measured reactive power
Pi Measured active power
Vi Output voltage amplitude of droop controller
V0 Nominal voltage amplitude
Vd,i Output of droop controller
Vc,i Filter capacitor voltage
Vr,i Reference of filter capacitor voltage
Vbus AC bus voltage
∆Vi Voltage drop across the feeder
io Measured output current
Zload Load power
Gv Gain of the voltage controller
Zo Output impedance of the inverter
Zv Virtual impedance
ZL,i Feeder impedance
Xl,i Inductive components of the feeder
Ri Resistive components of the feeder
x State measurement of the microgrid
x̄ Estimated average value of the microgrid
IN Identity matrix
Gobs Observer transfer function

aij Adjacency term
aeij Improved adjacency term
A Adjacency matrix
Ae Improved adjacency matrix
ta Neighbor’s data delay
tl Local measurement delay
Γ Trigger signal for deactivating communication
Θ Steady state coefficient

I. INTRODUCTION

In microgrids (MGs), when with resistive line impedance,
conventional droop control in [1], [2] can not achieve pro-
portional active power sharing [3]. With the development
of communication technology, [4], the cooperative control
methodology of multi-agent systems has spurred the adop-
tion of distributed secondary control as a reliable option as
the distributed averaging proportional-integral (DAPI) scheme
suggested in [5], [6]. This approach uses the proportional-
integral-based secondary control to adjust the voltage and
frequency compensation terms. However, this typical method
predominantly employs PI controllers, which do not guarantee
optimal solutions. Additionally, It fails to account for practi-
cal constraints in real-world applications [7]. When imposed
uncertainty, these methods may yield irregular outputs.

To that end, the model predictive control (MPC) algorithm
emerges as a viable solution, addressing the challenges as-
sociated with DAPI-based control by utilizing the predictive
models to anticipate future system behavior [8]. It benefits
physical limitation under uncertainty and optimal secondary
layer output.

The distributed model predictive control (DMPC) has been
reported to compensate the voltage for power sharing [8]–
[11]. Each inverter autonomously addresses the local voltage
optimization problem through a fully distributed approach,
utilizing its forecasted actions and information from adja-
cent units. Notably, the introduction of DMPC algorithms
raises two main concerns. First, their continuous prediction
mechanisms may impose computational burdens that may
be untenable in practical scenarios, especially when compu-
tational resources are limited [12]. Second, the distributed
philosophy of DMPC emphasizes information propagation
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within the communication network, which may face chal-
lenges such as limited bandwidth, time delays, and traffic
congestion. These communication constraints can significantly
compromise the system’s responsiveness [13]. The primary
concern with DMPC arises from traditional methods’ continu-
ous communication and computation requirements. In these
approaches, controllers operate in a time-triggered manner
[10], performing data acquisition and control operations pe-
riodically [14]. As a result, this can lead to inefficient use
of computational and communication resources since much of
the data exchange and computation may not be necessary to
achieve the desired overall system response.

To alleviate the communication and computational burden,
event-triggered control using non-periodic communication is
used in DMPC-based secondary control [15]. With the event-
triggered mechanism [16], secondary control is activated only
when the preset condition is triggered, achieving a relatively
better control performance with limited communication re-
sources. Furthermore, virtual impedance (VI) [17], [18] is
another method for power compensation. Compared to the
voltage compensation (VC) method in secondary control in
[12], it features less communication dependency since extra
computation is no longer needed once the virtual impedance
is appropriately adjusted [3].

However, existing virtual impedance controls are based on
DAPI [3], [19], limiting their ability to offer optimal adjust-
ments and account for physical constraints in the secondary
layer, as stated. To the best of the authors’ knowledge, the
distributed model predictive control-based virtual impedance
control of the secondary layer has not been addressed in the
existing research.

To address the limitations of conventional DAPI-based
control, which does not account for physical constraints,
and the challenges faced by existing DMPC-based methods,
particularly those related to communication issues, this pa-
per introduces a novel DMPC-based virtual impedance for
secondary control in AC microgrids with resistive feeders.
This algorithm optimizes the fundamental virtual impedance
to improve active power sharing. In addition, further improve-
ment of the control effectively mitigates problems arising
from significant communication and computational burdens
and communication failures.

II. MICROGRID CONTROL AND PROBLEM STATEMENT

A. Primary Control

To implement the power distribution among multiple par-
allel inverters with resistive feeders, the traditional control
employs the droop law, whose P -V and Q-ω properties can
be described as (1):

ωi = ω0 + nqiQi;Vi = V0 −mpiPi. (1)

The internal controller usually consists of a voltage regulator
and a current regulator, where the reference is the output of the
droop control Vd,i. The inner loop controller’s control block
diagram can be represented as a voltage source in series with
an impedance equivalent to Vr,i = Vd,i·Gv(s)− Zo(s)·io.

B. Active Power Analysis

The voltage drop across the feeder is affected by both
resistance and inductance0 It is illustrated as presented in [17].

∆Vi = Vc,i − Vbus ≈
Xl,iQi +RiPi

Vc,i
(2)

As the inductive component can be neglected in a resistive
feeder MGs. (2) can be rewritten as (3):

∆Vi = Vc,i − Vbus ≈
RiPi

Vc,i
(3)

Following (3), two methods exist for modifying the active
power: changing the voltage reference Vr,i and tuning the
impedance of the feeder. In this research, we have employed
the virtual impedance method due to its less reliance on a
communication link. In this case, the reference voltage for the
inner voltage controller is Vr = Vd − Zvio.

III. THE DISTRIBUTED MODEL PREDICTIVE CONTROL
SCHEME

The proposed structure is illustrated in Fig.1, structured
into four distinct parts: The primary control layer adopts the
droop control. The distributed model predictive control is
composed of a state observer for power regulation, predictive
control, and cost function, and it is used to predict the system
behavior and feed the reference to the virtual impedance
layer. The integrator is used to eliminate the active power-
sharing error. The propagated state variables active power
mpjP̄j required for secondary control are exchanged on the
communication layer. Additionally, to reduce communication
costs, the information exchange among agents is governed
by an embedded communication exit policy triggered by a
predefined trigger condition Γ.

A. Communication Network Configure

the associated graph is modeled as undirected. The bidirec-
tional connectivity from two nodes is defined by the adjacency
term aij . It is defined that aij = 1 if the ith unit and the jth
unit are in regular communication; otherwise, aij = 0. The
communication adjacency matrix A=(aij)n×n.

B. Power Transfer Equations

The relationship between active power and virtual funda-
mental impedance can be written as (4)-(5), where Bi = 1/Ri.

Pi(t) = Bi[Vc,i(t)
2 − Vc,i(t)V

f
bus(t)] (4)

Vc,i(t) = Vd,i − io,iZo,i − io,iZv,i;Vd,i(t) = V0 −mpiPi (5)

C. Discrete Time Models

We derive a discrete model from equations (6)-(8) using
the forward Euler method. Given integrators are linked at the
output port of the predictive controllers to ensure zero steady-
state error. We apply the incremental operator (∆x(k) =
[x(k)−x(k−1)]) as described in the equations. Consequently,
the optimization problem is formulated as a function of the
variations in control actions (Zv,i).

Pi(k + 1) = Pi(k) + [Vc,i(k + 1)− Vc,i(k)]BiΛi (6)
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where Λi = 2Vc,i(k) − Vbus(k). The dynamic state of bus
voltage Vbus is ignored. Thus, an approximate first-order
dynamic model of (4) can be discrete as (6). The discrete
model of (5) corresponds to (7) and (8), respectively.

Vc,i(k + 1) = Vc,i(k) + ∆Vd,i(k + 1)− io,i(k)∆Zv,i (7)

Vd,i(k + 1) = Vd,i(k)−mpi[Pi(k + 1)− Pi(k)] (8)

Notably, there are prediction errors in these models. For
instance, both the dynamic models presented in (6) neglect
to consider the dynamics of the bus voltage Vbus(k), both
of which are influenced by the interconnections among dis-
tributed generators. Nonetheless, these prediction errors do
not exert a substantial impact on overall system performance
when employing the proposed DMPC. This can be elucidated
since the prediction errors at the current time step do not
accumulate to affect subsequent time steps in MPC, where
only the first step data is used for every calculated cycle.
Furthermore, the output of the predictive algorithm provides
the derivative of the calculated virtual impedance. In essence,
the prediction errors only influence the virtual impedance
change rate during dynamic processes. With the integrator,
these errors are gradually eliminated as the system approaches
a steady state, ultimately achieving accurate power sharing.

Feeder i  Cf

Lf

iL

Vc
+

-

io

Physical layer

LC filterPWM

Fundamental

Impedance

Inner 

Controller

+

-

DGi
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Cost
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Control

Neighbour

state
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,o ii
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Fig. 1: The control diagram of the proposed method.

D. State Observer

The expressions of the dynamic average estimation for
active power, which are the reference for the DMPC controller,
are given in equations (9), respectively, where δpi = mpiPi.
They are computed exclusively based on local measurements
and information communicated from other generators. The
adjacency term aij regulates communication.

δ̄pi (t) = δpi (t) +

∫ t

0

∑
j∈Ni

aij [δ̄
p
j (τ)− δ̄pi (τ)] (9)

The operational constraints encompass a set of inequalities
designed to guarantee that the performance of the distributed

generators remains within physically feasible limits. In prac-
tice, these constraints ensure the virtual impedance is main-
tained within an appropriate range. The range can be derived
by the secure voltage band [20], as the virtual impedance
essentially affects the filter capacitor voltage. When the virtual
impedance exceeds the threshold, it can adversely affect the
bus voltage. Conversely, if the virtual impedance is too low,
it may render the system unstable. This particular set of
constraints is articulated in Zv,i,min(k) ≤ Zv,i ≤ Zv,i,max(k).

E. Cost Function

The output of DMPC is determined by a multi-objective
cost function (10), which is constructed from two terms,
each representing a control objective in the microgrid. Here,
(11) describes the average active power-sharing control. While
the optimization problem is local for every DG, the control
is global for the whole microgrid since they are based on
predictions transmitted by communicating. The second term
(12) is used to minimize the control operations that are needed
to match the goals. ηi represents the weighting coefficient.

min
ui

Ji(k) = JP
i (k) + Jzf

i (k) (10)

JP
i (k) = ηpi

∑N

j=1
aij(k)[δ

p
j (k + 1)− δpi (k + 1)]2 (11)

Jzf
i (k) = ηzfi [∆Zv,i]

2 (12)

F. Relief to Communication Issues

1) Converge analysis: It’s worth noting that (9), which
establishes the averages for active power, incorporates the
parameter aij , which indicates necessary communication be-
tween the relevant inverters. Besides, the adoption of DMPC
imposes computation requirements. Herein, the average esti-
mation can be simplified as (13). The local unit i estimates
the average value of the system xi by the local state and the
neighbor’s state x̄j . Then, x̄i is fed to the MPC optimizer as
the reference.

x̄i(t) = xi(t) +

∫ t

0

∑
j∈Ni

aij [x̄j(τ)− x̄i(τ)] (13)

The global dynamics can be written as ˙̄X = Ẋ − LX̄ . Where
X = [x1, x2 · · · , xN ]T denotes the measurements of the local
units. X̄ represents the estimated global average state. It is
reported that with an undirected graph, all the participated
inverters will converge to the average value of the system [21].

2) Communication delay analysis: Based on the dynamic
average estimation in (13), when considering the communica-
tion delay, it can be expressed as (14).

˙̄xi(t) = ẋi(t) +
∑
j∈Ni

aij [x̄j(t− ta)− x̄i(t− tl)] (14)

It is stated that this dynamic averaging algorithm achieves
global consensus even under communication delay. This proof
is omitted for brevity, as it was done in [22].

2758Authorized licensed use limited to: TU Delft Library. Downloaded on July 29,2024 at 14:38:05 UTC from IEEE Xplore.  Restrictions apply. 



3) Communication failure analysis: In case of communi-
cation failure in the processing of the neighbor’s information
transfer, the data propagated through this communication link
becomes null, which deteriorates the power-sharing perfor-
mance. However, it is expected that under normal operating
conditions, active power should not assume zero values, con-
tributing to distinguishing communication failure.

Based on the aij definition, the constant zero is an in-
effective state and is assigned a zero communication term.
Consequently, the improved adjacent matrix aeij ensures that
only effectively received information is utilized to estimate
and predict these averages.

4) Communication relief strategy: To reduce the commu-
nication and computational burden, we propose a trigger con-
dition for identifying the deactivation of the communication
network and MPC computation. In (15), Γ is introduced to
indicate that the prediction algorithm and the state observer
can be deactivated, which can be realized by forcing all
elements of the adjacency matrix A to be zero. Γ=1 implies
that the system has reached a state of proper adaptation,
rendering the neighbor state unnecessary. Consequently, there
is no need to propagate information for computation. This, in
turn, leads to a state where the virtual impedance becomes
completely self-sufficient, independent of the communication
network and the MPC calculation.

Γ =

{
1, if Θ1 ∩Θ2 · · · ∩ΘN = 1

0, else
(15)

where Θ assumes a binary value, representing the if the
virtual impedance is appropriately set. Referring to (9), if the
average power approximates the measured power, it signifies
that power sharing is indeed proportionate, where the com-
munication network and MPC can be disabled. To mitigate
the potential influence of measurement noise, which can lead
to minor power fluctuations, we introduce the condition that
Θi = 1, if the expression [x̄i(k) − xi(k)]/xi(k) ≤ 1% hold
true. Or else, Θi is set to 0.

IV. SIMULATION EVALUATION

Imperix power 

test bench

a)Converter x3
b)LC Filter x3

c)Feeder x3
a)3 x Delta Elektronika 

b)SM1500-CP-30

fC

fL LZ

Active Load

Fig. 2: Verification setup.

To demonstrate the superiority of the proposed method
over existing methods, a three-inverter connected system is
developed as depicted in Fig.2. In the setup, the output port
of the converter is linked to the AC bus through a resistive

feeder impedance (ZL=0.5Ω) and an LC filter (Cf=12µF,
Lf=2.2mH). The output active power ratios adhere to the
maximum capacity proportion set at 1:2:3.

(b)

0W0W

100W/div

P3

P2

P1

P3

P2

P1

2s/div

ts1

Delay 100ms

ts2 ts3

(a)

0W0W

100W/div

P3

P2

P1

P3

P2

P1

2s/div

Delay 70ms

ts1 ts2 ts3

Fig. 3: Active power sharing performance comparison with the
proposed method under communication delay:(a) DMPC with
70ms delay. (b) DMPC with 100ms delay.

Fig.3 provides a comprehensive investigation of the perfor-
mance of active power sharing with different communication
delays using the proposed method. Secondary control is en-
abled at ts1, and a 200W active load is increased and restored
at ts2 and ts3, respectively. It is claimed that the communi-
cation technologies used in microgrids have a latency of less
than 100 ms [23], so in this paper, we test the power-sharing
performance under 70ms and 100ms as shown in Fig.3(a) and
(b), respectively. It can be seen that when suffering a 70ms
delay, the active power exhibits good performance. When
the inverter system is challenged by a 100ms delay, a slight
oscillation is imposed but later attenuated. Therefore, this test
shows that the proposed DMPC can maintain power sharing
even under communication delay.

Fig.4(a) and (b) depict the significance of the physical con-
straints. Notably, when communication link 2-1 experiences an
interruption at ts4, the controller based on the DAPI in [19]
is afflicted by continuous adverse effects, shown in Fig.4(a).
Conversely, the proposed DMPC-based secondary control suc-
cessfully confines the perturbations in power references to a
permissible range.

Moving on to Fig.4(c), (d) and (e), they describe the plug-
and-play capacity of the methods in [10], [24], and the pro-
posed DMPC, respectively, in scenarios where the communica-
tion network is disabled at ts5. These three approaches exhibit
efficacy when communication is available. However, when
the communication infrastructure is deactivated, the DMPC
method expounded in [10], as shown in Fig.4(c), manifests
ineffectiveness immediately, as well as the plug-and-play ca-
pacity. For the DMPC delineated in [24], as shown in Fig.4(d),
the power-sharing during non-periodic communication can
be guaranteed. However, the operational units’ power-sharing
ratio is not 1:2 during the stage between ts6 and ts7 where
the DG3 is plugged out and re-plugged in, respectively. This
observation indicates the dependency of existing methods on
continuous communication and regular real-time calculations.
Notably, the proposed method derives advantages from the
conservation of communication and computational resources,
shown in Fig.4(e).
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(e)

0W0W

100W/div

P3
P2
P1

P3
P2
P1

2s/div

(d)

0W0W P3
P2
P1

P3
P2
P1

2s/div

(c)

0W0W

100W/div

P3
P2
P1

P3
P2
P1

2s/div

(b)

0W0W

100W/div

P3
P2
P1

P3
P2
P1

2s/div

ts1 ts4

(a)

0W0W

100W/div P3
P2
P1

P3
P2
P1

2s/div
100W/div

DG3 out

DG3 out

DG3 out DG3 in

DG3 in

DG3 in

Comms

disable

Comms

fail

Comms

disable

Continuously decrease

Limited drop

Fig. 4: Active power performance comparison:(a) DAPI in [19]
without constraints. (b) the proposed DMPC. (c) plug-and-Play
test of DMPC in [10]. (d) plug-and-Play test of DMPC in [24].
(e) plug-and-play test of the proposed DMPC.

V. EXPERIMENT RESULTS

The experiments, investigating three critical scenarios, are
conducted to demonstrate the sharpness and efficacy of the
proposed DMPC method introduced in this paper. Notably, the
experiment setup and control parameters are shown in Fig.2.

A. Performance in Power Sharing under Load Variations

The responses of the output active power of the involved
inverters (P1, P2, P3) are displayed in Fig.5. As can be seen
from Fig.5, at the start of the experiment procedure (t1-
t2), the output active power of all DGs will exhibit almost
the same because of the feeder impedance and the output
impedance’s joint influence. However, the expected sharing
ratio of DG1:DG2:DG3 is 1:2:3, according to the maximum
output capacity of the inverter of the experiment setup. At
t2, the proposed DMPC-virtual impedance-based secondary
control is activated, contributing to the active power-sharing
ratio shifts from 1:1:1 to 1:2:3.,which proved the effectiveness
of the proposed method. The load changes at t3, where the
output active power increases by 300W. In the t3-t4 stage,
the active power can still maintain 1:2:3; when it recovers to

600W at t4, the output active power of the inverters is changed
to 100W, 200W, and 300W, respectively.

B. Resilience Investigation to Communication Failures

Further, the control performance of the proposed DMPC
approach in the situation of communication failure is evaluated
on the experimental platform. Fig.6 shows the performance of
active power. The communication link 3-2 suffers a failure
denoted in Fig.6.

To be specific, in t6-t7, the propagated information is in
regular communication, and the power-sharing ratio is 1:2:3.
In t7-t8, the transmitted data is forced to be zero due to the
communication failure, which may distort the reference of
the DMPC since the local DMPC controller computes the
reference based on the received information. As it can be
seen, in the t6-t7 stage, the active power is no longer 1:2:3.
Fortunately, the DMPC considers the physical constraints of
the system, which means the virtual impedance can only be
adjusted in an allowable range. This constraint can promise
that the system will not oscillate and be unstable. At t8, the
proposed resilient framework is activated, and the adjacent
matrix A is replaced by Ae, thus disregarding the corrupted
communication link. In other words, with the modification
adjacent term aei,j(k), the corrupted propagated information
will not be considered for power reference compute for the
DMPC controller; Thus, it will not affect the output power.
With the resilience method, the active power-sharing ratio
returns to 1:2:3. The results demonstrate the resilience of the
proposed method against communication failure.

C. Plug-and-Play Operation in AC Microgrids without Com-
munication Dependencies:

To investigate the communication independence of the pro-
posed DMPC approach regarding plug-and-play capability, we
conduct the experimental scenarios as follows on the test
platform established, where Fig.7 shows the active power
performance, respectively.

First, the communication network is deactivated at t10. It
can be seen that active power sharing performance can remain
1:2:3. Subsequently, DG3 is assumed to be inaccessible and
plugged out at t11 and then be back and connected to the
MG at t=t12. In contrast, DG2 is plugged out at t12 and
reconnected at t14.

0W0W

100W/div

Without 

proposed

Fundamental load

Increase 300W

Load

Recover

P3

P2

P1

P3

P2

P1

t1 t2 t3 t4 t5t1 t2 t3 t4 t5

With proposed 

method
5s/div

Fig. 5: Active power sharing
performance of the designed controller.

0W0W

100W/div

P3

P2

P1

P3

P2

P1

t6 t7 t8 t9t6 t7 t8 t9

5s/div

1

2 3

1

2 3

1

2 3

Communication fail

Resilient control

Fig. 6: The resilience of the proposed
method against communication failure.

0W0W

100W/div P3

P2

P1

P3

P2

P1

t10 t11 t12 t15t10 t11 t12 t15

5s/div

DG3 out

t13 t14

DG2 out
Comms 

disable
DG3 in DG2 in

Fig. 7: Communication independence
verification.
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During t11-t12, as DG3 is de-plugged, its physical link
connected to the inverter-connected system is lost. The tie
lines from DG3 to DG1 and from DG3 to DG2 are con-
sidered open circuits. Meanwhile, the coordinated distributed
predictive control scheme is inactive for DG3 during t11-
t12. The proposed DMPC also does not need to be effective
for the active power regulation of the remaining DGs in the
microgrid since the virtual impedance has been appropriately
set. In this period, the output active of DG3 is 0W. Thanks to
the pre-adjusted virtual impedance, the operational units DG1
and DG2 maintain a power-sharing ratio of 1:2, following the
expected ratio. Similarly, during t13-t14, the DG2 is plugged
out, thus outputting 0W active power. The operational DG1
and DG3 exhibit a power-sharing ratio of 1:3. During t12-
t13 and t14-t15, the plugged-out unit is replugged in the
microgrid, and the power-sharing proportion is recovered to
1:2:3 among the three inverters. The DMPC-based secondary
control benefits plug-and-play capacity even if there is no
communication since the virtual impedance has been pre-
adjusted and fixed, thus independent of the communication
network.

VI. CONCLUSION

This paper introduces a distributed model predictive control-
based virtual impedance method to manage active power in
resistive feeder microgrids. With this approach, each unit
within the microgrid adjusts its virtual impedance param-
eters based on exchanged information. Notably, the pro-
posed DMPC scheme exhibits a robust capability for load
switches under communication delays. Furthermore, a well-
designed communication matrix demonstrates resilience in
communication failures. The method suggested alleviates the
computational and communication burdens compared to prior
literature. Through information exchange over a brief duration,
this approach ensures the desired power-sharing performance
and supports plug-and-play operation, even when the commu-
nication network becomes inaccessible at a later stage. The
proposed method’s effectiveness and its comparative analysis
with existing techniques are validated through experimental
and simulation results.
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